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accompany some phenotypes and their value in diagnosing 
rare syndromes is undeniable. This complex architecture 
of genetic diseases poses significant challenges to medical 
geneticists and other clinicians in diagnosing and treating 
these conditions. Next-generation sequencing (NGS) meth-
ods have made an impactful contribution to diagnosing 
complex genetic disorders. The massive genomic data they 
generated helped define genotype-phenotype relations and 
diagnose many more patients. These advancements enabled 
defining phenotypes from genotype data, a process known 

Introduction

The human genome still holds many mysteries more than 20 
years after the initial results of the Human Genome Project 
were obtained (Marian 2014). More than 7,000 rare diseases 
have been defined in the literature, and it has been estimated 
that between 40 and 80% of these disorders have genetic 
aetiology (Ferreira 2019). Moreover, many genetic diseases 
have overlapping features regarding their clinical, radiologi-
cal and laboratory findings. Dysmorphological findings may 
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Abstract
Artificial intelligence (AI) platforms have emerged as pivotal tools in genetics and molecular medicine, as in many other 
fields. The growth in patient data, identification of new diseases and phenotypes, discovery of new intracellular pathways, 
availability of greater sets of omics data, and the need to continuously analyse them have led to the development of new 
AI platforms. AI continues to weave its way into the fabric of genetics with the potential to unlock new discoveries and 
enhance patient care. This technology is setting the stage for breakthroughs across various domains, including dysmor-
phology, rare hereditary diseases, cancers, clinical microbiomics, the investigation of zoonotic diseases, omics studies in 
all medical disciplines. AI’s role in facilitating a deeper understanding of these areas heralds a new era of personalised 
medicine, where treatments and diagnoses are tailored to the individual’s molecular features, offering a more precise 
approach to combating genetic or acquired disorders. The significance of these AI platforms is growing as they assist 
healthcare professionals in the diagnostic and treatment processes, marking a pivotal shift towards more informed, effi-
cient, and effective medical practice. In this review, we will explore the range of AI tools available and show how they 
have become vital in various sectors of genomic research supporting clinical decisions.
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as “reverse phenotyping”. Furthermore, long-read sequenc-
ing methods such as Oxford Nanopore Sequencing and 
PacBio Sequencing have been developed. These methods 
offer real-time sequencing of single molecules, are faster 
and more cost-effective, and overcome certain shortcomings 
of generating shorter reads (Athanasopoulou et al. 2022). 
Nonetheless, the diagnostic workup may remain inconclu-
sive even after all available tests, and the contribution from 
other disciplines, such as Artificial Intelligence (AI), could 
be valuable (Davenport and Kalakota 2019).

Other than rare hereditary diseases, genomic changes 
also occur in cancers, as well as other complex and multi-
factorial diseases. Furthermore, changes in the RNA, pro-
tein, and metabolite levels and epigenetic modifications 
may provide valuable insights into the etiopathogenesis 
of hereditary and acquired disorders (Sun and Hu 2016). 
The massive progress in omics studies made it possible 
to unravel molecular mechanisms of diseases and cellular 
processes and offered revolutionary approaches in personal-
ized medicine. This leap in omics studies generated large 
amounts of data, which required bioinformatical computer-
ized approaches to analyse (Sun and Hu 2016).

In its simplest definition, AI is the capability of a com-
puter to perform tasks that normally require human intel-
ligence, including speech recognition, natural language 
comprehension, and decision-making processes. Deep 
learning (DL) and Machine Learning (ML) are subcatego-
ries of AI. ML is inspired by the functioning of the human 
brain. Neurons interact in networks to form the basis of all 
decision-making based on gathered information. Similarly, 
ML techniques systematically process available data using 
algorithms to learn, analyse, and make decisions. A subset 
of ML, Deep Learning, utilises neural networks to process 
significantly larger datasets to derive insights (Soori et al. 
2023). In areas with large amounts of complex data, AI plat-
forms are crucial for quickly analysing and evaluating these 
data.

The intersection of AI and genetics presents an opportu-
nity to achieve profound insights and enhanced treatments 
for a wide array of inherited disorders, cancers, and also 
multifactorial diseases (Modi et al. 2023). The growing 
accessibility of omics data thanks to the large databases and 
biobanks, alongside advancements in AI, has facilitated this 
convergence, offering novel methodologies for data analy-
sis, interpretation, and utilisation (Fig. 1). The importance 
of integrating AI into genetics extends beyond merely aug-
menting the accuracy or efficiency of genetic analyses. It 
also includes the identification of novel gene associations, 
therapeutic targets, and personalised medicine concepts 
(Abdallah et al. 2023).

Amalgamating diverse data sources marks a pivotal shift 
towards data-driven discovery. Furthermore, obtaining 

big data could be used to generate new hypotheses, which 
could then be tested experimentally (Hulsen et al. 2019). AI 
algorithms, powered by machine learning models and deep 
learning networks, transcend pattern recognition to analyse 
genetic data with a capability far surpassing human analyti-
cal potential (Table 1). Such capabilities are indispensable 
for deciphering the complexities of the human genome, 
uncovering the genetic underpinnings of diseases, develop-
ing targeted therapies, studying drug resistance in infectious 
diseases, and predicting drug response using pharmacoge-
netics. AI applications in genetics also significantly enhance 
the precision of genetic testing, disease prediction, and the 
determination of optimal treatments. Gene editing and, 
synthetic biology applications are other research fields that 
could greatly benefit from AI-driven tools (Gartland et al. 
2017; García Martín et al. 2024).

The benefits of AI in molecular research and diagnostics 
are not limited to human genetics. AI provides valuable con-
tributions to omics studies across all organisms. Genomic, 
transcriptomic, proteomic, metabolomic, epigenomic, and 
multi-omic studies utilizing AI in other animals, plants, 
and microorganisms are becoming more and more com-
mon (Cembrowska-Lech et al. 2023). Therefore, AI is being 
incorporated into the disciplines of infectious diseases and 
microbiomics, too (Smith et al. 2020).

In this article, our primary objectives are to explore the 
utilization of AI platforms across various sectors of molecu-
lar research and diagnostics and to spotlight some of the 
most prominent AI platforms employed in genetics and 
molecular medicine. Even though our review mostly cov-
ers topics related to medical genetics, we also discuss AI’s 
implications related to molecular research in infectious dis-
eases, microbiomics, and synthetic biology The topics dis-
cussed below are based on a consensus among the authors. 
Our article provides a perspective on the current state of AI 
in molecular medicine and medical genetics, its limitations 
and its potential implications for the future.

Dysmorphology

Many genetic syndromes, especially neurodevelopmental 
disorders, present with characteristic craniofacial features 
(Carrer et al. 2023). For instance, 30–40% of known inher-
ited diseases have identifiable craniofacial, oral, or dental 
features (Hart and Hart 2009). Additionally, various terato-
gens may also give rise to congenital malformations and 
craniofacial findings (Gilbert-Barness 2010; Saal 2016). 
Dysmorphology explores patterns of human morphologic 
development, structural defects, and their association with 
syndromes (Hunter 2002; Basel 2020). In over 1500 dif-
ferent genetic syndromes, dysmorphological facial features 
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specific to the syndrome are observed (Bannister et al. 
2020). Such a large number of dysmorphological facial find-
ings has led to the development of phenotype databases and 
automated assessment tools (Gurovich et al. 2019a). Human 
phenotype ontology (HPO) is a comprehensive source of the 
phenotypes associated with human disease, which is also 
useful for electronic health record analyses and machine 
learning approaches (Gargano et al. 2024). Phenomizer is a 
tool that uses HPO data and semantic similarity measures to 
generate p values for relevant diseases when the presenting 
clinical findings and dysmorphic features are given. There-
fore, the most likely preliminary diagnoses may be obtained 
(Posey et al. 2017). Furthermore, visual data are also incor-
porated into the diagnostic process of dysmorphic patients. 
The most commonly used face recognition application 
is Face2Gene (FDNA Inc, USA). Face2Gene uses a deep 
convolutional neural network called DeepGestalt to analyse 
patients’ images and identify the characteristic patterns of 
the syndrome (Carrer et al. 2023). The DeepGestalt algo-
rithm was initially “trained” with more than 17,000 images 
from people with 200 different syndromes (Gurovich et al. 

2019b). Face2Gene contains a databank of images with dys-
morphic facial features characteristic of different genetic 
syndromes (Mishima et al. 2019). The facial image of the 
person under examination is uploaded to the algorithm and 
evaluated by comparing it with the images in the database. 
In a study using facial images of individuals with Silver-
Russell (SRS) and Prader-Willi (PWS) syndromes, the 
first syndrome suggested in 41% of patients with SRS was 
SRS, whereas in PWS, the algorithm suggested the correct 
diagnosis as the most likely syndrome in 76% of the cases 
(Ciancia et al. 2023). Another AI-driven tool used in dys-
morphology based on DeepGestalt framework is Gestalt-
Matcher. GestaltMatcher finds phenotypic resemblences 
between the uploaded cases and matches them. Therefore, 
it can contribute to the diagnoses of ultra-rare diseases even 
if the algorithm was not trained for that particular diagno-
sis (Hsieh et al. 2021). An important issue concerning both 
deep learning algorithms and clinical judgement in dysmor-
phology is that ethnicity and the age of the patient may alter 
the diagnostic yield. Furthermore, the experience of the cli-
nician and the extent of the available dataset and training of 

Fig. 1  An illustration of a diagnostic genetic testing workflow. Using AI algorithms to compare and analyse patients’ genetic data accelerates the 
development of diagnosis and treatment plans
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Artificial intelligence tool Main purpose References
Dysmorphology and Clinical Genet-
ics Practice
Phenomizer Clinical dysmorphology, uses HPO phenotypes (Posey et al. 2017)
DeepGestalt Clinical dysmorphology, uses images (Carrer et al. 2023)
Face2Gene Clinical dysmorphology, uses images, based on DeepGestalt (Mishima et al. 2019)
GestaltMatcher Clinical dysmorphology, uses images, based on DeepGestalt (Hsieh et al. 2021)
Eye2Gene Inherited retinal disorders diagnosis, uses retinal images (PONTIKOS et al. 2022)
Molecular Cancer Research
Lung-CLiP ctDNA detection (Chabon et al. 2020)
CancerSEEK early cancer detection (Cohen et al. 2018)
CancerVar variant interpretation for cancer (Li et al. 2022a)
DeepPATH analysing Whole Slide Images (Coudray et al. 2018)
PREDICT drug repurposing (Bhinder et al. 2021)
Rare Hereditary Diseases
CADD prediction of variant pathogenicity (Schubach et al. 2024)
REVEL prediction of variant pathogenicity (Ioannidis et al. 2016)
MutationTaster prediction of variant pathogenicity (Schwarz et al. 2014)
Exomiser exome or genome sequencing analysis using HPO phenotypes (Smedley et al. 2015)
Fabric GEM exome or genome sequencing analysis using HPO phenotypes (De La Vega et al. 2021)
PhenIX exome or genome sequencing analysis using HPO phenotypes (Zemojtel et al. 2014)
Three-dimensional genomic 
research
DeepC predicts DNA folding in three dimensions (Schwessinger et al. 2020)
ChINN predicts chromatin interactions (Cao et al. 2021)
Akita predicts DNA folding in three dimensions (Fudenberg et al. 2020)
Orca predicts DNA folding in three dimensions (Zhou 2022)
DeepCTCFLoop predicts chromatin interactions (Kuang and Wang 2021)
Epigenetics
CHICAGO investigates chromatin interactions (McMaster et al. 2018)
Transcriptomics
Cibersort /Cibersortx determines cell type abundance and expression from bulk tissue 

analyses
(Newman et al. 2015, 2019)

SEDR spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
SpaCell spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
Tangram spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
DEEPsc spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
GCNG spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
DeepST spatial transcriptomics (Li et al. 2022c; Erfanian et al. 2023)
SPANR predicts genetic variant effects on splicing (Wang et al. 2023)
MMSplice predicts genetic variant effects on splicing (Wang et al. 2023)
MTSplice predicts genetic variant effects on splicing (Wang et al. 2023)
SpliceAI predicts genetic variant effects on splicing (Wang et al. 2023)
Pangolin predicts genetic variant effects on splicing (Wang et al. 2023)
Proteomics
AlphaFold predicts three dimensional structures of proteins (Jumper et al. 2021)
BIAS proteomics and spatial information (Mund et al. 2022)
DeepNovo de novo peptide sequencing (Li et al. 2022b)
pDeep spectrum prediction of peptides (Li et al. 2022b)
DeepRT peptide retention time prediction (Li et al. 2022b)
DeepIso peptide feature detection (Li et al. 2022b)
DeepBind nucleic acid binding protein identification (Li et al. 2022b)
PoxiPred design multi-epitope vaccines (Martinez et al. 2024)
DISCO-MS spatial proteomics (Bhatia et al. 2022)
MHCpLogics immunopeptidome analysis (Shahbazy et al. 2024)
Drug design and discovery

Table 1  Leading artificial intelligence algorithms used in various areas of omics research
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communication about additional findings in genetic tests, 
a chatbot called Edna was developed (Ireland et al. 2021).

Undoubtedly, AI-driven chatbots hold great promise 
for advancing genetic counselling services by improving 
their accessibility, efficiency, accuracy, and personalisation 
(Fig. 2). However, the responsible and equitable integration 
of AI into genetic counselling practice requires addressing 
the potential risks and challenges related to privacy, bias, 
communication, regulation and ethical considerations (Dun-
dar and Emirogullari 2012; Gordon et al. 2018). The recent 
developments in the generative AI applications may facili-
tate answering the patients’ questions more reliably and aid 
the physicians or genetic counsellors provide optimal care.

Molecular cancer research

AI applications in cancer research have led to major break-
throughs in identifying gene alterations and classifying 
various types of cancers (Fig. 3). Molecular alterations in 
cancer-related genes may occur as germline or somatic 
variations. Germline variants may confer susceptibility 
to developing certain types of cancers and influence the 
interactions with the anticancer drugs. On the other hand, 
somatic variants may develop in the cancer genome and 
accumulate during carcinogenesis. While the development 
of driver mutations result in an increase in the replica-
tion rate of cancer cells and provide a “fitness” advantage, 
passenger mutations occur in cells with driver mutations 
without such an effect (Ostroverkhova et al. 2023). Both 
germline and somatic variations may influence the treatment 
strategies amd provide valuable information in the manage-
ment of cancer patients. Data derived from next-generation 
sequencing (NGS) technologies, including whole exome 
sequencing, whole genome sequencing, targeted panels, 
as well as transcription profiles from microarray, RNA-
seq, and microRNAs, along with methylation profiles, are 
invaluable resources for the diagnosis of cancer, classifica-
tion of tumours into distinct subtypes, and identification of 
actionable targets For this purpose, blood samples, tumour 
samples and formalin-fixed paraffin-embedded (FFPE) 

the DL solutions may modify the success rate (Lumaka et al. 
2017; Mishima et al. 2019). These issues could be handled 
with broadening the datasets with more patients from differ-
ent populations and age groups.

Another widely used application that uses visual input 
and helps making differential diagnoses in genetic diseases 
is Eye2Gene, an AI tool used in retinal disease diagnosis. 
Inherited Retinal Disorders (IRD) may be influenced by 
more than 260 genes. The gene defects lead to functional 
disruptions in the structure of proteins that play a role in the 
retina (Duncan et al. 2018). This AI tool is particularly use-
ful due to the often limited clinical expertise in the diagnosis 
of IRD (Poplin et al. 2018). In a study of the 36 most com-
mon causes of Retinal Disorders that evaluated the effec-
tiveness of Eye2Gene, the top five diagnosis accuracy was 
85.6% (PONTIKOS et al. 2022).

Genetic counselling – chatbots

The field of genetic counselling has experienced signifi-
cant growth in recent years, with an increasing demand for 
genetic counselling services across various healthcare set-
tings. As with other medical disciplines, AI and other tech-
nologies are increasingly shaping the practice of genetic 
counselling (Gordon et al. 2018).

One application of AI in the genetic counseling field is a 
chatbot, a virtual assistant designed to simulate conversation 
with human users, typically through text or voice interfaces 
(Kearney et al. 2020). Gia (Genetic Information Assis-
tant) is a chatbot designed to assist genetic counsellors and 
patients in navigating genetic information and counselling 
processes. Gia assists in obtaining patient consent, offers 
post-genetic test result follow-up, and includes a sharing 
feature to aid discussions with potentially affected family 
members. Feedback from patient focus groups highlighted 
their satisfaction by Gia’s convenience and pace (Nazareth 
et al. 2021). Another chatbot, Rosa, was developed in Nor-
way to provide easily accesible and reliable genetic coun-
selling to the patients regarding the hereditary breast and 
ovarian cancer risk (Siglen et al. 2023). To improve the 

Artificial intelligence tool Main purpose References
BenevolentAI drug discovery (Richardson et al. 2023)
URSAHD disease classification, drug repurposing (Brasil et al. 2019; Lee et al. 2019)
mediKanren rare disease drug repurposing (Foksinska et al. 2022)
Metabolomics
MS2Mol Metabolomics (Aksenov et al. 2021)
Gene editing
DeepCRISPR Gene Editing (Chuai et al. 2018)
CRISPRLearner Gene Editing (Dimauro et al. 2019)
CRISPR-GA Gene Editing (Güell et al. 2014)

Table 1  (continued) 
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five algorithms, combining cfDNA mutation data and copy 
number scores to predict the presence of ctDNA. The mod-
el’s predictive accuracy, with area under the curve (AUC) 
scores ranging from 0.69 to 0.98, differed across various 
cancer stages (Chabon et al. 2020). CancerSEEK, a blood 
test developed for early cancer detection, can identify eight 
common cancer types, including ovary, liver, stomach, pan-
creas, oesophagus, colorectum, lung, or breast (Cohen et al. 
2018). In a study, a random forest-based classifier qualified 
with cfDNA fragment size features was shown to be able to 
predict the presence of ctDNA in blood in different cancer 
types with high accuracy (Bhinder et al. 2021). In another 
research involving 1005 patients, CancerSEEK demon-
strated a median detection success of 70% for various can-
cer types, achieving sensitivity levels between 69 and 98% 
specifically for cancers (ovarian, liver, stomach, pancreatic, 
and oesophageal).

AI-driven platforms have changed how oncogenomics 
works by analysing complex datasets for gene mutations 
and identifying abnormal protein interactions that guide 
timely diagnosis, treatment, and control of cancer. For 
example, the CancerVar algorithm offers multiple query 
options at the variant, gene, and copy number change levels 
across 30 cancer types and two reference genome versions 
(Li et al. 2022a).

Interestingly, AI has even been used to accurately pre-
dict some key mutations from histopathological images 
(Bhinder et al. 2021). DeepPATH algorithm was used to 
classify lung cancer based on the TCGA criteria. Six key 
mutations (TP53, KRAS, SETBPI, FAT1, EGFR and STK11) 
associated with lung cancer (as detected by whole exomes) 

blocks, liquid biopsies and cell lines can be used (Dlamini et 
al. 2020). The vast amount of generated data may be incor-
porated into large databases like The Cancer Genome Atlas 
(TCGA). TCGA is a landmark project initiated in 2006 
by the National Cancer Institute and the National Human 
Genome Research Institute. It creates a comprehensive atlas 
of cancer genomic profiles by molecularly characterizing 
over 20,000 primary cancer and matched normal samples 
across 33 cancer types (The Cancer Genome Atlas Program 
(TCGA). Machine learning (ML) techniques have been 
instrumental in analyzing TCGA’s comprehensive dataset, 
encompassing omics information across various cancer 
types, employing both supervised and unsupervised ML 
approaches to decipher complex patterns, aiding in the iden-
tification of novel biomarkers, understanding tumor hetero-
geneity, and predicting patient outcomes (Liñares-Blanco et 
al. 2021).

Circulating tumour DNA (ctDNA) analyses detect 
somatic variations in cancer and offer possibilities for 
early diagnosis, relapse monitoring, and treatment guid-
ance (Bhinder et al. 2021). Various machine learning mod-
els have been utilized to analyse the biologically complex 
composition of cell free DNA (cfDNA) samples. These 
tools provided valuable information regarding disease 
subtyping, predicting chemotherapy response, early can-
cer detection, and detection of new biomarkers in different 
studies (Moser et al. 2023). A notable development in this 
area is the Lung-CLiP method, an ML-based approach that 
assesses the likelihood of ctDNA’s presence in lung cancer 
patients’ blood samples (Chabon et al. 2020). The method 
uses an elastic net model and an ensemble classifier with 

Fig. 2  AI offers significant advan-
tages over traditional methods 
in its ability to analyse high 
volumes of genetic data quickly 
and efficiently. While traditional 
methods take time for manual 
processing and data interpreta-
tion, AI-based analysis is faster 
and resource efficient
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Fig. 3  A general flowchart of the integration of AI and multi-omics 
technologies in cancer research. The upper part shows the process of 
sampling healthy individuals and diseased patients, collecting data, 
and storing these data in public databases. Germline mutations are 
genetic changes found in the reproductive cells of an individual that 
can be passed on from generation to generation. Driver mutations are 
genetic changes that play a direct role in cancer development and cause 
uncontrolled growth of cells. Passenger mutations are genetic changes 
that are frequently found in cancer cells but do not directly contrib-
ute to the progression of cancer. AI-enabled analyses cover genomic, 
epigenomic, transcriptomic, proteomic and metabolomic data, allow-
ing a better understanding of diseases. These analyses enable the data 

to be used for statistical and pathway analysis, thereby enabling the 
development of strategies for cancer detection and treatment. In the 
middle section, treatments related to cancer progression are included. 
Here, various treatment modalities such as local treatment (e.g. radia-
tion), advanced treatment (e.g. Chimeric Antigen Receptor-T (CAR-T) 
cell therapy, chemotherapy (e.g. Doxotaxel) and metastasis as well as 
resistance to treatment and apoptosis (programmed cell death) of can-
cer cells are described. In the lower part, the generation of datasets 
based on new multi-omics data and to create secondary databases for 
the genome, epigenome, transcriptome, proteome and metabolome is 
described
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regression-based classifier trained on clinical features, treat-
ment-free transcriptomes and genomic profiles were used 
to predict resistance to PD-1 inhibitors in patients with pro-
gressive melanoma (AUC, 0.73–0.83) (Liu et al. 2019).

Genome analysis and diagnosis of Rare Hereditary 
diseases

With the help of Next-generation sequencing methods 
lowering the cost and increasing the availability of exome 
and genome sequencing, massive amounts of patient data 
are continuously being generated. Clinical information, 
dysmorphic findings, laboratory and imaging results, and 
family history are evaluated together with each variant’s 
specific features in a rigorous effort (Solomon et al. 2023). 
AI may play a crucial role in the diagnosis and management 
of genetic diseases as it can quickly detect the disease-caus-
ing genetic changes and match these with the presenting 
phenotypes.

There are important AI algorithms that evaluate the 
impact of variants preexisting in the human genome. The 
importance of these algorithms are reflected on the guide-
lines for the interpretation of sequence variants by Ameri-
can College of Medical Genetics and Genomics (ACMG) 
and the Association for Molecular Pathology (AMP). PP3 
and BP4 criteria in these guidelines mention the evidence 
provided by computational tools for the interpretation of 
variants (Richards et al. 2015). Computational tools like 
Combined Annotation Dependent Depletion (CADD), 
REVEL, MutationTaster, PolyPhen-2, SpliceAI, and many 
others make it easier to predict the deleteriousness or func-
tional impact of genetic variants (Adzhubei et al. 2010; 
Schwarz et al. 2014; Ioannidis et al. 2016; Brasil et al. 
2019; Jaganathan et al. 2019; Schubach et al. 2024). Fur-
thermore, AI-based applications may assist or even per-
form high-throughput sequencing data analysis as they may 
evaluate the clinical data of the patients the potential effect 
of each variant and the available literature. Some of these 
tools include Exomiser, Fabric GEM, PhenIX (Zemojtel et 
al. 2014; Smedley et al. 2015; De La Vega et al. 2021). A 
noteworthy limitation for the genomic variant analysis is 
that certain populations are poorly represented in popula-
tion databases and the reference genome. A pangenomic 
approach could reflect the genomic diversity better. These 
developments could facilitate classifying new mutations in 
some populations and more accurate automated analyses 
(Wang et al. 2022; Liao et al. 2023).Unraveling the non-
coding regions of the DNA is another significant challenge 
in genomics. DNABERT is a deep learning method excel-
ling in the prediction of promoter regions, transcription fac-
tor binding sites, and splice sites, as well as identification of 
functional variants (Ji et al. 2021).

were predicted directly from the whole slide imagess of 59 
patients, with AUCs ranging from 0.73 to 0.85 (Coudray et 
al. 2018).

In the future, more advanced technologies, which shed 
light on the effects of mutations, could be used extensively 
in research and clinical settings (Dundar et al. 2019, 2024). 
For example, the effects of non-coding mutations on gene 
expression, epigenetic mechanisms and disease risk can be 
predicted by AI technology (Deeni et al. 2014; Cohen et al. 
2018; Aguet et al. 2019).

Besides aiding mutation detection and diagnosis in can-
cer genomics, AI is also helpful making clinical decisions, 
determining prognosis and treatment strategies (Dlamini et 
al. 2020). Currently, DepMap data, which contains both cell 
line-specific and gene-specific data, is used by the ECLIPSE 
machine learning tool to predict cancer-specific drug targets 
(Bhinder et al. 2021). In a different study, DepMap data was 
analyzed and the proteomics data showed high predictive 
power in cancer cell line dependencies (Chabon et al. 2020). 
In another study, drug targets for liver cancer were predicted 
using a one-class support vector machine that utilised pro-
tein interaction networks and clinical data with gene expres-
sion profiles (AUC, 0.88) (Tong et al. 2019). In addition, the 
study by Lopez-Cortes et al., documented many different 
candidates that have the potential to become drug targets 
or biomarkers for breast cancer by using a breast cancer-
specific deep learning-based classification approach to pre-
dict proteins associated with breast cancer by incorporating 
information from various databases such as TCGA, Cancer 
Genome Interpreter, PharmGKB and other databases (Klein 
et al. 2001; Ding et al. 2018; López-Cortés et al. 2018, 2020; 
Tamborero et al. 2018). Another active area of AI research is 
the search for repurposing candidates. In one study, similari-
ties between diseases and drugs were integrated to predict 
different indications for drugs using the PREDICT compu-
tational pipeline (Gottlieb et al. 2011). The literature shows 
that PREDICT has successfully identified numerous new 
indications for common therapies. For example, progester-
one can be used in the treatment of renal cell carcinoma 
(Bhinder et al. 2021).

Predicting the treatment responses in cancer patients has 
been another focus of AI research.

In a study conducted by Sun et al., DNN was trained 
with features obtained from copy-number alterations, gene 
expressions and clinical profiles of patients diagnosed with 
breast cancer to predict the prognosis of patients after treat-
ment with different indications (Sun et al. 2019). Similarly, 
survival of patients with brain tumors was predicted based 
on pathway and gene expression profiles and for liver cancer 
based on methylation, miRNA and gene expression profiles 
using omics-based approaches with DNNs (Chaudhary et 
al. 2018; Hao et al. 2018). In a study by Liu et al., a logistic 
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showcased its promise in biomedical research by uncover-
ing extensive variability in chromatin connections among 
CLL samples (Rendeiro et al. 2016; Cao et al. 2021).

Akita tool uses a specialised type of AI called a con-
volutional neural network (CNN) specifically created to 
make accurate predictions about the DNA folding in three 
dimensions (3D) (Fudenberg et al. 2020). This technology is 
crucial for comprehending the three-dimensional structure 
of the genome and enables us to ascertain how the DNA 
sequence encodes a specific pattern of folding at a particular 
place. Akita has diverse uses, including in silico saturation 
mutagenesis, eQTL interpretation, structural variant predic-
tion, and cross-species genome folding analysis (Aguet et 
al. 2019; Fudenberg et al. 2020).

Orca is a framework that utilises a sophisticated deep 
learning model to accurately forecast the complete three-
dimensional (3D) structure of the genome, ranging from the 
individual DNA sequence to the kilobase to chromosomal 
size (Zhou 2022). Orca can detect and analyse different 
structures within cells, including chromatin compartments 
and TADs (Zhou 2022). It can also identify various interac-
tions, such as those mediated by CTCF, enhancer-promoter 
contacts, and Polycomb-mediated interactions. At the level 
of submegabases, it is anticipated that distinct transcription 
factor motifs are responsible for cell type-specific genome 
connections. At the level of individual compartments, the 
virtual scan proposes the modelling of sequencing actions 
on chromatin compartments, with a particular emphasis on 
the significant function of transcription start sites (TSSs) 
(Zhou 2022).

DeepCTCFLoop is a sophisticated neural network 
model designed to identify the specific sequence patterns 
that drive CTCF-mediated chromatin interactions, which 
play a crucial role in the three-dimensional (3D) organisa-
tion of the human genome (Kuang and Wang 2021). While 
the significance of CTCF in chromatin interactions is well-
established, the specific sequence patterns that govern the 
looping of CTCF motif pairs in chromatin remain uncertain. 
DeepCTCFLoop utilises the DNA sequences of near or tan-
dem CTCF motifs and their surrounding regions to predict 
the formation of a chromatin loop. The findings demonstrate 
that DeepCTCFLoop effectively differentiates between 
CTCF motif pairs that create chromatin loops and those that 
do not. In addition, DeepCTCFLoop also uncovers intricate 
sequence patterns involved in the creation of CTCF-medi-
ated chromatin loops. These findings indicate that specific 
patterns in some transcription factors, including ZNF384, 
ZNF263, ASCL1, SP1, and ZEB1, bind to DNA regions and 
may play a crucial role in the creation of chromatin loops 
(Kuang and Wang 2021).

Three-dimensional genomic research

Comprehending the three-dimensional (3D) configuration 
of the genome and its impact on gene expression and cellular 
function became a highly exciting field (Mohanta et al. 2021; 
Chen et al. 2023). This area of research has the capacity to 
clarify the fundamental mechanisms of genetic illnesses and 
create novel treatments. Nevertheless, the intricacy of 3D 
genome mapping necessitates using sophisticated analysis 
methods to extract this information. AI and ML algorithms 
are utilised in this context [3]. These algorithms are specifi-
cally developed to address the difficulties encountered in the 
processing and interpreting genetic information. Advanced 
AI algorithms like DeepC, ChINN, Akita, Orca and Deep-
CTCFLoop have demonstrated remarkable performance 
when applied to 3D genome data (Zhang 2017; Yang and 
Ma 2022; Hovenga et al. 2023).

DeepC is a deep neural network that uses transfer learning 
to predict the folding of 3D genomes, from DNA sequences 
on a megabase scale, with high accuracy (Schwessinger et 
al. 2020). The objective is to analyse non-coding genetic 
differences within the framework of three-dimensional (3D) 
genome architecture and accurately forecast the impact of 
these changes on genome folding.

Conventional approaches to estimating the structure of 
3D genomes either concentrate on making predictions at a 
detailed, base-pair level or deal with broader genomic set-
tings without adequately incorporating these smaller scales 
(Whalen et al. 2016; Buckle et al. 2018). DeepC addresses 
this deficiency by integrating information across extensive 
genomic regions using high-resolution data, resulting in 
predictions of topological association domains (TAD) and 
their bounds.

The predictions made by DeepC have been verified and 
demonstrate strong concurrence with actual biophysical 
limits (Schwessinger et al. 2020).

Chromatin Interaction Neural Network (ChINN) is a 
machine learning methodology that uses DNA sequences 
to predict chromatin interactions (Cao et al. 2021). ChINN 
offers a significant advantage in situations where the pro-
duction of comprehensive chromatin interaction data is lim-
ited by high costs and technological difficulties. ChINN has 
the ability to predict chromatin interactions associated with 
CCCTC-binding factor (CTCF) and RNA polymerase II, as 
well as interactions detected by Hi-C methods, demonstrat-
ing its flexibility to handle various types of chromatin inter-
actions (Cao et al. 2021). This method is advantageous for 
investigating chromatin interactions in many cell types or 
situations without the need for distinct interaction datasets 
for each one.

The technique has been utilised on samples from 
patients with chronic lymphocytic leukemia (CLL) and has 
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Microarrays and NGS methods for bulk RNA sequenc-
ing (RNA-seq) and more recently for single cell RNA-seq 
have been used to generate transcriptome data. In the last 
decades, these data have made significant impacts and con-
tributions to our understanding of disease mechanisms and 
altered cellular pathways, as well as the discovery of new 
biomarkers and therapeutic targets (Byron et al. 2016; Giu-
dice et al. 2021). The massive amount of data generated 
from RNA-seq led to the emergence of many AI tools in 
transcriptome analysis (Giudice et al. 2021; Li et al. 2022c). 
For RNA-seq analysis, numerous computational tools are 
available for data preprocessing steps like normalisation, 
data correction, clustering and cell annotations as well as 
downstream analyses (Erfanian et al. 2023).

Obtaining gene expression information at single cell 
level provides insights on heterogeneity between cells in a 
tissue or sample, however, single-cell RNA-seq techniques 
are expensive and not easily applicable to many routinely 
collected specimens. Cibersort and Cibersortx are machine 
learning based tools enabling cell type abundance and cell-
type-specific gene expression estimations from bulk tissue 
transcriptomes (Newman et al. 2015, 2019).

With the huge leaps in single cell RNA-seq analy-
ses, a new concept called spatial transcriptomics (ST) has 
emerged. Contrary to single cell RNA-seq, ST analysis 
methods provide spatial information. Adding the spatial 
context of the tissue to the transcriptomic data produces 
significant advancements in interpretation of cell type dis-
tribution, cell function and cell-cell interaction (Li et al. 
2022c; Du et al. 2023). AI tools in single cell RNA-seq and/
or ST include SEDR, SpaCell, Tangram, DEEPsc, GCNG, 
DeepST, and many others (Li et al. 2022c; Erfanian et al. 
2023).

Besides their use in cancer and other common acquired 
disorders, RNA-seq analyses may also solve rare disease 
cases when routine testing approaches such as exome 
sequencing yield no diagnosis. Pre-mRNA splicing defects 
are significant causes of rare genetic diseases. Machine 
learning algorithms like SPANR, MMSplice, MTSplice, 
SpliceAI, and Pangolin have been designed to accurately 
predict the splice-altering variants (Wang et al. 2023).

Metabolomics

Metabolomics enables the study of metabolites at the body 
scale, investigating the changes in small molecules under 
the influences of diseases and various internal and external 
factors. AI technologies play an important role in analysing 
data in this field (Galal et al. 2022). As metabolomics data is 
complex, AI programs are increasingly being used to anal-
yse, interpret and make predictions.

Epigenetics

Epigenetics is defined as the study of hereditary changes 
in gene expression without a change in the DNA sequence 
(Wolffe and Guschin 2000). Complex interactions between 
an individual’s genotype and lifestyle factors such as age, 
diet, alcohol consumption, and smoking influence epigen-
etic changes (Feil and Fraga 2012). Epigenetics involves 
three major inherited regulatory systems that determine 
chromatin remodelling and gene transcription regulation. 
These are DNA methylation, non-coding RNAs and chro-
matin remodelling (histone modifications and histone vari-
ants) (Al Aboud and Jialal 2018).

AI and machine learning (ML) are finding applications 
in epigenetics in a variety of diseases (Hull et al. 2023; Vin-
ciguerra 2023). Deep neural network-based prediction mod-
els have been used to improve performance in diagnosing 
Alzheimer’s disease (AD) using multi-omic datasets (Chen 
et al. 2022). Also, a machine learning model to improve 
Epigenome wide association studies (EWAS) was devel-
oped. This approach, named EWASplus, could discover 
new candidate genes and loci regarding AD (Huang et al. 
2021).

Epigenetic complexity plays a major role in the aetiol-
ogy of schizophrenia (SZ) (Vinciguerra 2023). One study 
demonstrated the potential of blood DNA methylation data 
as a marker for SZ risk prediction (Chen et al. 2020). AI/
ML-based approaches have the potential to accurately clas-
sify SZ patients based on systemic epigenetic variants, sur-
passing traditional models based on polygenic risk scores 
(Gunasekara et al. 2021).

The challenges of cell type specificity of epigenetic data 
can be overcome by developing models that integrate gene 
expression and DNA methylation data to increase predic-
tive accuracy for these diseases (Vinciguerra 2023). Using 
AI algorithms such as deep learning to identify epigenetic 
patterns in cancer cells has yielded successful results (Hull 
et al. 2023). These patterns can be used in critical decisions 
such as early diagnosis, disease prognosis, survival pre-
diction and determination of treatment options (Hull et al. 
2023).

For example, in a study by McMaster et al., CHICAGO, 
a convolution background model, was used to investigate 
key chromatin interactions in patients with Waldenström’s 
macroglobulinemia and healthy controls in a GWAS con-
sisting of two stages (McMaster et al. 2018).

Transcriptomics

RNA-based studies have been a vital intrument investigating 
human diseases at the molecular level. Transcriptomics is 
the study of all the RNA species produced by the organism. 

1 3

138  Page 10 of 24



Functional & Integrative Genomics (2024) 24:138

Proteomics

Proteomics is the study of the structure, quantity, activity, 
modifications, localisation, and interactions of all proteins 
in the genome. Data obtained from proteomic research are 
complex and multidimensional. Taking advantage of rapid 
developments in bioinformatics, AI-supported data analysis 
programmes are being developed to analyse these complex 
datasets (Fig. 4). One of the most prominent developments 
of proteomic research using AI occurred with AlphaFold, a 
highly accurate neural network-based model predicting the 
structures of proteins (Jumper et al. 2021).

Mund and colleagues have integrated sub-micron resolu-
tion imaging, AI-based single-cell phenotyping for image 
analysis, and ultra-sensitive proteomic workflow to analyse 
proteomes in their native cellular context. To accurately 
identify single-cell boundaries and cell classes and convert 
them into proteomic samples, they developed an AI-based 
software called “BIAS” that coordinates scanning and laser 
microdissection microscopes. This software seamlessly 
combines processes such as image analysis, cell segmen-
tation, and cell type identification. This approach allows 
for obtaining molecular insights at the phenotypic level in 
proteomic analysis and preserving complete spatial infor-
mation, thereby enabling a deeper understanding of cellular 
diversity and organisation (Mund et al. 2022).

In mass spectrometry-based proteomics, the DeepNovo 
algorithm has been developed to de novo sequence peptide 
segments, while the pDeep algorithm predicts the second-
ary spectra of peptide segments. Additionally, in liquid 

Coronary artery disease, diabetes mellitus type 2, infec-
tious diseases like influenza and COVID-19, and various 
cancer types have been investigated at the metabolomic 
level using machine learning algorithms (Galal et al. 2022). 
AI contributes to the metabolome studies in various steps 
such as experiment design, data conversion, data pre-pro-
cessing, data correction, and metabolite annotation (Coler 
et al. 2024).

For the deconvolution step of gas chromatography-mass 
spectrometry, a machine learning based tool called MSHub 
was developed (Aksenov et al. 2021).

The network inference technique approach extracts 
structural similarities between molecules based on spectral 
similarities and thus provides ease of analysis by enabling 
visualisation of inter-metabolite relationships and inter-
actions (Aksenov et al. 2021). In particular, the MS2Mol 
algorithm, which increases the ability to accurately predict 
molecular structures from mass spectrometry data, provides 
great convenience to researchers in molecular structure pre-
dictions (Aksenov et al. 2021).

Liang and colleagues explored the variations in metab-
olite levels throughout pregnancy. The research group 
successfully developed a linear regression model that corre-
lated certain plasma metabolites with gestational age, show-
ing strong concordance with ultrasound findings (Liang et 
al. 2020).

Fig. 4  A process in which artificial intelligence algorithms are used to 
predict hot spots within protein-protein interactions. The flowchart in 
the image shows that molecular predictors are obtained from both test 
and training datasets. These predictors are fed into machine learning 
algorithms and then processed through a process that involves steps 
such as feature selection, training, cross-validation and model evalu-

ation of the algorithm. In the final stage, the learnt model is used to 
predict hotspots in the interaction domains between proteins. These 
predictions are important for identifying biologically important areas 
in the functional regions of protein structures. Hotspots often play key 
roles in protein interactions and are of strategic importance in drug 
design, disease understanding and biomolecular research
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learning algorithms and laboratory analyses. These peptides 
were effective against bacteria, fungi, and cancer cell lines 
(Monsalve et al. 2024).

Pharmacogenomics

Pharmacogenomics aims to determine inter-individual DNA 
variations that are associated with drug response. Genetic 
variations can determine whether a drug is safe for one per-
son but can be harmful to another (Fig. 5). The overall fre-
quency of hospitalizations due to adverse drug reactions is 
around 6.5% in adults (Pirmohamed et al. 2004) and exceeds 
15% in patients with multiple comorbidities (Osanlou et al. 
2022; Pirmohamed 2023). It is important that adverse drug 
reactions can be eliminated through pharmacogenetics by 
stratifying patients who are at risk in order to apply person-
alized medicine. For example, a drug can be tailored based 
on a person’s unique genetic makeup.

In the field of pharmacogenetics, supervised machine 
learning (SML) techniques are more frequenty uesd than 
unsupervised machine learning (UML) methods, as they 
perform better in predicting drug response (Cilluffo et 
al. 2021a). SML methods have been used to analyse the 
response to anti-cancer drugs. In this context, random for-
est (RF), SVM and elastic-net (EN) methods showed high 
accuracy, transferability and generalizability (Ding et al. 
2018; Kim et al. 2019; Su et al. 2019).

Machine learning mehods have also been used to study 
treatments not related with cancer. In a study conducted to 
evaluate the pharmacogenetics of antidepressant response, 
different supervised techniques such as random forests, gra-
dient boosted machine, neural network (NN), learning vec-
tor quantization and recursive partitioning were compared. 
The analyzed data included 671 adult patients from three 
European studies on major depression. When comparing all 
models, the NN showed the highest accuracy (Fabbri et al. 
2018). In another study involving 186 patients with major 
depression, the performance of support vector machine 
(SVM) and regression tree (RT) was compared and the 
response to antidepressants was predicted. The results of the 
study showed that SVM had the highest accuracy in predict-
ing response to antidepressants (Maciukiewicz et al. 2018).

Since the main goal of pharmacogenetics is to predict 
drug response, few studies have reported the results of UML 
techniques. For instance, a study that aimed to analyze the 
association between clinical parameters and genetic poly-
morphisms on treatment outcome in treatment-resistant 
depression using a two-stage ML approach. In this study, 
first, the RF algorithm was used to analyze the patients. Sec-
ond, a cluster analysis was performed to group the data. Five 
clusters of patients who responded significantly to treatment 

chromatography-mass spectrometry tandem analysis, algo-
rithms based on deep learning methods, such as DeepRT, 
have been developed for predicting the retention time of 
peptides. Similarly, algorithms like DeepIso, based on 
convolutional neural networks (CNN), have been used for 
extracting peptide chromatographic and mass spectromet-
ric features. They have also developed deep learning-based 
approaches, such as DeepBind, for identifying nucleic acid-
binding proteins. The combination of proteomic techniques 
like mass spectrometry (MS) and machine learning is widely 
used for biomarker screening (Li et al. 2022b).

Martinez and colleagues have developed immunoin-
formatics and AI-based tools called PoxiPred to design 
multi-epitope vaccines against newly emerging infectious 
diseases, and they have reported that this tool successfully 
identified 3191 antigen proteins from 25 different poxvi-
ruses (Martinez et al. 2024).

AI-assisted algorithms have been found to be effective 
in deriving the biomedical significance and applications 
of human pluripotent stem cell (hPSC)-derived organoids, 
facilitating the development of new antibody therapeutics 
for adaptive immune response applications (Maramraju et 
al. 2024; Townsend et al. 2024).

Bhatia and colleagues have developed a method to char-
acterise the proteome of samples isolated from transparent 
tissues by combining ultra-high sensitivity mass spectrom-
etry-based proteomic analysis with whole-organ and tissue 
clearing and imaging procedures. Named DISCO-MS, this 
method enabled the exploration of spatial-molecular profiles 
of initiating pathological events in various disease models 
by successfully analysing small target regions isolated from 
mouse or human organs (Bhatia et al. 2022).

Shahbazy and colleagues introduced an interactive and 
fully unsupervised data visualisation and cluster analysis 
tool called MHCpLogics. They used this tool to analyse 
large and complex datasets of HLA peptides derived from 
cells expressing various alleles. MHCpLogics is used for 
parsing, querying, and analysing immunopeptidomes. It is 
compatible with different MS data processing and computa-
tional software tools and can handle large datasets without 
the need for preprocessing steps, filtering them using dif-
ferent approaches and performing various analyses. Users 
can manage and utilise various scoring functions depending 
on research purposes and data types (Shahbazy et al. 2024).

Monsalve and colleagues highlight the presence of anti-
biotic-resistance genes in ancient soil samples alongside 
the antibiotics developed based on compounds produced by 
environmental microbes. By employing in silico strategies 
to discover new antimicrobial peptides in proteomes, they 
evaluated the proteomes of eight organisms and obtained 
513,909 peptides. Nine peptides with the highest antimi-
crobial scores were selected and validated using machine 
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Fig. 5  Use of integrated omics technologies and artificial intelligence 
(AI) for personalised cancer therapy. The process of transformation of 
normal cells into cancer cells and the heterogeneous character of can-
cer progression in this process are emphasised. Following sampling, 
the obtained data are stored in public databases. Under the analysis of 
omics technologies, different layers of the genome, epigenome, tran-
scriptome, proteome and metabolome are described. These analyses 
include components such as large-scale combined genomic studies 
(GWAS), structural variations, histone modifications, DNA methyla-

tion, gene expression, protein function and metabolite profiling. Artifi-
cial intelligence is a fundamental tool for the integration and analysis 
of this multi-omics data and applications include biomarker discovery, 
identification of therapeutic targets, mechanisms of cellular plasticity, 
understanding mechanisms of drug resistance and personalised patient 
profiles. At the bottom, a model of how personalised treatment plans 
lead to successful treatment as a result of this integrated approach is 
shown
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previously approved drugs can save time and money. AI can 
analyse drug activity data to identify new applications in 
treating rare diseases. Repurposing approaches often benefit 
from data enriched with omics information to gain insights 
into target mechanisms and ensure candidate safety and effi-
ciency (Alves et al. 2022).

An excellent example of AI being used in drug repur-
posing occurred during the COVID-19 pandemic. In early 
2020, BenevolentAI suggested Janus kinase (JAK) inhibitor 
baricitinib as a combination anti-inflammatory and antivi-
ral for treating hospitalised COVID-19 patients, which later 
proved to be effective in clinical studies (Kalil et al. 2021; 
Richardson et al. 2023).

Considering the mechanistic similarities and similar 
processes between rare and common diseases, URSAHD 
(unveiling RNA sample annotation for human diseases) has 
predicted that cisplatin could be used to treat refractory ane-
mia characterized by excess blasts. In addition, resveratrol 
has been shown to be a candidate for the treatment of sid-
eroblastic anemia. It was noted that the algorithms used for 
prediction in both studies need to be experimentally tested 
and validated (Brasil et al. 2019; Lee et al. 2019). Another 
tool developed for drug repurposing for genetic diseases is 
mediKanren, which was able to recommend treatments for 
TMLHE and RHOBTB2 associated diseases with anecdotal 
improvement, necessitating further studies and clinical tri-
als (Foksinska et al. 2022).

Population genetics, evolution and archeogenetics

Studying human (sub)-population genetic structure within 
spatial and temporal dimensions has always been a valuable 
source of knowledge on human microevolutionary changes 
and the distribution of human variation. Large genomic 
datasets available from the human populations of various 
historical periods allow studies on human migration pat-
terns, but also the origins of mutations and genetic disease 
progeny and distribution. A vast amount of human genome 
data ensures a transition from probabilistic to data-driven 
theories of evolutionary processes. Furthermore, exact 
data enables the development of more suitable statistical 
approaches and computational algorithms (Korfmann et al. 
2023).

The most immanent characteristic of humankind is its 
huge genetic heterogeneity coming from the admixture 
of a certain number of local ancestries. This fact affects 
one’s ability to easily explore causative factors or identify, 
i.e. disease-causing mechanisms (mutations) using direct 
genetic association studies. Deep learning algorithms and 
neural network analysis approaches can help utilise greater 
statistical power for discovery in representative multicentric 

were identified by the cluster analysis (Kautzky et al. 2015; 
Cilluffo et al. 2021b).

Treatment of genetic and/or Rare diseases

Drug design and discovery

Treatment of rare diseases is a major challenge due to their 
mostly genetic or degenerative etiology, a smaller number 
of patients needing treatment, and unsatisfactory responses 
(Visibelli et al. 2023). These challenges led treatments for 
these diseases to be named “orphan drugs”. So far, approxi-
mately 5% of rare diseases have a treatment. AI has great 
potential for the treatment of rare diseases, as encourag-
ing results have been achieved in the treatment of common 
diseases (Brasil et al. 2019; Lee et al. 2019; Visibelli et al. 
2023). AI may facilitate different steps in treatment opti-
mization and drug discovery, such as biomarker discovery, 
drug design and high-throughput drug screening (Boniolo 
et al. 2021). Clinical trials (CTs) play a crucial role in drug 
development. Nevertheless, clinical trials only exist for a 
small number of rare diseases due to difficulties in patient 
recruitment, data collection and analysis in small popula-
tions, and the number of reliable biomarkers. Importantly, 
AI can provide solutions to the problems associated with 
CTs in RDs (Crow et al. 2018; Day et al. 2018; Logviss 
et al. 2018; Wojtara et al. 2023). One of the AI algorithms 
enabling drug design and optimisation is CADD, as men-
tioned earlier. In the case of neurological diseases such as 
Spinal Muscular Atrophy, where a single drug is not suf-
ficient for treatment, CADD reduces the workload by short-
ening the drug testing process by reducing the number of 
molecules tested (Chong et al. 2021).

Another example of AI-guided drug discovery process 
is related with splicing defects, a pathophysiologic mecha-
nism caused by pathogenic variations in genes leading to 
altered pre-mRNA splicing, disrupted or dysregulated pro-
tein expression and disease phenotypes. An ML approach 
identified that BPN-15,477, a splicing modulator compound 
that can correct the splicing of ELP1 exon 20, could also 
correct certain splicing defects in CFTR, LIPA, MLH1, and 
MAPT (Gao et al. 2021).

Repurposing of drugs

Pharmaceutical companies struggle to recoup investments 
in rare disease drugs due to their limited patient popula-
tion. This raises ethical concerns, as the society may need 
to approve public reimbursement for high-cost drugs to 
provide affordable treatment for a small number of patients. 
Repurposing drugs can reduce costs for rare disease devel-
opment by identifying new uses for existing ones. Exploring 
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al. 2020). The integration of AI in this field has the potential 
to transform healthcare by improving diagnostic accuracy, 
enabling personalised treatment plans, and facilitating the 
development of novel therapeutics targeting the microbi-
ome. Some of the popular disorders and topics in this field 
are Irritable Bowel Syndrome, obesity, cancer, personalised 
nutrition, senescence, and probiotic production.

The gut-brain axis, a bi-directional communication path-
way between the gut and the brain, is an exciting frontier 
of AI-driven microbiome research. Studies suggest that 
AI-based analysis of microbiome-related BBB dysfunction 
may enable early detection of neurological diseases such as 
Alzheimer’s or Parkinson’s and reveal potential therapeutic 
targets (Zhu et al. 2020); Kenanoglu et al. 2022).

Future directions for AI in clinical microbiomics include 
ongoing research, potential breakthroughs, and the impor-
tance of integrating AI with microbiomic research to 
advance personalised medicine and public health, echoing 
its transformative impact on genetic research and disease 
management (Zeng et al. 2021).

In this evolving landscape, the development of online 
tools such as proteome2pathogen.com and its extension, 
proteome2virus, represent a significant leap forward (Bal-
vers et al. 2023). These platforms leverage AI to refine the 
process of pathogen identification from proteomic data, 
directly impacting the study of microbial communities’ role 
in health and disease. By enabling the precise identification 
of bacteria and viruses down to the species level, these tools 
facilitate a deeper understanding of the microbial contribu-
tions to infectious diseases (Balvers et al. 2023).

Synthetic biology and, gene editing

Synthetic biology (Synbio) aims to develop biological sys-
tems that perform a specific task (e.g. cells that produce a 
certain amount of biofuel or respond specifically to exter-
nal stimuli) (Cameron et al. 2014). To achieve these goals, 
engineering design principles are required to control com-
plicated biological systems. In particular, these engineering 
principles consist of the Design-Build-Test-Learn (DBTL) 
cycle and the standardized genetic parts used to achieve a 
desired outcome. Synbio has had a revolutionary impact on 
materials, medicine, food, energy, and climate (Bilitchenko 
et al. 2011). Anticancer and antimalaria drugs, the produc-
tion of insulin, and renewable biofuels are a few examples 
of Synbio’s impact (Eslami et al. 2022).

An essential example of artificial intelligence use in 
synthetic biology is mRNA therapeutics (Castillo-Hair and 
Seelig 2022; Hınçer et al. 2023). mRNA therapeutics have 
a wide range of applications, such as vaccines for infectious 
diseases, cancer immunotherapy, and regenerative medicine. 
Machine learning algorithms are used to develep predictive 

datasets from populations of various ancestries in a quest for 
disease-associated variants (Mester et al. 2023).

Medical microbiology, zoonotic disease research 
and its genetic implications

AI has become a pivotal tool in zoonotic disease research, 
enabling a nuanced analysis of pathogens capable of cross-
ing species barriers and their transmission dynamics. Recent 
studies underscore the utility of AI in elucidating the com-
plex interactions between environmental changes, such as 
agricultural intensification and biodiversity loss, and the 
emergence of zoonotic diseases, which are significantly 
influenced by factors like host genetic diversity and human 
population densities (Jones et al. 2013; Keesing and Ostfeld 
2021; Pillai et al. 2022).

The genomic studies of zoonotic pathogens like Giar-
diasis and avian influenza have been instrumental in reveal-
ing genetic adaptations that may either facilitate or inhibit 
cross-species transmission, highlighting the potential for AI 
to contribute to the development of targeted interventions 
and vaccines (Yaoyu and Xiao 2011; Horman et al. 2018; 
Pillai et al. 2022).

Moreover, AI’s capacity to analyse genetic diversity 
within pathogens can provide insights into the mechanisms 
underlying disease virulence and spread, thereby informing 
public health strategies aimed at mitigating zoonotic risks 
(Yaoyu and Xiao 2011; Chu et al. 2018; Horman et al. 2018; 
Pillai et al. 2022).

Clinical microbiomics

AI is significantly enhancing the field of clinical micro-
biomics, which focuses on understanding microbial com-
munities in the human body and their impact on health and 
disease. Disturbances in the delicate balance of the micro-
biome are known as dysbiosis and contribute to a variety 
of diseases, including metabolic disorders, autoimmune 
conditions, neurological diseases, and even some cancers. 
The complexity of microbial data, including the diversity of 
species, their interactions, and their influence on the host’s 
genetic makeup, poses substantial challenges for research-
ers. AI and machine learning technologies are instrumental 
in navigating these challenges by efficiently analysing vast 
microbiomic datasets. These technologies help identify pat-
terns, predict disease associations, and provide new insights 
into the microbiome’s role in human health (Rhoads 2020).

Specific applications of AI in clinical microbiomics 
include predictive modelling for disease risk based on micro-
biome composition, personalised medicine approaches tai-
lored to an individual’s microbiome, and AI-driven drug 
discovery targeting microbiome-related pathways (Smith et 
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programs employed in this domain include DeepCRISPR 
(Chuai et al. 2018), CRISPRLearner (Dimauro et al. 2019), 
and CRISPR-GA (Güell et al. 2014).

Limitations

At the current stage, one of the leading limitations and con-
cerns is trust. Many AI models lack transparency and the 
reasoning behind their decisions are not always known. This 
issue is referred as the “black box” of AI. In clinically rele-
vant conditions, wrong decisions caused by this opaqueness 
becomes a major threat. Due to this concern, interpretable 
and explainable AI models have been developed (Karim et 
al. 2023). These methods are already being used in genom-
ics and personalized medicine, however, there is still room 
for improvement (He et al. 2024). Also, constructing better 
models and increasing repeatability is an unmet need (He et 

models and sequence design algorithms (Castillo-Hair and 
Seelig 2022).

Gene editing technologies are methods developed to 
make specific changes to DNA sequences, and AI is used 
in various ways in these processes (Fig. 6). The most fre-
quently used genome editing technology is Clustered 
regularly interspaced short palindromic repeat (CRISPR)- 
CRISPR-associated proteins (Cas) system (149). The pre-
dictions of artificial intelligence algorithms, which are 
often used to predict the activity of guide RNA (gRNA) in 
CRISPR-Cas systems, are key factors in determining the 
efficiency and specificity of gene-editing processes (Lee 
2023). Deep learning models can predict both on-target and 
off-target effects by modelling the interactions of the gRNA 
with the target DNA sequence. These models have become 
indispensable tools for accelerating the gRNA design and 
optimisation process. The principal artificial intelligence 

Fig. 6  The use of artificial intelligence (AI) in genome research. Under 
the title “Usage Areas - Challenges”, the advantages offered by AI in 
areas such as personalised treatments, cancer research, gene profiling, 
proteomics and transcriptomics are shown. At the same time, issues 
such as disease diagnosis, precision medicine and personalised treat-
ments, complex data analysis and cost reduction were particularly 
emphasised. In the “DNA Sequence Classification and Prediction” 
section, topics such as genomic organisation and functionality predic-
tions, biological pathways, determination of the role of genetic vari-
ants in disease risk, and techniques such as artificial neural networks 
and convolutional neural networks (CNNs) used in this process are 

at the forefront. In the “Predicting Protein Structure from Sequence 
Data” section, AI techniques used in the prediction of protein struc-
tures and protein-protein interactions, molecular binding, and devel-
opments for drug discovery are shown. In particular, deep learning-
based artificial neural networks, protein-protein interaction networks 
(PPI), new molecule generation, and improvements in drug design are 
focused. In the “Key Challenges in Applying DL to Biological Data” 
section, the ethical and social implications of applying DL to fields 
such as genomic analysis, biological image analysis, bioinformatics 
and drug design are presented
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are repetitive or require some sort of classification. AI tools 
were thought to lack the skills to adapt to different situations 
that are encountered in clinical settings, as well as empa-
thy (Greatbatch et al. 2019; Kearney et al. 2020). However, 
more recent studies have shown promising results. For 
example, a recent study reported that chatbots performed 
better than physicians in terms of both quality and empathy 
(Ayers et al. 2023). Therefore, we may expect AI tools to be 
more incorporated into genomic field, helping geneticists, 
other clinicians, and researchers in their routine, without 
replacing them.

Conclusion

To conclude, artificial intelligence and its applications are 
rapidly being incorporated in molecular diagnostics and 
research across many clinical disciplines. Even though 
patient care and physical examination are indispensable fea-
tures of clinical practice, all clinicians, geneticists and other 
health professionals must be aware of and ready to benefit 
from the current and potential impacts of AI technologies in 
this highly dynamic field. Our review humbly portraits the 
advancements, potentials and limitations of the AI platforms 
and tools in a wide variety of molecular research fields with-
out solely focusing on a specific discipline. We believe this 
rather unique approach contributes to the existing literature 
in this exciting and popular subject that is revolutionizing 
medicine.
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cerns (Dias and Torkamani 2019).
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massive and difficult-to-analyse data generated by single-
cell sequencing, multi-omics and spatial transcriptomics 
approaches will keep AI an undispensable tool in genomic 
diagnostics and research (Brlek et al. 2024). The increase 
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