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Abstract

Topological materials have gathered attention since the turn of the century due to the presence of several

desirable properties such as chiral edge modes resilient disorder. Additionally, 2D magnetic materials

have proven to have several desirable properties for implementation in spintronic devices. In the work pre-

sented in this thesis, the band-topological properties of certain 1D and 2Dmagnetic materials are explored,

and the resilience and manipulation of these materials is probed, resorting to three types of real space

disorder. Firstly, I present a novel way to manipulate topological properties of photo-induced topological

ferromagnets using a strain engineering approach, with potential application in all-strain engineered topo-

logical spintronics. Secondly, I present a novel quasidisordered toy model showcasing for the first time the

coexistence of 1D and 2D topological invariants in a purely 1D physical system. Such a system may be

realizable in the context of spin systems and beyond. Lastly, some numerical and semi-analytical results

on the impact of dilution in topological ferromagnets are presented, showcasing the resilience of topology

to substitutional effects when a percentage of magnetic atoms is replaced by non-magnetic ones.

Keywords Band topology, Spin systems, Magnons, Haldane model, SSH model, Strain, Quasicrystals,

Dilution
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Resumo

Os materiais topológicos têm suscitado interesse desde o virar do século devido à presença de várias pro-

priedades desejáveis, tais como modos de fronteira quirais resistentes à desordem. Além disso, materiais

magnéticos 2D têm demonstrado ter várias propriedades desejáveis para implementação em dispositivos

na área da spintrónica. No trabalho apresentado nesta tese, são exploradas as propriedades topológicas

de banda de certos materiais magnéticos 1D e 2D, bem como a resiliência e manipulação desses ma-

teriais, recorrendo a três tipos de desordem no espaço real. Em primeiro lugar, apresento uma forma

inovadora de manipular as propriedades topológicas de sistemas ferromagnéticos topológicos ilumina-

dos por lasers usando uma abordagem de engenharia de deformação ou strain, com potencial aplicação

em spintrónica e magnónica topológica controlada inteiramente por deformações. Em segundo lugar,

apresento um novo modelo quasi-desordenado simples, mostrando pela primeira vez a coexistência de in-

variáveis topológicos 1D e 2D num sistema físico puramente 1D. Este é realizável no contexto de sistemas

de spin entre outros. Por último, são apresentados alguns resultados numéricos e semi-analíticos sobre

o impacto da diluição em sistemas ferromagnéticos topológicos, demonstrando a resiliência da topologia

aos efeitos de substituição quando uma percentagem de átomos magnéticos é substituída por átomos

não magnéticos.

Palavras-chave Topologia de bandas, Sistemas de Spin, Magnões, Modelo de Haldane, Modelo SSH,

Deformação, Quasicristais, Diluição
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Introductory material
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Chapter 1

Introduction

1.1 Motivation and outline

Condensed matter physics has changed dramatically since the 1980s and 1990s when it was realized that

topology has a significant role to play when analyzing even the some of the simplest models imaginable for

matter in the solid state [1, 2, 3, 4, 5, 6]. The community surrounding topological aspects of condensed

matter has been growing quickly ever since, and interest in the subject is still rising to this day, as topological

properties of materials are of immense interest both from a theoretical perspective and for the sake of the

development of new and efficient technologies.

Indeed, the case of topology is perhaps one of the main counterexample to a famous quote attributed

to the Nobel laureate condensed matter physicist Philip W. Anderson, which states that “It is only slightly

overstating the case to say that physics is the study of symmetry”. This quote was written in the 1972 in

the seminal paper “More is Different” [7], a decade before several experimental and theoretical discoveries

and predictions over the remainder of 20th century, revealed that symmetry does not paint a complete

picture of condensed matter physics, and about 5 years before Anderson was awarded the Nobel prize

for “his investigations into the electronic structure of magnetic and disordered systems”. Among these

intriguing discoveries are the first experiments realizing the quantum Hall effect by Von Klitzing, and the

theoretical description of this phenomena in terms of a topological invariant by Thouless and colleagues in

the famous TKNN paper [1], in what is perhaps the most striking and celebrated example of the application

of topological concepts to condensed matter, at least in this nascent period for the field.

In current times, topology has permeated every corner of the realm of quantum materials, spurred by

the advent of topological superconductors [8] and insulators [9], and it manifests in many different physical

phenomena: ranging from the presence of chiral conducting edge states in topological band insulators,

to the integer and fractional quantum hall effects, to the possibility of engineering fault-tolerant quantum

computational devices reliant on braiding of excitations of topological origin. Topology has really become a
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staple of condensed matter physics, and the ability to generate, manipulate, simulate and apply topological

properties of matter to concrete physical and technological applications is now a well established but still

fresh and exciting field for those interested in harnessing the amazing quantum properties of materials.

Magnetism, unlike topology, has always been regarded as an important subject within solid state

physics, with the growth of the field as it is known today due in part to the effort and development of

the statistical mechanics and thermodynamics of magnetic materials. The quantum origin of magnetism

has long been understood, but since the dawn of low-dimensional matter, 1D and 2D quantum spin

systems have gained traction as a promising area for exploring novel solid state phenomena, essentially

making up the theoretical building blocks a wide range of magnetic chains, or one-atom thick materials.

Quantum spin models have a particularly captivating property for theorists, in that even the models with

the simplest Hamiltonians have extremely rich physics. In particular, low-dimensional spin systems (in

one or two dimensions) have proved to be interesting in many regards, since sometimes they are exactly

solvable and yet describe complex physical behaviors. From Ising [10] or Heisenberg models [11], to XY

or XXZ models, to systems exhibiting magnetic frustration [12], valence bond solids [13, 14], quantum

spin liquids [15], Kitaev magnets [16], and many others, some of which host a variety of excitations such

as magnons, spinons and visons [17], skyrmions [18], etc. Magnetic materials also host a wide range

of applications, ranging from solid state memory, to information transfer and processing in the form of

spintronics, to medical applications, such as nuclear magnetic resonance, and beyond [19, 20].

The intersection of magnetic models with topology is made manifest in many seminal works. For

instance, the Lieb-Schultz-Mattis theorem [21], and the Haldane conjecture established firm connections

between the ground state properties of integer and half-integer spin chains and topology, with important

spin chain models such as the AKLT chain models hosting phases of topological nature [22, 23, 24, 25]

showcasing prime examples of the theorem. The work of Kitaev and the models attributed to his namesake,

both in superconductors [8] and spin systems [16], are also examples of using topologically non-trivial spin

systems for the development of platforms for fault-tolerant quantum computation [26, 27, 16]. Quantum

spin liquids are also known to realize topologically ordered phases of matter, hosting abelian anyons [17].

Exactly solvable models, such as the XY model, host complex phase transitions defying the traditional

symmetry-breaking classifications, having been described with a topological framework by Kosterlitz and

Thouless [28]... and the list goes on.

The focus of this thesis lies mostly within the single-particle topology of tight-binding models (TBMs):

in particular, I will focus on how to harness the complex behavior of spin systems and their topology using

degrees of freedom both intrinsic and external to the underlying magnonic TBM. The title of this thesis
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encapsulates all of the approaches I aim to describe under the umbrella of disordered spin systems,

but more precisely, I will focus on exploring and creating novel methods for generating and controlling

band-topological properties of magnons, or spin-wave excitations, in low-dimensional magnetic materials.

The main objective is to address the prospect of manipulating single-particle topology using three new

and distinct approaches, namely: straining, modulating and diluting. I aim to give a comprehensive

understanding of some aspects of the manipulation of topological properties of spin systems using these

methods, while emphasizing the new results stemming from each of the approaches mentioned here.

The mathematical, numerical, and physical methods employed during this thesis cover fairly wide

ground, ranging from more traditional numerical and analytical approaches reliant on reciprocal space

and Green’s functions techniques, to recent advances in real space methods such as topological markers

and Floquet theory. For this reason several Appendices are included, covering some of the methods. Using

all of these tools, the main focus will always be on describing how the considered effects result in changes

for topological invariants, which characterize the distinct topological phases of matter beyond Landau’s

symmetry breaking paradigm [29].

The thesis is organized in the following manner:

• In the remainder of Chapter 1, I will describe the basic concepts of spin systems, and topology. I

will focus, at first, on magnetism, and on a particular type of spin excitation occurring in magnetic

systems, called magnons, or quantized spin-waves, establishing the role of low-dimensional spin

systems in this story as well. I will then move into a description of topology, introducing the concept

of the geometric phase in electromagnetism and band topology. In the context of electromagnetism

I will introduce the Aharonov-Bohm and Aharonov-Casher effects, the first of which is crucial for

understanding the Quantum Hall effect playing a role in Chapter 4, and the second of which will

also play a major role in Chapter 3.

• In Chapter 2 I will introduce the two most relevant topological models for this thesis, namely

the one-dimensional SSH chain and the two-dimensional Haldane honeycomb model, which host

topological invariants called the winding number, and the Chern number, respectively. I will also

describe how these systems can be realized in spin systems, and how in particular for the ferro-

magnetic SSH model, the spin realization can be qualitatively different from the electronic SSH

model.

• In Chapter 3, I will consider the effects of coupling of a time-periodic external field to a spin

system. Using these ideas, I propose a new method of using mechanical strain to deform atomic
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bonds and improve the manipulation of topological phases of 2D photo-induced topological magnon

insulators. I will show that straining a two-dimensional honeycomb ferromagnet can lead to changes

in the topological invariant, even for small values of an applied electric field, and in turn, for high

enough values of electric field, small amounts of strain can lead to switches in topological invariant,

enabling the possibility of implementing strain engineered topological magnonic and spintronic

devices.

• In Chapter 4, I introduce the concept of a quasicrystal and study how incommensurate potentials

and quasi-disorder can affect spin systems. I propose a new toy model based on the SSH chain

and the celebrated Aubry-André models, reliant on quasiperiodic disorder. The Aubry-André models

are a form of quasicrystal based on incommensurate modulation of on-site potentials or hopping

strengths, and I show how the proposed toy model hosts, in a physical purely one-dimensional

realization, coexistence of one-dimensional winding number invariant and two-dimensional Chern

number. I will also show how this chiral Aubry-André model inherits its two-dimensional topology

from a superspace model with an additional synthetic dimension, and use this concept to pro-

pose the engineering of complex topological insulators based on projecting topological properties

of different dimensionalities down to physical space in spin systems and beyond.

• In Chapter 5, I will delve more deeply into a kind of substitutional disorder based on the removal or

replacement of some percentage of magnetic atoms by non-magnetic ones. This is called dilution,

and I will explore how it affects the band topology of 2D ferromagnetic spin systems. The focus

will be the comparison of a simple Green’s function approach based on the coherent-potential

approximation (CPA), with a more complete numerical approach based on topological markers. I

will show that the CPA predicts a topological phase transition compatible with that obtained by the

more complete numerical treatment, and that key-features of the transition, such as the gapped

or gapless nature of the spectrum when it occurs is found to be present in both the numerical

simulation and the semi-analytical CPA approach. I will end this section with some remarks on a

possible way to improve these results with a Feynman-diagrammatic approach to the CPA which

will be explored more deeply in future work.

The richness of the physics of topological models I point to along this work, and the possibility of engineering

these properties in diverse platforms such as spin systems is, in my personal opinion, one of the most

interesting prospects of the modern conception of condensed matter physics. The fact that new properties

of even the simplest non-interacting models in both fronts are today being discovered and put to work in
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a technological context only goes to show that topological matter as well as spin systems still hold a huge

amount of untapped potential. It is the objective of this thesis to draw from this potential and apply it to

the cutting edge field of low-dimensional topological spin systems.

1.2 Introduction to spin systems

1.2.1 Quantum spin systems and the Heisenberg model

Magnetism in solids arises as a collective behavior of spin degrees of freedom of materials, and lattice

quantum spin systems often provide a theoretical description of magnetic materials in the solid state [30].

Magnets have properties familiar to most people, generating magnetic fields responsible for an attractive

force to other metallic objects. The origin of such magnetic fields lies in the fact that these magnetic solids

can themselves be though of as small magnets with a magnetic moment. The word “spin” in spin systems

refers to this magnetic moment, which can take into account different underlying microscopic phenomena

depending on the nature of each magnetic material. One of the main reasons for the beauty and usefulness

of spin systems is that one can often forget these underlying complexities, and treat each individual atom

as a location for a quantum spin, with a total integer or half-integer value S. Generically, this spin S

originates from the magnetic ground state of a multi-electron atoms. For spin systems with S = 1/2, the

magnetic moment comes entirely from a single valence electron’s actual spin, as derived from the Dirac

theory of the electron. Higher values of S, on the other hand, can also occur, according to Hund’s rules.

Due to the intra-atomic exchange interactions, it may be energetically favorable, for the case of certain

atoms, to populate different energy levels with electrons with aligned spins, instead of always pairing up

electrons with opposite spins at the lowest available energy level. The total spin S is therefore simply a

sum of the spin contribution of the individual electrons. In either case, the atomic spins in a crystalline

lattice can interact with each-other via the inter-atomic exchange effect in case distances between atoms

are small enough for electron orbitals to overlap in real space. In this case, it is the fermionic statistics

of electrons which are responsible for their interaction, leading to a class of exchange-type magnets. On

the other hand, for situations where magnetic nanoparticles or composites play the role of “atoms” in a

lattice, effects such as the dipole-dipole interaction can become dominant, leading to a different class of

magnetic models. In this latter class, the electron’s angular momentum can also have a role to play in the

value of S.

I will focus on the exchange–type magnets in this work, but more often than not the distinction is

dropped under the guise of “spin systems”. The exchange, dipole-dipole, as well as other types of inter-
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actions can have different effects depending on the structure and properties of a given host material. In

fact, they can favor the alignment, anti-alignment, or more complex behaviors, such as canting or twisting

of spins. The aligned ordering of spins produces ferromagnets, and the magnetic moment generated by

their alignment is responsible for the aforementioned fields which attract metals to conventional magnets.

On the other hand, anti-ferromagnetic materials exhibit different ground state properties, with anti-aligned

spins. Both of these behaviors form the basis for other, more exotic magnetic orders. They can be neatly

summarized, by assuming a simple form for the interaction between two spins, often derivable in prac-

tice. One of the simplest interactions which captures ferromagnetism and anti-ferromagnetism can fairly

generically be written as

H2-Spin = −JxSx
1S

x
2 − JyS

y
1S

y
2 − JzS

z
1S

z
2 , (1.1)

called the Heisenberg interaction. Here Sx,y,z
i represent the so-called spin operators (see Appendix A to

which I relegate a description of spin operators and some of their useful properties). Jx,y,z are called the

exchange integrals between individual atomic spins, and are determined by the underlying inter-atomic

exchange interaction. In terms of the spin operator representation, the value of S, called the total atomic

spin, is determined by the eigenvalue of S2
i = (Sx

i )
2+(Sy

i )
2+(Sz

i )
2, which is S (S + 1). Another rele-

vant quantum number is the eigenvalue of Sz
i , measuring the spin projection along the z axis, often labeled

bym. Indeed, the quantum state of an individual atomic spin is defined by these two quantum numbers,

and written as |S,m⟩, or simply |m⟩ if S is understood to be fixed. The spin operators act on the Hilbert

space generated by such states, and thus encode information about the microscopic parameters of each

spin. The exchange integrals, on the other hand, determine the most important macroscopic properties of

magnets, such as the Curie temperature, or the response to external fields. In experiments, the exchange

integrals are determined by fitting inelastic neutron scattering data to the Heisenberg interaction [31].

From such a simple form of the interaction, rich behavior already emerges: If, for example Jz domi-

nates over the remaining energies and is positive, then the smallest energyE =
∑

i ⟨S,mi|H2-Spin |S,mi⟩

is achieved if the spins attain maximum value and are aligned in the z direction with mi = S. On the

other hand, if Jz is negative, then the smallest energy is achieved if the spin projection along z attains a

maximum value but the spins are aligned in opposing directionsm1 = S andm2 = −S or vice-versa.

If all values of Jx,y,z are the same, the ground state must incur a spontaneous symmetry breaking

of the rotational O(3) symmetry of the Hamiltonian, as the spins become aligned (or anti-aligned) in a

particular direction picked out from the sphere, often identified with the z axis. In practice, this direction

is randomly dictated by fluctuations in experimental realizations of the spin model, but for this to be
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recovered naturally by theory, one often includes in spin models what is called an easy axis anisotropy

term HEA = −K (Sz
i )

2, breaking the symmetry of the model and favoring alignment along z. With

this in mind, Heisenberg-type interactions are capable of explaining both ferromagnetic (FM) and anti-

ferromagnetic (AFM) behavior. In the form written above the interaction between spins is fully anisotropic,

but one often particularizes to the case of isotropic interactions. If a series of spin-S atoms are put on the

lattice, and if isotropy is assumed, then a generic Heisenberg Spin Model (HSM) Hamiltonian reads

HHSM = −
∑
i,j

JijSi · Sj, (1.2)

Where i and j index lattice sites, and where the bold symbol Si represent the spin-vector operators

(Sx
i , S

y
i , S

z
i ) at site i. If the full isotropy of the Heisenberg model is broken several different models with

quantitatively different physical properties emerge. For instance, if Jz = 0 one finds a so-called XY model,

and if both Jx and Jy vanish, while Jz remains finite then an Ising model is present. Another possibility

is that Jx = Jy ̸= Jz are all finite, in which case the model is said to be an XXZ model.

Due to its generality and descriptive power, the HSM is the central object of this thesis, providing the

basis for most of the discussion of magnetic materials which will follow. Additional interactions between

atomic spins with diverse physical effects can emerge either naturally or synthetically. These include spin-

orbit-coupling terms, such as the Dzyaloshinskii-Moriya interaction (described in Chapter 2) as well as the

Zeeman term, stemming from coupling of spins to an external magnetic field. Competition between such

effects and the exchange interaction results in a very diverse landscape for the theory of magnetism in all

dimensions.

1.2.2 Magnons and the Holstein-Primakoff representation

I mentioned in the previous section that the ground state of the isotropic HSM spontaneously breaks the

O(3) symmetry of the model, both in the case of FM and AFM systems. This spontaneous symmetry

breaking has important consequences due to the famous theorem of Nambu and Goldstone [32, 33].

This result establishes that when a ground state breaks a continuous symmetry of its parent Hamiltonian,

a gapless excitation accompanies the broken symmetry. The symmetry breaking ofO(3) symmetry in the

FM ground state of the HSM induces the presence of low-energy spin-waves. These were first proposed by

Felix Bloch in 1930 [34] to account for the temperature dependence of magnetization . The quantization

of these spin-waves results in quasiparticles which are called magnons. These correspond to collective

wave-like disturbances in the projection of the atoms’ spin along the easy axis z. This can be visually

understood in terms of the semi-classical spin-vector representation (see Fig. 1).
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Figure 1: (a) Artistic rendering of a spin-wave. (b) Schematic representation using a semi-classical spin

vector representation.

In this section, I provide a brief description of the theory of magnons, by starting from the algebra

of spin operators, and showcasing how these can be represented in terms of bosonic operators. This

procedure is called the Holstein-Primakoff (HP) bosonization [35].

The first step in understanding the theory of magnons is writing spin model Hamiltonians in a conve-

nient form. Often, it is useful to represent these models not in term of the Sx,y,z
i operators, but rather in

terms of Sz
i and S±

i = Sx
i ± iSz

i . It is simple to show that these operators act by lowering (-) or raising

(+) the spin projection along z by one integer (see Appendix A). A HSM, for instance, can be represented

as

HHSM = −
∑
i,j

Jij

[
1

2

(
S+
i S

−
j + S+

j S
−
i

)
+ Sz

i S
z
j

]
. (1.3)

The fact that the work presented in this thesis is restricted to a ferromagnetic ground state |FM⟩ is crucial

for the discussion here, and even though spin-wave theory can be extended via generalized Bogoliubov

transformations to AFM ground states [36, 37, 38, 39, 40], I shall describe only the ferromagnetic case.

In such a state the spin projection is uniformly ⟨Sz
i ⟩ = mi = S, that is, all spins are aligned along z. This

allows us consider the effect of lowering, for a single site, the projection along the z axis of the spin by one

unit by acting with S−
i |FM⟩. This results in a quantized excitation above the ground state. A spin-wave

with momentum k can then be thought of as a state |k⟩ =
∑

i e
−ik·RiS−

i |FM⟩. Several notes about

spin operators and this ferromagnetic ground state are included in Appendix A in order to complement

this discussion. For now, it is intuitive that S−
i |FM⟩ should act as a quasi-particle, and indeed, the formal
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procedure for the quantization of spin-waves proceeds by noting that the algebra of the S±
i operators

is very similar, to the canonical bosonic commutation relations. In particular, it is simple to show that[
S−
j , S

+
i

]
= 2ℏSzδij . To construct bosonic creation and annihilation operators a†i and ai from S±

i , one

performs the so-called Holstein-Primakoff transformation

Sz
i = S − a†iai, (1.4)

S+
i =

√
2S

√
1− a†iai

2S
ai, (1.5)

S−
i =

√
2Sa†i

√
1− a†iai

2S
. (1.6)

In the HP boson picture, the projection along z of an atomic spin is found by subtracting from S the

number of bosons occupying the atom’s site, i.e. S −
〈
a†iai

〉
= mi. The somewhat more complicated

form of the S±
i operators simply ensures that the canonical commutation relations

[
a†i , aj

]
= δij hold.

This exact transformation, however, is cumbersome due to the presence of a formal square root of creation

and annihilation operators. For this reason, in all the remainder of the thesis, I will work always within

the linear HP boson limit. In this regime, the formal square root present in equations (1.5) and (1.6)

is expanded, and only up to quadratic terms in HP operators are kept in any expression involving such

operators. The expansion of the square root requires a low-density regime of HP bosons, i.e. that the

number of HP bosons is on average much smaller than S. This also ensures that interactions between

these bosons can be neglected. In this regime, the linear HP boson transformations read

Sz
i = S − a†iai, (1.7)

S+
i ≈

√
2Sai, (1.8)

S−
i ≈

√
2Sa†i (1.9)

Performing a Fourier transformation of the HP boson operators leads to creation and annihilation operators

in reciprocal space, indexed by a momentum k.

ak =
∑
i

eik·Riai, (1.10)

a†k =
∑
i

e−ik·Ria†i . (1.11)

In the linear spin-wave approximation, when acting on the ground state |FM⟩ with a†k, it is clear that one

can exactly reproduce the spin-wave states |k⟩, and thus, the effect of the HP bosonic operators is to
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create or destroy magnons, the quantized version of spin-waves. The description of the HSM in terms

of spin-waves makes clear an analogy between crystallographic and magnetic order, where the exchange

integrals play the role of “bonds” or “hoppings” between the atomic sites, and spin-waves propagate from

site to site with a certain momentum. This is a crucial analogy when discussing any topological magnon

model, since more often then not, these realize already understood and well characterized TBMs. Unlike

chemical bonds, however, it is worth noting that while electronic bonds between atoms are fairly common

and importantly are responsible for all of chemistry, the exchange interaction is much rarer, occurring only

for a small amount of crystalline structures made up of elements in the 3d, 4f, 4d and 5d blocks of the

periodic table [41].

1.2.3 The case of two-dimensional magnets

When discussing magnetism, one must be extra careful in the case of low-dimensional systems, since

additional features come into play. Namely, a long-established result, called the Mermin-Wagner theorem

[42, 43], prevents long-range magnetic order in dimensions two or lower, as a result of divergent spin-wave

dynamics caused by thermal fluctuations. This result holds for both FM and AFM order, and seemingly

prevents the existence of magnetism in 1D and 2D for any finite temperature T > 0, as stemming from

isotropic Heisenberg models. Thus, from a theoretical perspective it was historically never clear that such

systems can exist in the first place. The Mermin-Wagner theorem was established some decades after

some of the most celebrated works in magnetism by physicists and mathematicians alike, among which

perhaps the most seminal work in the field of 2D magnetism, namely, the analytical solution of the 2D

Ising model by Onsager [44]. For this reason, magnetism in 2D faced some challenges in part caused by

the fact that a fairly critical loophole in this theorem was not appreciated at first, which turns out to be key

in allowing magnetism in 2D.

This loophole consists of the fact that the Mermin-Wagner theorem applies only in the case of fully

isotropic Heisenberg models. It does not apply to Ising, XY, XXZ models, and the presence of anisotropy,

whether induced by a physical easy-axis anisotropy term, a skewed exchange integral with Jz > Jx,y or

any other physical effect in a HSM also enables the possibility of magnetism in two dimensions. It was

only in 2016/2017, that the isolation of several one atom thick van der Waals (vdW) magnetic materials

(more than a decade after the discovery of graphene in 2004) generated a paradigm shift in magnetism

research. This is despite the fact that there already existed examples of effectively 2D magnets: In the

1960s quasi-2D magnets in bulk crystals were first discovered [45, 46], and through the 70s, 80s, and

90s, the development of thin-film growth technologies also resulted in atomic thickness thin film magnets
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[47], enabling the experimental verification of several seminal theoretical works, including Onsager’s.

Thus, even though the field 2D magnetism is not particularly new, it was in the setting of vdW materials

that the field found exponential growth. In this novel context, the dipolar interaction also plays a crucial role

in the breaking of the conditions for the Mermin-Wagner theorem, and even though the magnetocrystalline

anisotropy and dipolar interactions do not dominate the physical description of experimentally observed 2D

vdWmagnets, being only of the order of 1meV, this energy scale is enough to ensure stability of magnetism

in two dimensions. Today, in the realm of vdW 2D magnets, several examples have been experimentally

verified, including FePS3 [48, 49], MnSe2[50], Fe3GeTe2[51, 52], CrGe2Te6[53] and CrI3 [54].

The search for intrinsic magnetic order in 2D vdW materials lead first to the discovery of an AFM Ising

phase in FePS3 in 2016, showcasing for the first time that 2D vdW magnetic materials were possible.

The desire to produce FM ordered 2D vdW materials later resulted in the study of CrGe2Te6 and CrI3

monolayers, which are indeed FM-ordered. Interestingly, CrI3 bilayers are non-magnetic, and hence it is

understood that stacked layers of this material align their spins in opposite directions, in a balancing act

which results in a non-ferromagnetic vdW structure [52]. Moreover, CrI3 has a honeycomb structure with a

robust magnetic order, which has, since its discovery been implemented in functionalized devices. Some

works also propose that its magnetic properties are sensitive to electric fields, and that different kinds of

magnetic interactions leading to topological properties are predicted to exist in the model [55], which are

all very relevant for the discussions presented throughout the thesis.

Besides these strongly intrinsic ferromagnets, its also worth noting that materials such as graphene

can be made magnetic by a series of different methods, some of which are also relevant for the work

presented here. For instance, it has been pointed out that graphene can be turned into a 2D magnetic

material via introducing point defects [56], via straining [57] and via hydrogenation [58].

Of course, several difficulties exist in handling, producing and manipulating 2Dmagnets. Most notably,

both CrI3 and CrGe2Te6 have a very low phase transition temperatures at Tc < 40K and Tc < 45K

respectively. Additionally, materials such as Fe3GeTe2 have higher transition temperatures but weaker

forms of magnetism. Thus, even though several notable progresses have been achieved, such as all-

electrical control of magnetism in CrI3 [54], spin-charge [59] and spin-torque [49] conversion in graphene

or MoS2 based heterostructures, critical for implementations such as magnonic processors, transistors,

and spin-torque junctions, it is still the case that strongly intrinsic and stable 2D ferromagnets with high

transition temperatures are desired for increasing the versatility of devices.

One of the possible routes for increasing the viability and stability of magnonic and spintronic devices

using vdW 2D magnets is the presence of topological features in these magnets, and this will be the main
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content of the thesis.

1.3 Introduction to topology

1.3.1 Geometric phases in electromagnetism and condensed matter

At the heart of band topology is the concept of geometric phases, which are intimately related to the

differential geometric concept of holonomy. Holonomy is a familiar notion to many physicists, for which

intuition can easily be gained: Consider the case of a vector placed at the north pole of the earth, and

pointing in a direction which is tangent to the earth’s crust. If one translates the vector to the equator along

a meridian, then along the equator for some distance, and back to the north pole, the vector’s orientation

will have changed relative to how it started by some angle. This angle is called the holonomy. The origin of

non-trivial band topological properties is not so different from this example, with the crucial replacement

of the vector by a Hamiltonian H(R) with a set of bands, which depends on a set of parameters R =

(R1, . . . , Rm). The earth then corresponds to the manifold spanned by these parameters. In the context

of Hamiltonians, holonomy manifests as the acquisition of additional geometric phases by the eigenstate

of H(R) as the parameter space manifold is traversed.

The idea is that if the parameters R are varied adiabatically, then at each subsequent value of R,

eigenstates of one set of parameters are smoothly deformed into another set. This is the content of the

adiabatic theorem, which states that in the case of adiabatic evolution of the parameters along a curve

R(t), the Schrodinger equation

−iℏ ∂
∂t

|ψn(R(t))⟩ = εn(R(t)) |ψn(R(t))⟩ , (1.12)

is obeyed instantaneously. Here |ψn(R(t))⟩ represents the eigenstate of the Hamiltonian in the nth

band, with energy εn(R(t)). Now, generically, due to the structure of the Schrodinger equation, and

the normalization of states, a single degree of freedom exists, which can change the eigenstate as it is

moved along the curve R(t). This corresponds to a phase denoted by θ(t), such that the state can be

decomposed as |ψ(R(t))⟩ = eiθ(t)/ℏ |ϕ(R(t))⟩. A short calculation performed by plugging this form of

the state into the Schrodinger equation on both sides, and acting with ⟨ψn(R(t))| on the left is enough

to solve for the phase θ(t).

θ(t) =

∫ t

0

dt′
[
ε(R(t′)) +

i

ℏ
⟨ϕ(R(t′))| ∂

∂t′
|ϕ(R(t′))⟩

]
. (1.13)
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There are two contributions to the phase acquired by the eigenstate under adiabatic evolution. The first is

the dynamical phase θD(t) = i/ℏ
∫ t

0
dt′ε(R(t′)), familiar from the usual quantum mechanical theory,

which is acquired from evolving in time in the Hilbert space. However, a second term appears, which is

called the geometrical phase or Berry phase [60, 61]. This phase can be calculated via the aforementioned

time integral, or equivalently by integrating over the curve C spanned in the parameter space manifold

during the adiabatic evolution

γC =

∫
C

dR · i
ℏ
⟨ϕ(R)|∇R |ϕ(R)⟩ . (1.14)

Mathematically, several notions are at play here. By associating the space of possible phasesU(1) to each

point in the parameter space manifold, one actually constructs a mathematical object called a principal-

U(1) fiber bundle, where a copy of the groupU(1) is associated to each pointR of the manifold [62]. The

Schrodinger equation provides a way to relate different fibers (copies ofU(1)), and induces what is called a

connection on the fiber bundle . In this context, this is called the Berry connection, and simply corresponds

to the integrand appearing in the geometric phaseA(R) = i
ℏ ⟨ϕ(R)|∇R |ϕ(R)⟩ . The Berry connection

plays the same role in adiabatic evolution as themagnetic vector potential in electromagnetism, and indeed,

much like in the latter theory, this connection can be used to construct a curvature tensor. In the context of

electromagnetism, the curvature tensor is nothing but the electromagnetic tensor Fµν , while in the context

of the adiabatic evolution of quantum systems, it is given the special name of Berry curvature. Explicitly,

this Berry curvature reads

Ωµν(R) =
∂

∂Rµ
Aν(R)− ∂

∂Rν
Aµ(R). (1.15)

One often considers the dual pseudo-vector to this tensor, and calls that the Berry curvature instead. This

latter quantity defined as the pseudo-vector Ωξ(R) related to the Berry curvature tensor as Ωµν(R) =

εµνξΩ
ξ(R), where εµνξ is the Levi-Civita completely anti-symmetric symbol and the Einstein summation

convention is assumed. In the analogy with electromagnetism, this quantity is analogous to the magnetic

field. Another similarity between electromagnetism and these concepts is that the Berry connection, like

the magnetic vector potential, is defined only up to a gauge choice. This makes it so the Berry phase is

only well defined if closed curves C in the parameter space are considered.

Let me introduce two examples from electromagnetism which will appear in later chapters of this thesis

as a starting point to understanding the Berry phase, connection and curvature in more detail. The first is

the Aharonov-Bohm (A-B) effect [63], and to understand it, consider an electron restricted to the xy-plane
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Figure 2: (a) Trajectory of an electron in to the xy-plane which does not wind around a solenoid pierced

by a magnetic flux ϕ. No resulting A-B phase is observed. Even though it crosses the branch cut, it does

so twice in opposite directions, resulting in a null A-B phase. (b) Trajectory of an electron with winding

numberW = 1, and which acquires an A-B phase of e/ℏ, by crossing the branch cut once. (c) Trajectory

of an electron with winding number W = 2, and which acquires an A-B phase of 2e/ℏ, crossing the

branch cut twice in the same direction.

which is pierced by an infinitely thin and long solenoid, through which a magnetic field flows, generating

a flux thread. Inside the solenoid, a magnetic field B = Bẑ is present and induces a flux ϕ. Outside

the solenoid, no field or flux exists. Nevertheless, a magnetic vector potential A permeates all space.

Now, note that the electron wandering the plane will actually be affected by the vector potential, in that the

Hamiltonian describing it will have the form H = (p̂− ep̂ ·A(R))2 /2m, where p̂ is the momentum

operator, e is the electron charge and m its mass. In this case, the parameters R can be identified with

the actual position of the electron in the xy plane. Since the electron cannot enter the solenoid, which is

assumed to be placed at R = 0, its movement is restricted to R ∈ R2\0. Furthermore, by moving the

electron along a curve C it will acquire a Berry phase

γAB =
e

ℏ

∮
dR ·A(R), (1.16)

which is in this context called the A-B phase. The A-B phase, in some sense, measures the inability of

making a continuous gauge choice for the magnetic vector potential in a punctured plane. The presence of

the hole makes it so a discontinuity along a branch cut is a mathematical necessity, and as a result, if an

electron loops around the hole, it will acquire a non-trivial phase, dependent only on the number of times

it goes around the hole (see Fig. 2). For this reason, it is said that the A-B phase is a topological quantity,

depending only on the topology of the electron’s trajectory, namely on a quantity called the “winding

number”. Alternatively, through the usage of Stoke’s theorem, it is simple enough to compute the A-B
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phase as being proportional to the magnetic flux γAB = e/ℏ
∫
dS · B = Wϕe/ℏ enclosed by the

trajectory, where W counts the number of loops the electron makes around the solenoid. This quantity

W ∈ Z corresponds precisely to the winding number.

Another topological phase which crops up in electromagnetism is the dual phenomena to the A-B

effect, called the Aharonov-Casher (A-C) effect [64]. Here a neutral particle confined to the xy−plane

carries some magnetic moment µ and is subject to an external magnetic field E(R) caused by a line of

charges piercing the plane. The magnetic vector potential A = µ × E/ℏc2 can be defined, and it is

clear that the role of electric and magnetic fields is switched. The resulting Berry phase is

γAC =
1

ℏc2

∮
dR · µ×E(R). (1.17)

Finally, as opposed to the example of electromagnetism, band topology becomes relevant when, for a

TBM in some d−dimensional lattice (in this thesis d = 1, 2), the parameter space manifold is simply

the Brillouin zone possibly augmented by tunable parameters of the model [65, 66]. Thus R is taken to

be the momenta k = (k1, . . . , kd), together with a set of additional parameters such as the (relative)

strengths of TBM hoppings. In this context, the restriction that evolution is adiabatic simply means that the

system must remain in a situation where energy bands do not cross, i.e. the system must be gapped. The

HamiltonianH(k) : BZ → T is interpreted as a mapping from the Brillouin Zone onto some target space

T of possible gapped and Hermitian Hamiltonians. Depending on the symmetries of the Hamiltonian, the

target space can have a variety of different topological characteristics. Here, by topological characteristics I

mean something akin to the “number of holes” or the genus of a surface. Mathematically, these topological

characteristics are encapsulated in the notion of the fundamental groups of the target spaces, but the

analogy with the genus suffices for the purposes of this thesis. In the case of surfaces, the genus can

be counted by integrating the surface’s curvature, according to the Gauss-Bonnet theorem [67, 68, 69].

In the same manner, information about the topology of the target space of H(k) can also be gained by

integrating the Berry connection or curvature over the entire Brillouin zone, or in other words, the holonomy

of the Hamiltonian as the Brillouin zone is traversed is sensitive to the band-topology. The integration of

this Berry curvature yields quantities called topological invariants which are analogous to the genus or the

Winding number of the A-B or A-C effects. In Chapter 2 these ideas are explored more deeply for two

topological models I will use again and again throughout this thesis. The reason for being interested in

topological properties of TBMs is dependent on the type of system one considers, but for the purposes

treated in this thesis, one uses topological invariants to characterize phases hosting gapless edge states

while remaining insulating in the bulk. This so-called bulk-boundary correspondence is the hallmark of
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topological insulators, and I shall go into it more deeply in the next chapter.
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Chapter 2

Topological models and their realization in Spin Sys-

tems

2.1 Topological models

2.1.1 The SSH model, the Winding number and Zak’s phase

One of the simplest 1D models one can consider, in order to apply the ideas of band topology introduced

in Chapter 1, and one which I will describe many times in different contexts along this thesis is the Su-

Schrieffer-Heeger (SSH) [70, 65, 71] model. It is a 1D model of a diatomic chain where excitations

(Fermions or Bosons) can hop between nearest neighbor atoms. Due to its simplicity is often used as a

first introduction to band topology. The SSH model is composed of a bipartite lattice with two atom types

per unit cell labeled by A and B, and staggered or alternating hopping strengths between these atoms:

Within the same unit cell, excitations hop from theA to theB atom with probability amplitude t1, whereas

an excitation in a B atom in the ith unit cell can hop into an A atom in the i + 1th cell with probability

t2. The SSH model is schematically illustrated in Fig. 3 (a).

Such a system is described in second quantization, by a Hamiltonian of the form

H = −
∑
i

t1a
†
ibi + t2b

†
iai+1 + h.c., (2.1)

where a†i (ai) create (annihilate) excitations in the A atom of unit cell i, and equivalently b†i (bi) create

(annihilate) excitations in the B atom of unit cell i. Due to the presence of translation symmetry (a luxury

which will not always be present, along this thesis) one can consider Fourier transform the creation/anni-

hilation operators, and treat the system in terms of its crystal momentum k, restricted to the first Brillouin

zone (BZ). In 1D, this BZ is isomorphic to the circle S1. If the vector Ψ†
k =

(
a†k, b

†
k

)
is defined, the

Hamiltonian operator can be written as a bilinear form
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Figure 3: (a) Schematic representation of the SSH model. A-sublattice atoms are represented in blue, and

B-sublattice atoms in red. The hoppings t1 connectA andB atoms within the same unit cell (represented

vertically), whereas t2 hoppings connect B and A atoms in different unit cells. (b) Spectrum of an SSH

model chain with 200 atoms in a trivial phase. (c) Spectrum of an SSH model chain with 200 atoms in a

topological phase. (d) Topological zero-energy edge modes for an SSH chain with 80 atoms.

H =
∑
k

Ψ†
k

 0 −t1 − t2e
ika

−t1 − t2e
−ika 0

Ψk. (2.2)

This is a simple two-band model with Hamiltonian matrix corresponding to the 2 × 2 Hermitian matrix

written explicitly in equation (2.2). The Hamiltonian matrix, H(k), works as a map from the circle to a

subset of the space of hermitian 2× 2 matrices. The eigenstates of this matrix are dependent on a single

momentum parameter: the crystal momentum k, and as such, these states are denoted by |n, k⟩ where

n = 1, 2 is a band index.

The spectrum of energy bands emerging from the Hamiltonian is fairly interesting, and two clearly

distinct cases are illustrated in its eigen-energies in Figs. 3 (b) and (c). Namely, in panel (c) two degenerate

modes appear with zero energy. The probability distributions of such states are located at the edges, and

for this reason these are called zero-energy edge modes. The existence of these edge modes can be

explained fairly intuitively. Let us consider a scenario where a finite chain of N unit cells is characterized

by hopping strengths |t1| > |t2|. In this case, intra-cell hoppings are favored and the chain starts with

the strongest bond, which means that excitations present at the edge can propagate towards the bulk. On

the other hand, if |t1| < |t2|, what is favored energetically instead, is that excitations present at the edge

of the chains remain there, leading to localized modes. This can be explained succinctly in terms of an

analysis based on topology.
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To perform this analysis, a nice way to write this Hamiltonian matrix is at the cost of the Pauli matrices:

One can define a 3-vectorh(k) = (−t1 − t2 cos(ka),−t2 sin(ka), 0), such that the Hamiltonian matrix

is written as H(k) = h(k) · σ,where σ = (σx, σy, σz) is the vector containing the x, y and z

Pauli matrices. At this point, one can begin to note several things about the target space of H(k). In

particular, the fact that this model holds a special kind of symmetry called chiral symmetry restricts the

space greatly. A system is said to be chirally symmetric if there exists an operator Γ, with Γ2 = 1 such

that conjugating the Hamiltonian matrix reverses its sign, i.e. ΓH(k)Γ† = −H(k). If a certain system is

chirally symmetric, the operator Γ is said to realize the chiral symmetry. It can easily be checked that the

operator which realizes the chiral symmetry in the case of the SSH model is the σz Pauli matrix. Together

with the chiral symmetry, the SSH model also exhibits time-reversal TH∗(k)T † = H(−k) and charge

conjugation or particle-hole CH∗(k)C† = −H(−k) symmetries, with T = σx and C = σy. This

behavior puts the SSH model in the so-called BDI class of the Altland-Zirnbauer classification [72, 66].

One then can also explore in which ways the Hamiltonian can be deformed without breaking the chiral

symmetry. It turns out that adding terms proportional to σx or σy does nothing to change this symmetry,

but if a term which is proportional to σz is added, then chiral symmetry is broken. This restricts the

h(k) vector to live in the xy plane. Furthermore, as previously stated, the adiabatic condition implies that

the Hamiltonians can be deformed at will with the exception of closing the band-gap which separates a

set of upper bands, from a set of lower bands. Since the SSH model is a two-band model, the situation

where the bands touch is excluded, corresponding to the h(k) = (0, 0, 0) point. Hence, what is left is

a situation where the h(k) vector can live in a space isomorphic to two-dimensional vectors except for

the zero vector R2\0, or, equivalently, to complex numbers without zero C\0. This latter case works by

defining an equivalent mapping h(k) = hx+ ihy = −t1− t2e−ika. In general, this is precisely the case

described in the context of the A-B effect. The topology of the model should, therefore, be characterized

by the amount h(k) vector winds around this hole. To see that this winding number can be extracted from

the Hamiltonian, start by noting that the pair of hopping strengths can be thought of as a two-dimensional

vector (t1, t2) ∈ R2. Hence, the parameter space for the Hamiltonian matrix is S1 × R2. The h(k)

vector works as a mapping h : S1 ×R2 → C\0, and thus one can use the tools of complex analysis to

compute the winding number as [73]

W =
1

2πi

∫ 2π

0

dk
d log(h)
dk

∈ Z. (2.3)

Given an SSH type model, or indeed any chirally symmetric 2 × 2 Hermitian Hamiltonian matrix, the

corresponding Winding number can computed. It might be zero corresponding to a topologically trivial
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Figure 4: (a) Image of the Dirac vector h(k) in the presence of chiral symmetry, with a winding number

W = 1. (b) Similar plot to (a) in a topologically trivial phase, with W = 0. (c) Calculation of the

Winding number as a function of t1 and t2. (d) Going from a situation with a winding numberW = 1 to

W = 0 without closing the gap. This is possible by extending the target space of h(k) by breaking chiral

symmetry and including a σz term in the Dirac Hamiltonian.

phase, or a non-zero integer if the phase is topological. Considering the free parameters of the SSH

(t1, t2) ∈ R2, one can easily find that W = 1 if |t1| < |t2|, since the image of the circle under the h-

map h(S1) contains the origin. On the other hand, if |t1| > |t2| thenW = 0. Note that these situations

are topologically distinct, since to get from one to the other continuously, at least one point in the image of

h(S1) would have to pass through the origin, which is not in the space C\0. Passing through this point

implies closing the gap.

Finally, comparing the regimes of present and absent edge states and the value of W , it becomes

clear thatW signals precisely the presence of edge states in the system. IfW = 1 two zero energy edge

modes are present and the system is said to be in a topological insulating phase. If W = 0 no edge

modes are present, and the system is in a trivial phase. This is a very clear example of the bulk-boundary

correspondence of topological insulators.

The phases with W = 0, 1 for the SSH model are illustrated in Fig. 4. Note that the presence of

chiral symmetry is essential here. In particular, if chiral symmetry were not present, the h(k) vector,

would be a map h : S1 → R3\0. The additional freedom to manipulate h(k) in 3D space would

mean that one could deform the Hamiltonian into the hz direction, moving between the two situations

illustrated in Fig. 4 (a) and (b) without ever going through the origin. This is depicted in Fig. 4 (d). Note

that the two possibilities of W = 0, 1 are the only two distinct topological phases accessible to the SSH
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model. These are not the only accessible phases possible in general, for chiral symmetric systems in

1D, since the Winding number is a Z-invariant, and it has in fact been shown that the inclusion of bonds

over more distant neighbors allows for transitions to phases with different winding numbers [74]. The

picture painted so far is the quintessential marking of band topology where the presence of a symmetry

allows for topological properties to manifest, and smooth deformations of the Hamiltonian matrix achieved

by moving in the parameter space preserve the values of certain topological invariants. The topological

invariant which is relevant in the case of the SSH model is, of course, the winding number. To see how this

picture connects to the picture of the Berry phase, discussed in Chapter 1, one merely has to compute

the Berry connection in the parameter space corresponding to the first Brillouin zone, which is isomorphic

to S1. For the nth band

An(k) =
i

ℏ
⟨n, k| ∂k |n, k⟩ = −1

2

∂ log (h)
∂k

. (2.4)

This explicit computation makes use of the eigenvectors of the Hamiltonian matrix, given by |n, k⟩ =(
eiϕ(k), 1

)†
/
√
2, with ϕ(k) = log(h), or in terms of t1 and t2

|n, k⟩ =

 |t1+t2e−ika|
t1+t2e−ika

1

 . (2.5)

The second equality of equation (2.4) shows that the integrand in equation (2.3) is recovered. Thus, an

integration of An(k) over the Brillouin zone yields πW . Note that in 1D systems, since the Brillouin zone

is S1, the only gauge invariant Berry’s phase which can be defined amounts to going around the circle an

integer number of times and returning to the starting point. This means that the Brillouin zone must be

traversed an integer number of times, hence the quantization of the winding number. The phase πW in

the context of 1D models is often called Zak’s phase, and although the true definition of Zak’s phase is a

bit more subtle [62, 75], this is enough for the purposes of this thesis.

2.1.2 The Haldane model and the Chern number

Like the SSH model, the Haldane model is a topological band insulator, but it exists in 2D. It is often

prototypical model for so-called anomalous hall insulators, and the most common example of a system

exhibiting an integer topological invariant called the (first) Chern number. This section serves as a swift

introduction to the structure of honeycomb lattices, and the Haldane model, which will be of central

importance in Chapters 3 and 5. Being such a prototypical topological insulator, the Haldane model is

also covered in many introductory texts [71, 65, 76]. As I mentioned in the motivation section for this

work, the first discovery of topological matter occurred in the form of the IQHE [77]. This effect arises
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when a metallic material in 2D is subject to an external magnetic field, and results quantized plateaus of

conductivity visible when a metal is subject to a magnetic field. The conductivity plateaus are indexed by

the Chern number, a connection to topology which was established by Thouless, Kohmoto, Nightingale

and den-Nijs [1], who used linear response theory and arrived at the Chern number using considerations

seemingly unrelated to the ones I have described here. As was first discovered by Haldane, however,

it is possible to develop a TBM hosting a Chern number without an applied magnetic field [5]. The

key ingredient, is that a topological invariant can exist in a 2D insulating material only if time-reversal

symmetry is broken. Haldane’s model exists in the form of a honeycomb lattice, much like the first, and

most celebrated 2D material: graphene. The structure of the honeycomb lattice is illustrated in panel (b)

of Fig. 5.

The hexagonal lattice is a Bravais lattice with two atoms per unit cell and thus can be thought of as

being composed of two distinct triangular sublattices, which are labeled by A and B. An A−sublattice

atom is connected to its nearest neighbors (NN) via the vectors

δ1 = (
√
3/2,−1/2)a, (2.6)

δ2 = (0, 1)a, (2.7)

δ3 = (−
√
3/2,−1/2)a, (2.8)

where a is the inter-atomic distance. Next-nearest neighbor (NNN) vectors are a1 = δ1 − δ2 and

a2 = δ2−δ3. For theB−sublattice, the NN vectors are simply the negative of these. Note that at the level

of NN hoppings, all bonds occur fromA−sublattice sites toB−sublattice sites and vice-versa. This can be

understood as a practical definition of chiral symmetry (sometimes also called sublattice symmetry). For

this reason, together with the presence of inversion symmetry, it is a well know fact that TBMs with hoppings

along NN bonds in the honeycomb lattice hosts a pair of gapless points in the Brillouin zone called Dirac

points. Near these points, the electronic dispersion is linear, and the low-energy excitations of the system

are massless quasiparticles, called Dirac Fermions. These excitations have been realized in 2D materials

including, most famously, graphene [78]. The theoretical description and experimental observation of Dirac

Fermions sparked a revolution in its own right, resulting in a surge of interest in low-dimensional materials

and heterostructures as platforms which allow for a tabletop realization of ultra-relativistic phenomena

[79]. However, as previously mentioned, topologically non-trivial properties necessitate gapped phases,

and thus, a reduction of themodel’s symmetry. One of the key ingredients in the Haldanemodel is therefore

presence of a mass term which gaps out the Dirac cones (see Fig. 5 (a)). Important to the story of the

Haldane model is also the presence of NNN bonds. These bonds break inversion symmetry, and crucially,

they realize the Haldane model when they also break time-reversal symmetry. Indeed, the absence of
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Figure 5: (a) Energy bands for a Haldane model strip in a Zigzag configuration with parameters t2 =

t/10, t′2 = t/20,M/t = 0. Bulk bands are represented in black, and two gapless edge modes are

visible, marked in red and blue. (b) Zoom in to the structure of the honeycomb lattice, withA(B) sublattice

atoms marked in blue(red), nearest neighbor vectors δi represented in purple, next-nearest neighbor

vectorsai in green and the orientation of Haldane model second-nearest neighbor hoppings giving the sign

of the imaginary part of these hoppings in orange. (c) Energy bands of the Haldane model in an infinite

system ε±(kx, ky). The symmetry between the bands is broken by the finite t2. (d) Berry curvature

computed analytically for the infinite system. The Berry curvature is localized near the location of the

Dirac cones, justifying the linear approximation employed in the main text. (e) Phase diagram of the

Chern number as a function of the Haldane flux ϕ and Haldane mass M . The envelope of the colored

regions can be analytically calculated, yieldingM/t = ±3
√
3 sinϕ.
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time-reversal, charge-conjugation, and chiral symmetry in the Haldane model ensure it is present in the A

class of the Altland-Zirnbauer classification [72, 66]. The breaking of time-reversal symmetry is achieved

by making sure that an imaginary part is added to the NNN hoppings. Let a†i (b
†
i ) create an excitation in

the A(B) sublattice at site i, then the Haldane is explicitly given by the Hamiltonian

HHM =
∑
i

M
(
a†iai − b†ibi

)
−
∑
⟨i,j⟩

tija
†
ibj + h.c.

−
∑
⟨⟨i,j⟩⟩

t2,ij

(
a†iaj + b†ibj

)
+ h.c.

− i
∑
⟨⟨i,j⟩⟩

t′2,ij

(
a†iaj − b†ibj

)
+ h.c. (2.9)

M is called the Haldane mass. The brackets ⟨·, ·⟩ restrict the summation to NN bonds, and ⟨⟨·, ·⟩⟩ restrict

it to NNN bonds. Note the presence of a real NNN hopping t2,ij and a purely imaginary hopping it′2,ij .

One can bring the two NNN hopping terms together by writing t2,ij + it′2,ij = t′′2,ije
iνijϕij ,where ϕij =

arctan
(
t′2,ij/t2,ij

)
, and where t′′2,ij =

√
t22,ij + t′22,ij . The factor νij = ±1 is then chosen according to

the direction of the NNN hoppings (see Fig. 5 (b)). Summarily, the Haldane model Hamiltonian can be

written as

HHM =
∑
i

M
(
a†iai − b†ibi

)
−
∑
⟨i,j⟩

tija
†
ibi + h.c.

−
∑
⟨⟨i,j⟩⟩

t′′2,ije
iνijϕij

(
a†iaj − b†ibj

)
. (2.10)

Following the approach described for the SSH model, a Fourier transform of the creation operators is

performed, and a reciprocal space representation is employed using a†k and b†k. The crystal momentum

k is restricted to a BZ, and can be parameterized by the two components, along x and y, namely k =

(kx, ky). The creation operators are grouped into a vector Ψ†
k =

(
a†k, b

†
k

)
, such that the Hamiltonian

in momentum space can be written as a bilinear form

HHM =
∑
k

Ψ†
k (h0(k)1+ h(k) · σ)Ψk. (2.11)

One says that this Hamiltonian is in Dirac form, since the 2 × 2 Hamiltonian matrix H(k) is written at

the cost of the Pauli matrices, which obey the Clifford algebra, and are thus the 2 × 2 representation of

the Dirac matrices. Note that the SSH model as described in the previous section is also in Dirac form.

Also, similarly to the case of the SSH model, the Haldane model is a two-band system. Explicitly, the

components of the vector are h(k) and the scalar quantity h0(k) are given by
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h0(k) = −
∑
j

t′′2,j cosϕj cos (k · aj) , (2.12)

hx(k) = −
∑
j

tj cos (k · δj) , (2.13)

hy(k) =
∑
j

tj sin (k · δj) , (2.14)

hz(k) =M − 2
∑
j

t′′2,j sinϕj sin (k · aj) . (2.15)

Breaking of time-reversal symmetry and chiral symmetry results in a reduced 2D target space for h(k),

such that the previously described recipe for constructing a topological invariant for the system can be

utilized. With some short calculations, it is possible to write the Berry curvature for Ωη(k) =
η
2
ĥ(k) ·(

∂kxĥ(k)× ∂ky ĥ(k)
)
, where η = −1(+1) is utilized depending on if the Berry curvature is calculated

using the valence (conduction) band, and where ĥ(k) = h(k)/|h(k)|. Now, the analogy to the Gauss-

Bonnet theorem of surfaces becomes manifest. By integrating this Berry curvature over the Brillouin zone,

one finds a quantized Z invariant

Cη =
1

2π

∫
BZ
d2kΩη(k). (2.16)

This invariant is called the Chern number. One can, then, explore the parameter range of the Haldane

model, and find that sharp boundaries exist between phases with Cη = 0,±1 which occur precisely at

points where the gap closes, leading to the breaking of the “adiabatic” condition. In particular, since the

Berry curvature for the Haldane model is localized at the Dirac points (see Fig. 5 (d)), one can actually

linearize the spectrum near these points and computing the integral over a linearized dispersion one finds

Cη = ±1 depending on the model’s parameters. A phase diagram is given in Fig. 5 (e). Much like the

SSH model, the Haldane model hosts edge modes in a finite system when the infinite system with the

same parameters is in a topologically non-trivial phase, with a non-zero Chern number. The gapless edge

modes are illustrated in Fig. 5 (b). Unlike the SSH model, however, these states have a dispersion, and

are degenerate only at the edges of the BZ. Furthermore, they are chiral, and one has positive and the

other negative velocity when moving along the edges of a finite sample. This is yet another example of the

bulk-boundary correspondence, and makes the computation of topological invariants very relevant for the

phase characterization of the model.
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2.2 Topology in Spin systems

2.2.1 Dirac magnon Chern insulators

Consider a HSM in a FM phase. I showed, in Chapter 1 how it can be mapped to a bosonic TBM via

the Holstein-Primakoff transformations. These allow for a treatment of the low energy excitations of the

HSM, namely spin-wave Goldstone modes which stem from the brokenO(3) symmetry of the Heisenberg

model, as quantized quasiparticle excitation called magnons. Let us focus on the case of a 2D FM system

in the honeycomb lattice. By itself, the corresponding HSM is far from topological, as exchange-type

interactions by themselves are not enough to provide structure for the breaking of time-reversal and chiral

symmetry. There is, however, one type of interaction which does provide the breeding ground for topology

in 2D FM systems, which is called the Dzyaloshinskii-Moriya interaction (DMI) [80, 81]. This interaction

often appears in a leading order correction to the HSM in spin-orbit coupling, and thus is a very relevant

model for magnetism in the honeycomb lattice [82], and magnets with a strong intrinsic DMI can exist

naturally [55]. The Hamiltonian for a HSM with second nearest neighbor interactions and a DMI reads

H = −J
∑
⟨i,j⟩

Si · Sj − J2
∑
⟨⟨i,j⟩⟩

Si · Sj

− JDM

∑
⟨⟨i,j⟩⟩

ẑ · (Si × Sj) . (2.17)

It is well known that the FM ground state is stable to the presence of a small value of JDM. Representing

this Hamiltonian at the cost of spin raising and lowering operators S±
i , and performing Holstein-Primakoff

bosonization, one finds that the model is mapped directly to a bosonic Haldane model. As expected the

NN hoppings as well as the real part of the NNN hoppings are mapped to the corresponding exchange

integrals, multiplied by the spin and the coordination number of the honeycomb lattice, which is z = 3.

What is perhaps more surprising is that the strength of the DMI interaction JDM ends up playing the role of

imaginary NNN hoppings. This arises naturally from expanding the cross product in terms of spin ladder

operators S±
i , and is illustrated in the Appendix C in the context of synthetically engineering the DMI.

By considering that there also can exist some imbalance in the z−component of the exchange integral

between the A and B sublattice, a Haldane mass term can be recovered, which further gaps out the

model. The comparisons are summarized in Table 1
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Haldane DMCI

t JSz

t2 J2Sz

t′2 2JDMSz

M (Jz,A − Jz,B)S/2

Table 1: Correspondence between the parameters of a Haldane model and the Heisenberg Spin model

with the Dirac magnon Chern insulator (DMCI).

Thus, it is clear to see that this model corresponds to a magnon Chern insulator, and in the same

manner described in Section 2.1.2, this model can be mapped to a Dirac Hamiltonian in reciprocal space.

For this reason, low energy excitations of a magnon Chern insulator showcase a linear dispersion and are

called Dirac magnons. For the sake of keeping the notation clear, I shall call such a system a Dirac Magnon

Chern insulator (DMCI). A vanishing Haldane mass and DMI, of course, result in a fully linear dispersion of

Dirac Magnons. In case the system is gapped, a Chern number is well defined, and thus, this construction

realizes a 2D topologically non-trivial model in a spin system. The DMI is not the only type of interaction

which leads to magnon bands with non-trivial Chern number, as a Kitaev-type exchange, for instance, also

supports magnon bands with a non-zero Chern number. The key aspect, as before is that the interactions

break time-reversal symmetry.

The DMI, however, is possibly the most common and natural type of interaction to render magnon

systems topological. In fact, It has been predicted that one of the first 2D ferromagnets to be discovered,

CrI3, hosts topological magnons at the K -point of the hexagonal Brillouin zone [83]. This approach,

starting from a description based on itinerant electrons points to the possibly that CrI3 may realize such a

DMCI.

Similarly to electronic Chern insulators, which are able to conduct electrons along their edges and

yet remain insulators in their bulk, magnonic Chern insulator samples host gapless bands for spin wave

excitations along their edges while remaining gapped in the bulk. This behavior results in a measurable

thermal Hall response [84, 85, 86, 87, 88, 89], and thus their technological applicability is wide in the

field of spintronics and magnonics.

Even though the DMI is naturally present in some 2D magnets, it is not the case that all possible

ferromagnetic materials in the honeycomb lattice host this interaction, as spin-orbit coupling may not be

an important feature for their description. The desirability of topological magnon excitation has therefore

lead to the theoretical study of alternative approaches to engineering a synthetic DMI. Among these is the
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use lasers to exploit the Aharonov-Casher effect and photo-induce DMCIs [90, 91]. This is the content of

the first sections of Chapter 3, where I will explore a Floquet theory approach to engineering topological

spin systems.

2.2.2 Topological magnons in ferromagnetic SSH chains

The previous section points to a direct correspondence between a Heisenberg-type ferromagnet in a 2D

hexagonal lattice with the addition of a spin-orbit induced DMI term with a bosonic Haldane model of

topological magnons. In 1D, the idea of the SSH model can quite trivially be extended to a spin-based

ferromagnetic SSH (FMSSH) by considering

HFMSSH =
∑
i

J1Si,A · Si,B + J2Si,B · Si+1,A, (2.18)

where SA
i (S

B
i ) are the spin-vector operators acting on the A(B)−sublattice, and J1 and J2 are distinct

intra-cell and inter-cell exchange-type couplings. If an easy-axis anisotropy term HEA = K
∑

i (S
z
i )

2,

discussed in Chapter 1, is also present, the Holstein-Primakoff bosonization leads to a TBM Hamiltonian

of the form

HFMSSH =(J1 + J2 +K)S
∑
i

(
a†iai + b†ibi

)
− J1S

∑
i

a†ibi − J2S
∑
i

b†iai+1 + h.c.. (2.19)

Much like in 2D, the richness of topological spin systems stems from the fact that additional interactions

which are in principle very unconventional in electronic systems can be natural in 1D spin systems, leading

to a rich landscape of topological magnon models in ferromagnetic chains. One example is a 1D analogue

of the DMI [92], which contributes with a Hamiltonian of the form

HDMI =J1,DMẑ ·
∑
i

Si,A × Si,B

+ J2,DMẑ ·
∑
i

Si,B × Si+1,A. (2.20)

This analogue of the DMI interaction can also contribute to the topological properties of standard FM

models as well as the FMSSH model. Another example of such an interaction is the pseudo-dipolar

interaction (PDI) [92], which contributes with a Hamiltonian of the form
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HPDI =− J1,PD
∑
i

(Si,A · ei,i,AB) (Si,B · ei,i,AB)

− J2,PD
∑
i

(Si,B · ei,i+1,BA) (Si+1,A · ei,i+1,BA) , (2.21)

where ei,j,AB is a vector connecting the A atom of site i and the B atom of site j. The possibility of

engineering these interactions enriches the topological models accessible to spin systems beyond those

found in electronic systems. Indeed, the presence of the PDI can even change the ground-state properties

of the FMSSH, depending on its strength, leading to an alignment along the x−axis, instead of the easy

axis along z. Furthermore, it is clear that the FMSSH actually breaks the usual classification of topological

invariant systems, since, for instance, chiral symmetry is broken by the presence of the on-site energy

term in the HFMSSH Hamiltonian. Indeed, in the event the Zak phase is non-zero, edge states appear

at the middle of the energy spectrum, and not at zero energy as in the electronic SSH model. The

topology of the FMSSH chain is therefore protected only by time-reversal and inversion symmetry, and if

both the DMI and PDI are present even inversion symmetry is lost, leaving only time-reversal symmetry.

Thus, despite its similarities, the FMSSH model is not in direct correspondence with other types SSH

model as described in Chapter 1. Regardless, the FMSSH model can always be written in momentum

space at the cost of HP bosons as H =
∑

Ψ†
kH(k)Ψk, where Ψ†

k =
(
a†k, a−k, b

†
k, b−k

)
and with

H(k) = HFMSSH(k) +HDMI(k) +HPDI(k) corresponding to a 4× 4 Hamiltonian matrix. H(k) obeys

the generalized eigenvalue problem [40]

U †(k)ηH(k)U(k) = ηεk, (2.22)

where U(k) diagonalizes the Hamiltonian matrix and η = 1 ⊗ σz is a metric matrix accounting for the

possibility of the system being in the x−FM ground state with terms in the PDI Hamiltonian involving

products of the form aibj or a†ib
†
j . Despite this richness of phases for the FMSSH model, I will keep the

following discussion restricted to the case of a z−FM ground-state, and ignore both DMI and PDI from now

on. Indeed, I will also stick to XY-type SSH models, thus ignoring the contribution from Sz
i to HFMSSH and

restoring chiral symmetry. The FMSSH model discussed throughout this thesis is therefore, a restricted

version of the rich FMSSH landscape, in order to remain compatible with the standard topological protection

of the BDI class of the Altland-Zirnbauer periodic table [72]. As such, it can be described in terms of a 2×2

Dirac Hamiltonian, and and the analysis of its topological properties can proceed through the calculation

of Winding numbers. Nevertheless, it is worth noting that richer behavior could be studied by considering

these additional interactions using alternative methods such as real space topological markers [93, 92].

30



Part II

Core of the Dissertation

31



Chapter 3

Strain Engineering Photo-inducedDiracMagnonChern

Insulators

With the experimental observation of magnetic order in two-dimensional (2D) materials in 2017 [94, 95],

as described in Chapter 1 and the simultaneous growth in interest in topological aspects of condensed

matter systems over the past decade, the ability to generate, study, and manipulate topological phases

of magnetic materials has become a rapidly growing research direction. Systems such as Magnon Chern

Insulators, presented in Chapter 2 have been theoretically studied [96] and experimentally verified in the

past few years [97, 98]. The reason for this interest is that topology describes effects which stem from

global properties of the band structure robust to small local perturbations, such as impurities, and can

have a profound effect on a the material physical properties. As discussed in Chapter 2, topological

insulating phases are characterized, for instance, by the presence of chiral edge states with high mobility.

Their robustness is desirable for a variety of applications such as spintronics, and ensuing technological

implementations [99]. It is evident that for such applications, the ability to manipulate topological phases,

whether by switching topological properties on or off, or alternating between distinct topological phases,

are desirable goals.

Additionally, magnon based approaches to spintronic technologies have also gained traction for a va-

riety of reasons [100]: From their ability to propagate without generating electrical current and therefore

reducing losses, to the possibility of making use of their internal degrees of freedom to implement logic

gates [101, 102], and to their large diffusion lengths in comparison to electrons [103, 104, 105], magnons

have garnered attention as a convenient excitation for processing and transporting information. For this

reason, magnon spintronics relies on the use of magnons as intermediate agents, being that informa-

tion initially coded in charge or spin of electrons can be converted to magnon currents, subsequently

dispatched to and handled at potentially different devices, and finally converted back. In combination

with the attractiveness of topology, the use of magnons renders the study of topological spin systems a
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worthwhile endeavor for the development of spintronic devices [106, 107].

One possibility for engineering topology in spin systems relies on the fact that a DMCI with a strong

intrinsic DMI can have the magnitude of this interaction renormalized when irradiated by a circularly po-

larized laser field [90, 91]. A field-dependent renormalization of the DMI can result in the possibility of the

topological properties of spin systems being manipulated, such as the direction of edge state conduction

being reversed or entirely switched off, by changing the magnitude of the applied electric field. In addi-

tion, a DMI resulting entirely from the interaction of laser fields with spins [90] can also be generated.

In this manner, if a material does not naturally host such an interaction, it can be synthesized by a laser

beam, yielding a so-called Floquet Magnon Chern insulator (FMCI). In case the material’s intrinsic DMI is

weak compared to such a synthetic term, the control of topological properties is limited: Increasing the

intensity of the laser field can turn the interaction on or off, but doesn’t provide a way to reverse edge spin

states or additional desirable features. Besides, this limited tuning occurs only for very precise (and large)

values of the intensity of the applied fields. Thus, if it were possible to induce this interaction in a fully

tunable manner to a larger class of materials, one expects that new technological developments based on

topological spintronics could arise. This chapter addresses the manipulation of these topological states by

proposing a method based on elastically deforming, i.e. straining, a 2D magnetic material. Strain can be

applied in a variety of ways, including the deposition of a 2D material onto, and subsequent deformation

of an elastic substrate [108]. It has proven to be an extremely powerful tool in semiconductors, as well

as in 2D materials such as graphene, where band structure properties can be manipulated [109, 110],

and other electronic properties can be locally changed using patterned substrates. These patterns, such

as bends or folds, wells, bubbles, and troughs can induce mechanical strain on an overlaid mono-layer of

material, and may be used to design all-graphene integrated circuits [111]. In Cr2Te3, strain engineered

magnetism has been observed [112] and when it comes to topology, strain in the Haldane model has also

been theoretically considered in the past [113], where it has been shown to be able to induce topological

phase transitions to a trivial state. The DMI can also be subject to changes due to strain [114], and this

conjugation of factors is a good indicator that strain is a useful tool when considering topological properties

of magnetic materials. I show here that this is indeed the case, as straining a 2D ferromagnet irradiated by

a laser field can invert the sign of its topological invariant, as well as induce a transition from a topologically

insulating phase to the trivial phase.

These calculations, lying at the interface between Strain Engineering and Floquet Engineering may

pave the way for a new class of Strain Engineered Topological Spintronic (SETS) devices, based on local

applications of strain to ferromagnetic 2D materials. They provide mechanism for the realization of tunable
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photo-induced topology in a large class of 2D ferromagnetic materials based on strain. I will draw phase

diagrams based on the computation of the Floquet Chern number for a FMCI in the honeycomb lattice, as

a function of tensile strain and the magnitude of an applied laser field which clearly exhibit strain-driven

transitions. Two main cases are considered: First, a next-nearest neighbor (NNN) interaction is given by a

DMI alone; and second, an extension of this model where one also considers an additional NNNHeisenberg

coupling. I show that strain-induced topological phase transitions occur in both systems. However, due to

the mapping between the latter model and an anisotropic Haldane model with the key property of tunable

fluxes, phase transitions can occur for smaller electric field intensities, and small amounts of strain. Such a

model could provide the breeding ground for new developments based on SETS. The discussion presented

in this chapter can also be found in [115].

3.1 Introduction to Floquet magnon Chern insulators

3.1.1 The Floquet magnon Chern Insulator

The driving of materials by time-periodic fields, as detailed in the previous section has potential for the

engineering of novel, out of equilibrium topological phases, and tools from Floquet theory help in deriving

effective time-independent Hamiltonians in the limit of high driving frequency. A detailed account of Floquet

theory and the key approximation for this section is given in Appendix B. Magnetic systems are no exception

to the applicability of this type of driving protocol, and here I will describe the basics of the magnetic model

that serves as the basis for this proposal by considering what is called a Floquet Magnon Chern insulator

in a honeycomb lattice of spin S atoms.

The starting point for this model is an HSM which couples spins at NN and NNN sites via in-plane

exchange integrals J⊥ and J2,⊥, respectively, as well as their Jz and Jz,2 counterparts. A distinction

is made between the in-plane and out of plane components explicitly, since as I will show, the effects of

periodic driving affect these components differently. The Hamiltonian for the undriven HSM reads

HHSM =
∑
⟨i,j⟩

J⊥
2
S+(ri)S

−(rj) + h.c.

+
∑
⟨⟨i,j⟩⟩

J2,⊥
2
S+(ri)S

−(rj) + h.c

+
∑
⟨i,j⟩

JzS
z(ri)S

z(rj) +
∑
⟨⟨i,j⟩⟩

J2,zS
z(ri)S

z(rj), (3.1)
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This HSM actually corresponds to a Dirac magnon insulator, and as previously discussed, hosts ultra-

relativistic magnonic excitations near the K and K ′ points of the Brillouin zone. An FMCI is built from

the HSM quite subtly, as the fact that an electric field alone can couple to magnons, is, in principle, not

so obvious. The key effect that comes into play, which allows for the direct coupling of an electric field

to neutral bosons which carry a magnetic moment, such as Dirac magnons, is the Aharonov-Casher (A-

C) effect [64], mentioned in Chapter 1. For a ferromagnet irradiated by a circularly polarized laser field

E(t) = E0 (τ cosωt, sinωt, 0), with handedness given by τ = ±1, and with frequency ω, the A-C

phase manifests itself as a time-dependent Peierls phase acquired by the Dirac magnons when hopping

between different lattice sites.

γAC
ij (t) = −µBE0

ℏc2

∫ rj

ri

dR · (sinωt, τ cosωt, 0) . (3.2)

The amplitude of the A-C phase is determined by that of the electric field as well as the reduced Planck’s

constant ℏ, the speed of light in vacuum c and the Bohr magneton µB . For the sake of simplicity, I define

an inverse length scale α ≡ µBE0/ℏc2 used throughout the following discussion. The Hamiltonian

resulting from the driving is

H =
∑
⟨i,j⟩

J⊥e
iγAC

ij (t)

2
S+(ri)S

−(rj) + h.c.

+
∑
⟨⟨i,j⟩⟩

J2,⊥e
iγAC

ij (t)

2
S+(ri)S

−(rj) + h.c

+
∑
⟨i,j⟩

JzS
z(ri)S

z(rj) +
∑
⟨⟨i,j⟩⟩

J2,zS
z(ri)S

z(rj), (3.3)

The time dependence of the resulting Hamiltonian may appear initially cumbersome, but using the Flo-

quet theory framework, and specifically the previously explored high-frequency approximation [116], the

resulting synthetic Hamiltonian has a clear qualitative and physical interpretation up to O(ω−1). The

correction of lowest order O (ω0) in high-frequency provides an averaging of the Hamiltonian over a pe-

riod of the driving laser, yielding a renormalization of the NN and NNN in-plane exchange integrals as

J⊥ → J⊥J0(ταa0), J⊥,2 → J⊥,2J0(τα
√
3a0), (equation (3.4)) where Jn(x) are the nth order

Bessel functions. The functional form of the renormalization of the NN in-plane hoppings is already inter-

esting despite not providing topological properties by itself, as it depends on a Bessel function of order 0

for the case of the NN hoppings. This allows for tuning between Heisenberg type-couplings and Ising type

couplings, for instance, since all J⊥ can be turned off. In the literature one often defines the dimensionless
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Figure 6: (a) Artistic rendition of the experimental setup for the realization of the Floquet magnon Chern

insulator (FMCI). (b) Renormalization of the DMI in a DMCI via the Floquet theory to first order in the high-

frequency expansion a function of the applied electric field. (c) DMI strength as generated solely by the

laser field in the second order high-frequency expansion. The dashed vertical lines in (c) and (d) showcase

the field values for which the DMI can be tuned to zero, yielding a trivial magnon insulator.

parameter λ = αa0, and this notation is employed in the Appendix C. Here, however, I make here explicit

the additional knob for this model, which is the key ingredient to the results showcased in this work. This

is the inter-atomic distance a0.

Besides this first order correction, corresponding to the renormalization of J⊥ and J⊥,2, the second-

order high-frequency correction can be seen to yield an additional term in the effective Hamiltonian, in the

form of a spin-chirality (equation (3.5)). The Hamiltonian will readHF = Ĥ
(1)
F + Ĥ

(2)
F +O (1/ω2), and

the two first terms in the high-frequency expansion explicitly read

Ĥ
(1)
F =−

∑
⟨i,j⟩

J⊥J0(ταa0)S
+(ri)S

−(rj) + h.c.,

−
∑
⟨i,j⟩

JzS
z(ri)S

z(rj)−
∑
⟨⟨i,j⟩⟩

J2,zS
z(ri)S

z(rj)

−
∑
⟨⟨i,j⟩⟩

J2,⊥J0(τα
√
3a0)S

+(ri)S
−(rj) + h.c., (3.4)

Ĥ
(2)
F =

∑
⟨i,⟨j⟩,k⟩

χijkS(ri) · (S(rj)× S(rk)) , (3.5)

where I have introduced interlinked braces ⟨·, ⟨·⟩, ·⟩ to indicate that the summation is performed over

NNN atoms at positions i and k, which are connected by position j. In equation (3.5), the spin-chirality
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is given in magnitude by

χijk = τ
√
3J2J1(ταδji)J1(ταδik)ν

A/B
ik /ℏω, (3.6)

where νAik = −νBik = −νAki is a flux-like term, dependent on the orientation of the NNN bonds which

connect sites i and k according to the orange arrows in Fig. 8, panel (a). Note that the intensity of the

spin-chirality depends on the successive hoppings between an intermediate site via the first order Bessel

functions. The derivation of both of these terms is provided in some detail in the Appendix C. At this stage,

all the distances δji ≡ |δi|a0 = a0 are the same, and equal the inter-atomic distance. As such, it is

possible to write J1(ταδji)J1(ταδik) = J 2
1 (ταa0). This makes it so sign (χ) = τ for any possible

value of α ∝ E0. Such a spin chirality term is known to originate frustration in the ground state of the

ferromagnetic system, leading to the possibility of originating spin-liquid states, but considering Jz > J⊥

the FM ground state is stabilized. In this regime, while the DMI provides the grounds for a topologically

non-trivial phase, a FM ground state is kept.

For pursuing this discussion, a second quantization formalism for magnons can be employed using the

Holstein-Primakoff (HP) bosonization. Within linear spin-wave theory, the spin-chirality is indistinguishable

from a DMI (see Section 2.2.1 for a brief explanation of the DMI’s effects on topology). Indeed, when

writing this term using HP operators, and retaining only terms up to second order in such operators, this

equivalence becomes clear. As discussed in Chapter 2, writing the Hamiltonian for a HSM with a DMI in

momentum space can be achieved in terms of the Pauli matrices, yielding a familiar Dirac Hamiltonian

matrix H(k) = h0(k)1+ h(k) · σ.

This model is mapped directly to a bosonic Haldanemodel, and in particular, to a DMCI. The topological

invariant is now called the Floquet Chern number CF
η as a reminder of the synthetic nature of the model’s

topological properties. To summarize the relationship of the FMCI to the previously discussed Haldane

model (HM), Dirac magnon Chern Insulator (DMCI), I compile the identifications between the models

parameters in Table 2.
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HM DMCI FMCI

t JSz J⊥SzJ0(αa0)

t2 J2Sz J2,⊥SzJ0(α
√
3a0)

t′2 2JDMSz 2
√
3J2

⊥S
2τJ1(αδij)J1(αδjk)z/ℏω

M (Jz,A − Jz,B)S/2 (Jz,A − Jz,B)S/2

Table 2: Identifications between Haldane model (HM), Dirac magnon Chern Insulator (DMCI) and Floquet

Magnon Chern insulator (FMCI).

It is especially worth noting that if one writes the NNN interaction for the FMCI as
√
t22 + t′22 e

iϕij ,

the Haldane flux ϕij becomes dependent on the intermediary site k between i and j, and reads ϕijk =

arctan
(

J2
⊥τ

J2,⊥ℏω
J1(αδik)J1(αδkj)

J0(α
√
3a0)

)
. From a simple analytical result for CF

η given by expanding the energy

spectrum near the Dirac points, and for a fixed polarization of light τ , one finds, so long as J2,⊥ = 0,

a result CF
η = ητ can be obtained following the approximations detailed in Chapter 2, regardless of

the intensity of the laser field. With the exception of very special values of electric field, only Cη = ±1

phases are obtained under driving. At the points for which J 2
1 (ταa0) = 0, however, the system becomes

trivial with CF
η = 0. Thus, it is clear, for a HSM in the honeycomb lattice, that the Floquet engineering

approach can lead to topologically non-trivial properties. Regardless, it is the case that the manipulation

of this topology is somewhat limited, with transitions to a trivial phase occurring at very specific points.

Also taking into account the fact that topological transitions occur for very high values of electric field

E0 ≈ 1 × 1013V/cm, I propose here a way to increase the tuneability of the FMCI, by using a strain

engineering approach, while also lowering this critical value. This proposal is explored in the remaining

section of this chapter.

3.2 Straining Floquet Magnon Chern Insulators

3.2.1 Strained FMCI with NN hoppings

As previously described, for a magnetic material with a strong intrinsic DMI, sign (χ) can bemanipulated by

changing the intensity of the laser field, due to the first order correction of the high frequency approximation,

which reads χ → J0(αa0)χ as illustrated in Fig. 6 (b). For systems where the DMI is fully synthetic

and results only from second order Floquet theory, this does not appear possible due to the dependence
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in J 2
1 (ταa0) > 0, as in Fig. 6 (c). Guided by the fact that a sign change can be achieved by making the

system anisotropic and transforming J 2
1 (ταa0) → J1(ταδji)J1(ταδik), where δij are inter-atomic

distances in a deformed hexagonal lattice, I will now explore the uniaxial straining of an FMCI, and show

that even small amounts of strain can provide a pathway for topological manipulations of the model. Note

that studies on the exchange parameters in CrI3 as function of strain have been considered theoretically

analyzed in the past, considering strain values up to 10% [117].

In the honeycomb lattice, the strain tensor is described by two parameters alone, namely the tensile

strain ε and the Poisson ratio ν [118]. When inducing stress onto the 2D magnetic material, the tensile

strain ε is proportional to this stress, and therefore one can treat ε as the tunable parameter in the system.

It measures the amount of deformation in the direction of the applied stress, while the Poisson ratio

measures the deformation of the lattice in the transverse direction. A positive Poisson ratio ν > 0 indicates

that when a material is stretched in a particular direction, it compresses in the transverse direction, and

vice-versa. As such, the lattice vectors acquire a functional dependence on the parameters ε and ν, as

strain applied in a particular direction. The deformed vectors read δi(ε, ν, θ) =
(
1 + ε

)
δ
(0)
i ,where the

strain tensor is

ε = ε

 cos2 θ − ν sin2 θ (1 + ν) cos θ sin θ

(1 + ν) cos θ sin θ sin2 θ − ν cos2 θ

 . (3.7)

In the simplest TBM approach, strain can be included in a given Hamiltonian via modifying hopping ampli-

tudes anisotropically. In previous works in the honeycomb lattice, it is considered that electronic hoppings

are exponentially suppressed when the bond length is increased [119]. This is the simplest possible model,

which can be intuited phenomenologically from the overlap of atomic orbitals. One has

(NN): tij = t(0)e−β(δij(ε,ν,θ)−1), (3.8)

(NNN): t2,ij = t
(0)
2 e−β(aij(ε,ν,θ)−

√
3), (3.9)

where β is a phenomenological parameter of the order of unity. Since it is expected that the strength of

the exchange interaction is J ∝ t2/U for U representing the strength of on-site Coulomb repulsion in

some underlying electronic model, it is natural to consider that a similar exponential decay occurs for J

with the rate of 2β. The inclusion of such a phenomenological correction in a standard Haldane model is

enough to produce topological phase transitions, when a system is strained in the Zig-zag direction with

values of, for instance, ε ∼ 15% for a Haldane flux of ϕ = 4π/5, due to a fusion of the magnonic Dirac

cones. This is presented in Fig. 7.
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Figure 7: (a) Phase diagram for a bosonic Haldane model as a function of the Haldane massM and the

phase ϕ. Black lines in this panel indicate M = ±3
√
3 sinϕ, which are the analytical results for the

phase transitions in this model. (b) Phase diagram for the strained bosonic Haldane model in the Zig-zag

(ZZ) direction as a function ofM and the strain magnitude ε. (c) Phase diagram for the strained bosonic

Haldane model in the Armchair (AC) direction as a function ofM and ε. For all diagrams, the parameters

β = 3.37, ν = 0.165 and a phase of ϕ = 4π/5 are picked, such that for strain applied in the ZZ

direction, for any value of M and a strain above ∼ 15%, the model is in a trivial phase. Generically, for

strain in the AC direction, no phase transitions are observed forM = 0.
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For a standard DMI system, if J2,z/⊥ = 0, i.e. an Haldane flux is present corresponding to ϕ = π/2,

the critical strain necessary for a topological phase transition can be much higher, making it unfeasible for

realistic applications. On the other hand, rich phase diagrams emerging from uniaxially straining a FMCI

can appear. This is due to the intricate dependence of NN and NNN hoppings on Bessel functions, as

presented in Table 3. The simplest case is analyzed first, with J2,z = J2,⊥ = 0.

HM Strained FMCI

t J⊥SzJ0(αδij)e
−2β(δij−1)

t2 J2,⊥SzJ0(αaij)e
−2β(aij−

√
3)

t′2 2J2
⊥S

2τJ1(αδik)J1(αδkj)e
−2β(δik+δkj−2)z/ℏω

M (Jz,A − Jz,B)S/2

Table 3: Identifications between Haldane model and Strained Floquet Magnon Chern insulator.

The functional dependence on Bessel functions can result in the closing of the gap of the system well

below strain values of 15%, and break the symmetry of the lattice in such a way that the system becomes

topologically trivial, or even switch the relative sign of NN and DMI. Indeed, this NN sign-switch plays a

more relevant role at a lower value of the intensity of the electric field, for any reasonable value of strain.

Thus, from an experimental point of view, such a transition may be more easily accessed. Fig. 8 shows

that both if stress is applied in either the Zig-zag as well as Armchair directions of the honeycomb lattice,

there exist several points, near the zero of J0(α|δ1(ε, ν, θ)|a0) = J0(α|δ3(ε, ν, θ)|a0), at which a

transition between a Floquet Chern number CF
− = −1 to CF

− = 1 can occur, even for very small values

of strain. For strain applied in the Armchair (AC) direction, a large region of Chern number CF
− = +1

occurs for strain above 12.5% and αa0 above the first zero of J0, whereas for strain applied in the ZZ

direction, transitions to a trivial phase can occur for a much smaller field intensity.

The generic behavior of the transitions, is that several dips in critical strain occur within the phase

diagram, close to zeros of the Bessel functions J0 and J1. As described in the section on realistic

parameter values, αa0 = 2.3, which corresponds to the location of the first dip for which transitions

occur for low values of strain, is still quite a large field intensity. This leads to the question of whether there

exist any mechanism which can lower this critical value further.

41



Figure 8: (a) Honeycomb lattice structure: A (B) sub-lattice atoms are marked in blue (red). NN vectors

δi are displayed in purple and NNN vectors ai are displayed in green. Orange arrows in the topmost

honeycomb shape showcase the flux factor of the Dzyaloshinskii-Moriya interaction. (b) Schematic for

the setup for straining a ferromagnetic 2D material at an angle θ if stress is applied along the large blue

arrow. An external electric circularly polarized electric field is applied with magnitude E0 leading to the

tunable topological properties described in the main text. Throughout the text I will consider θ = 0

corresponding to zig-zag (ZZ) strain, and θ = π/2, corresponding to armchair (AC) strain. (c)-(d) Phase

diagrams showcasing the Chern number as a function of the electric field through αa0 as well as the

strain magnitude ε in the ZZ and AC directions for a FMCI with J2 = 0 and ℏω = 50J . (c) Strain in the

ZZ direction: A series of dips is observable for which at certain values of electric field, small amounts of

strain are necessary to induce a topological phase transition. The first white dip corresponds to a situation

where J0(α|δ1|a0) and J0(α|δ3|a0) go to zero. The subsequent transitions in each dip occur either

because of this or due to changes in the DMI sign due to J1. (d) Strain in the AC direction: A similar

situation occurs, with the first dip being related to the position of the zero of the NN exchange integrals,

and the second dips occur due to the DMI sign change.
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Figure 9: Phase diagrams showcasing the Chern number as a function of the electric field through αa0 as

well as the strain magnitude ε in the Zig-zag and Armchair directions, with J2 = 0.1J and ℏω = 50J .

(a) and (c): Strain in the Zig-zag direction. (b) and (d): Strain in the Armchair direction. There exist critical

strain values for field arbitrarily close to zero, as well as critical field values for arbitrarily small strain near

αa0 ≈ 1.38, for which topological transitions can occur between phases with inverse Chern numbers. (a)-

(b) showcase theM = 0 limit, while (c)-(d) showcase the effect of a finite massM = 3.3× 10−3JS on

the phase diagram, opening a trivial phase between the topological phases with opposite Chern number.

3.2.2 Strained FMCI with NNN hoppings

I now show that by turning on the NNN exchange integral J2 > 0, which is renormalized by the laser field,

the mapping to the Haldane model must also include a flux ϕijk = arctan (χijk/J2,ik). The quantities

χijk and J2,ik depend on αai in distinct manners. This phase becomes tunable with the electric field

intensity, leading to another mechanism for tuning the topological phase. In this case, the phase diagram

acquires two interesting features showcased in Fig. 9, especially evident for strain applied in the AC

direction. A critical value of electric field exists which provides a transition for vanishing values of strain for

a much lower value of electric field αa0 ≈ 1.38. The value for the critical electric field is also decreased

until it vanishes, at a strain of about 15%. Tuning the strain with high precision near this value can allow

for an inversion of the sign of the Floquet Chern number for an arbitrarily small electric field. In the ZZ

direction, a similar situation occurs for topological to trivial transition, near 11% strain, and this value can

be reduced to about 9.5% strain while remaining in theCF
− = −1 phase by increasing α. I consider these

to be the most important results of this chapter, as small values of strain can be achieved by overlaying

a 2D magnetic material in a patterned substrate, and thus precise control of topological phases can be

obtained in integrated devices.

Another aspect which is also worth mentioning is that in the limit where M → 0, the transitions
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between phases with opposed Chern number occur directly, as can be seen in Fig. 9. On the other

hand, forM > 0, finite regions of trivial phases crop up in between those characterized by Floquet Chern

numberCF
− = −1 andCF

− = +1, as seen in Fig. 9. This results in an intermediate phase withCF
− = 0,

which may be useful in an experimental context, as it provides a clear barrier between distinct topological

phases.

3.2.3 Parameter values and realistic realization

It is now worthwhile to review and justify the choice of parameters used for these calculations, since

some are yet undetermined experimentally at the present time. Parameters such as the Poisson ratio ν

for monolayer ferromagnetic materials, for instance, have not yet been subject to thorough experimental

analysis, and hence for a rough estimate of the effects of the strain, I have used ν = 0.165 corresponding

to the case of graphene, the most well known 2D material with a honeycomb structure [110]. I also pick

β = 3.37, corresponding to the value obtained experimentally for graphene [120]. The electric field at

which the first transition occurs for small strain lies around αa0 ≈ 2.3, but is lowered for increased values

of strain in the AC direction in the case ofJ2 = 0. Using the distance between magnetic atoms in CrI3

as a rough estimate, a critical electric field of the order of E0 ≈ 1 × 1013V/cm is necessary to induce

a transition. Lasers of up to 1023W/cm2 have been reported [121], which allow for laser fields of up to

roughly E0 ≈ 9 × 1012V/cm. Although this value is of the order of magnitude of the field necessary to

induce topological phase transitions in the system, the authors recognize that it still is quite a high value

of electric field, which may result in damage to the material or otherwise undesirable out-of equilibrium

phenomena to take place. This renders the topological phase transitions in a J2 = 0 model, likely out of

reach. However, as these calculations show, for J2 > 0, the critical electric fields are much smaller, and

the topological gap is stabilized, facilitating an experimental implementation in essentially every regard.

For increasing values of strain in the AC direction up to a critical value of 15% a transition occurs for

vanishing field intensity (see Fig. 9). In the ZZ direction, a trivial phase can be reached for values of up

to 11% strain. Furthermore, I use ℏω = 50J , which leads to a frequency of ω/2π ≈ 1.2 × 1013Hz,

lying in the 10s of THz, achievable using ultra-fast terahertz spectroscopy [90]. It should also be noted

that, for 2D ferromagnetic materials, the choice of parameters is a conservative estimate. Since graphene

is known to have very strong carbon-carbon bonds, it is expected that realistic values of β may be much

larger for other relevant materials, compatible with a quicker decay of electronic bond strengths. This

actually reduces critical strain values. For instance, if β is doubled, strain in the ZZ direction can cause a

topological phase transition at magnitudes as low as 5%. On the other hand, it may be the case that ν is
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Figure 10: Phase diagrams for the Floquet Magnon Chern insulator with a small applied electric field

αa0 = 0.01, varying strain in the ZZ direction as well as parameters β (a) and ν (b). When one such

parameter is varied the other is kept constant at the values highlighted above the plots. Increasing either

β or ν results in the lowering of the critical strain which induces a topological phase transition.

actually smaller, and this would, in turn, result in an increased critical strain magnitude. This points to a

necessity of further exploring elastic properties of 2D magnetic materials. The variation of the critical strain

magnitude in the ZZ direction with both β and ν is given in Fig. 10. It is also worth noting that increasing

the strength of J2 relative to J does not alter the phase diagrams presented in any way, although it does

increase the magnitude of the topological gap. Hence, if a material actually exhibits a greater value of J2,

this can ameliorate the conditions for a physical implementation of SETS.

Finally, and in order to discuss an alternative system in which these ideas could be tested, it is worth

mentioning that the coupling between electrons and electric fields is much stronger. A number of papers

have proposed the realization and study of photo-induced spin-liquid ground states starting from a Fermi-

Hubbard model, realizable in cold atom lattices or some van der Waals materials[122, 123, 124, 125].

Such a system would be described by a Hamiltonian of the form

H = −t
∑
⟨i,j⟩

eiθij(t)c†iσcjσ + U
∑
i

n̂i↑n̂i↓, (3.10)

where the time-dependent Peierls phases θij(t) now couple to electronic creation and annihilation oper-

ators c†iσ/ciσ. Here U is the Hubbard on-site coulomb interaction which is proportional to the number of

electrons n̂iσ = c†iσciσ with opposite spins σ =↑, ↓ occupying any given lattice site. A similar approach

to the high-frequency approximation can be considered, in the spirit of the Schrieffer-Wolff transforma-

tion, where U is treated at the same level as the frequency ℏω. The resulting effective Hamiltonian also

exhibits a spin chirality with similar dependencies on Bessel functions [122]. Thus, an effective Heisen-

berg model with topological properties can be obtained, and the manipulation of its topological properties
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would proceed in exactly the same manner as I have described along this work. The advantage in this

model is that the direct coupling to the spin system provides a much simpler and essentially physically

equivalent treatment of the topological spin system, with the main difference being that directly coupling to

electrons yields a number of advantages which may prove relevant for physical implementations: Firstly,

the coupling factors for magnons αm and for electronsαe are related byαm/αe = 10−5 for a frequency

of ℏω = 1eV, enabling the ability to obtain similar phenomenology for electric fields 105 times smaller.

Additionally, the driving frequency can be chosen to be sub-gap, i.e. ℏω < U , as well as off-resonant with

U/n, where n ∈ Z. This means the electronic bands will remain at half-filling when driven by the laser

field, thus avoiding material damage. A HSM plus a spin chirality term can thus remain a valid description

of the model under driving. Finally, electric fields of E0 ≈ 1 × 107V/cm can be utilized, which are well

within reach of experiments, and allow for αa0 > 1, reaching most of the relevant parameter space for

this proposal. It is to be expected that by manipulating the intensity of laser traps, deformed lattices could

be realized in this setting, providing a possible mechanism to test the ideas presented in this chapter in a

more controlled environment.
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Chapter 4

Coexistence of 1D and 2D topology in quasicrystalline

spin systems

In Chapter 3, I have described the effect of deformation on 2D lattices, resulting in homogeneous but

anisotropic variations of bond lengths across a sample of materials. It may be stretching the definition of

disorder to incorporate strain under its umbrella. In this chapter, another step is taken towards examples of

“real” disorder by considering the effect of so-called quasi-disorder in topological 1D spin systems. Quasi-

disorder amounts to perturbing a periodic crystal lattice also in a periodic fashion, with the key ingredient

being that this perturbation is incommensurate with the lattice. The resulting object, with hybrid features

of translational order, and disorder, is often called a quasicrystal.

Quasicrystals were once the subject of controversy, but have now been firmly established as intriguing

materials that defy the classification of traditional crystals. Indeed, their mathematical description [126]

was proposed more than half a century before their actual observation in 1982 and subsequent publication

in 1984 [127]. Since then, many forms and realizations of quasicrystals have been reported [128]. One

reason for interest is that they evade the classification of usual crystals based on symmetries of their

underlying discrete translation groups, but nonetheless are “ordered” in a translational sense [129, 130].

In the present day, it has long been realized that quasicrystals in d-dimensional space can be thought of

as crystalline structures living in a higher d+ d′ dimensional superspace, which are projected down to a

physical dimension, and this feature has been utilized to explore the properties of topological quasicrystals.

The method used for the projection can be picked from a variety of approaches, the most common of

which may be the so-called “cut and project” method [131, 132] which is at the heart of the most famous

quasicrystalline structures, such as the Fibonacci quasicrystal, which can be realized as a projection from

a 2D superspace lattice into a 1D chain [133], or the Penrose tiling, which is a two-dimensional slice

of a five-dimensional hypercubic superspace lattice [134]. Many different such possibilities include a

relevant “twisting” approach, based on coupling and twisting of monolayers of certain materials into vdW
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heterostructures, such as twisted-bilayer graphene [135], for which incommensurability has been studied

and is argued to be an important feature [136, 137].

As previously discussed, the approach of quasi-disorder is to start with a crystalline structure in the

physical space, upon which some periodic potential incommensurate with the lattice is added, allowing

the unfolding of the model into a higher superspace description. This “incommensurate potential” method

is at the heart of the so-called Aubry-André (AA) models [138, 139].

The fact that quasicrystalline structures, such as AA models, can host non-trivial single-particle as well

as many-body topology is one of their most captivating aspects, from both technological and theoretical

perspectives. On the theory side, it has been pointed out that the existence of phasonic excitations or

degrees of freedom corresponding, for instance, to momenta along synthetic dimensions in superspace

can be used to physically realize d+d′-dimensional topological invariants in d-dimensional systems [140,

141, 142, 143].

The standard example of this feature is the presence of the two-dimensional (2D) Chern number in

a one-dimensional (1D) AA model. Much like the “cut and project” approach, where deformations of the

cutting window induce additional mechanical degrees of freedom, shifting an AA potential relative to the

lattice also corresponds to a so-called phasonic degree of freedom, and a 2D superspace crystal can be

built by interpreting this phason as a momentum coordinate. This occurs because a periodic potential of

this kind can be though of as unfolding the model into a series of replicas and generating fictitious hoppings

between them. The resulting lattice exists in one dimension higher, and the additional dimension is said to

be “synthetic”. The periodicity of the potential is mapped to the magnitude of a “magnetic field” applied

to the higher dimensional lattice, which induces Peierls phases via the A-B effect when hopping along

the synthetic dimension. Thus, the superspace model of the AA model maps to a square lattice hosting

integer quantum hall effect (IQHE) physics [144, 145], where transverse conductance is well known to be

topologically characterized by the Chern number [146, 147]. Beyond these simple models, the superspace

picture and phasonic degrees of freedom have also been used to characterize the many-body topology of

quasicrystals [148].

The remarkable feature of quasicrystals worth describing in this work, is that the physical model retains

the topological properties of the superspace model. This can be readily verified by analyzing the spectrum

and eigenstates of the AA model, which can be seen to clearly exhibit finite energy states localized at the

edges. Furthermore, these states are robust to disorder, and are a direct consequence of the topological

properties of the presence of a Chern invariant. Despite seeming fairly counter-intuitive, this point has

actually been studied experimentally in the context of photonic crystals using waveguide arrays within

48



dielectric media [140].

Photonic crystals have historically been the most common platform for realizing AA models, however,

realizations within spin systems have been proposed using adsorbed hydrogen or deuterium atoms to a

twisted bilayer graphene heterostructure, or in the context of cold atom platforms [149]. In the twisted

bilayer model, the adsorbed hydrogen atoms couple to a single graphene sheet, resulting in an induced

magnetization. The exchange interaction felt between atoms then leads to a spin S = 1/2 ferromagnetic

HSM in 1D. Coupling a second graphene monolayer to the system and rotating it by a small angle, leads

to a long-wavelength Moiré pattern, which can modulate the exchange interaction. Such a setup has been

considered by [149], and using a Jordan-Wigner fermions representation for the ferromagnetic excitations,

it is proposed to realize an off-diagonal Aubry-André model sometimes called a Harper-Heisenberg chain.

In this chapter a new toy model called the chiral Aubry-André model is proposed, which relies on

quasi-disorder and the ensuing superspace to simultaneously host both 1D and 2D topology in a purely

1D physical chain.

4.1 The chiral Aubry-André model

4.1.1 Building blocks of the cAA model

As discussed in Chapter 2, chiral symmetric models such as the SSH model have been shown to host

extremely rich topology. What is also interesting is that these also have a propensity for generalization into

different topological models via a process of stacking. Chern numbers characteristic of 2D matter can

exist in certain chiral quasi-1D models subject to magnetic fields, such as the Creutz-Su-Schrieffer-Heeger

(CSSH) models [150], constructed by stacking two SSH chains in a square configuration, and connecting

them with diagonal, second nearest neighbor, as well as vertical, nearest neighbor bonds.

Additionally, stacking multiple copies of these SSH chains, repeating the Creutz-ladder pattern in the

2D plane or 3D space has been shown to be an effective method to construct Weyl-semimetals in 2D and

3D [151], and when certain types of interactions are turned on, these systems have even been shown to

host topological superconducting properties [152].

This idea of stacking topological models of low dimension into a higher dimensional model is not so

dissimilar from the aforementioned superspace description of quasicrystals, and thus the presence of 2D

Chern numbers in quasi-1D systems together with the rich landscape of SSH-type chiral symmetric models

are suggestive of a question: Is it possible to construct a topological crystalline existing physically in 1D,

and via modulating using an AA approach, render it doubly topological? Or in other words, can the AA
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modulation of a chiral symmetric model lead to the coexistence of 1D and 2D topology in a model in 1D

physical space?

I will show, in the remainder of this chapter, that topological invariants characteristic to different dimen-

sionalities can coexist in a physically and experimentally meaningful in a model I call the chiral Aubry-André

model (cAA). This is perhaps the simplest setting for the coexistence of 1D and 2D topology, as it is built

from two building blocks: The first is the SSH model [70], described in Chapter 2, which exhibits chiral

symmetry and a quantized topological invariant corresponding to the winding number W . To this SSH

model, a second building block is added: an off-diagonal Aubry-André (odAA) term

HodAA(δ) =−∆1

∑
n

cos (2πbn− δ) a†nbn + h.c.

−∆2

∑
n

cos (2πbn− δ) b†nan+1 + h.c., (4.1)

where the parameters ∆1 and ∆2 denote the strengths of the modulation in intra-cell and inter-cell hop-

pings, respectively. The modulation occurs periodically with a period L = 1/b. In the 2D superspace

TBM, the model is subjected to an external magnetic field inducing Peirels phases via the A-B effect as

discussed in Chapter 1, and b plays the role of the magnetic flux threading each unit cell. This structure

is illustrated in Fig. 11 (a) and (d).

In any case, both intra-cell and inter-cell hoppings are varied by the cosine term equivalently within

each unit cell. In other words, within each unit cell, the hopping modulation is assumed to occur only due

to the difference in the strength parameters ∆1 and ∆2. The parameter δ represents an overall shift in

the hopping modulation, constituting a phasonic degree of freedom. The chiral Aubry-André (cAA) model

is defined as HcAA(δ) ≡ HSSH +HodAA(δ).

In the simplest cases where the unperturbed model has no special symmetry, the odAA model has

been shown to be topologically equivalent to the AA model by using a superspace prescription. Its topology

is entirely characterized by the same Chern number C , in the same manner as the traditional AA model,

and indeed, equivalence to the Fibonacci quasicrystal has also been established [153]. In the cAA model,

however, the presence of chiral symmetry in the original model actually breaks the topological equivalence

between AA and odAA models, since the cAA model as a whole is described by a pair (C,W ), and an

on-site disorder term such as present in the AA model would break this chiral symmetry, renderingW an

ill-defined quantity.

The spectral properties of the cAA model exhibit the remarkable complexity expected from a qua-

sicrystal: In the case where the hopping modulation is commensurate with the lattice spacing, with
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Figure 11: (a) Schematic of the cAA model accompanied by an example plot of the co-sinusoidal hop-

ping amplitude modulation of the underlying SSH model VodAA(n) as a function of the lattice site. (b)

Realization of the cAA model in a solid state platform: Magnetic atoms are adsorbed to a twisted bilayer

graphene heterostructure. Each atom becomes magnetized and a S = 1/2 Heisenberg model can be

used to describe an effective ferromagnetic interaction. The twist induces a modulation of exchange in-

tegral strengths. (c) Realization of the cAA model in a photonic crystal platform. The physical spacing

between adjacent waveguides is tuned to take into account both the SSH and odAA modulations. (d) Illus-

tration of the corresponding model using a synthetic dimension, capturing all possible phasonic shifts of

the Aubry-André potential. In (d), the hoppings connecting replicas of the 1D chain are accompanied by

Peierls phases e±ibj , and the inverse periodicity of the modulation b plays the role of an applied magnetic

field. (e) Typical example plot for the spectrum of the superspace cAA model with an incommensurate

potential. The presence of doubly degenerate zero energy edge modes along with edge states at finite

energies point to the main results of this work: the coexistence of 1D and 2D topology in a purely 1D

model.
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L = p/q ∈ Q, the spectrum comprises q well-defined bands, and the Brillouin zone becomes, itself,

q−periodic. However, in the quasicrystalline limit where L /∈ Q, the spectrum transforms into a Cantor

set, lacking a well-defined band structure, but nevertheless a series of densely arranged states often form

so-called quasibands. Fig. 12 depicts both scenarios for a chain with N = 300 lattice sites, showcasing

the effect of commensurate and incommensurate hopping modulations. The figure also illustrates the

presence and location of edge states within the cAA model. These edge states connect between different

bands or quasibands as the phasonic degree of freedom is varied. Furthermore, panels (a) and (e) of

the figure clearly demonstrates the ability to maintain, activate, or deactivate zero-energy edge states by

manipulating the phasonic degree of freedom δ, both when the periodicity of the modulation is commen-

surate and incommensurate with that of the lattice. One important feature to consider, is that a physical

realization of the cAA model comprises a single value of δ.

One should not interpret these figures as physical ribbons of material. Rather, only from the superspace

interpretation of the phasonic degree of freedom δ as a momentum along a synthetic direction can onemap

the 1D chain into a ribbon-like structure with periodic boundary conditions along the synthetic direction.

The physically accessible spectrum is, in reality, simply a slice of the ribbon spectrum at a fixed value of

δ, such as the one observed in panels (b) and (f) of Fig. 12. This way, a realization of the 2D superspace

model actually corresponds to many possible physical realizations of the cAA model, each related to one

another by translations in the phason δ.

4.1.2 Vanishing field limit

The relative simplicity of the cAA model results in the possibility of obtaining analytical solutions in the

limit of vanishing field (large periodicity for the AA modulation) for the spectrum, and by constructing the

superspace description, I will show that a series of interesting features are present, such as the genesis of a

variable and tunable number of anisotropic massless Dirac cones, showcasing the fact that the cAAmodel’s

superspace description is actually in a topological semimetal phase. The Dirac cones can be fused together

by changing the model’s parameters, allowing for changes between topological semimetal, topological

insulator and trivial insulator phases. The phenomenology and physics of Dirac cones is interesting in

its own right, being responsible for the spur of research in many quantum materials such as graphene,

which naturally host Dirac Fermions [154], but more interestingly, when it comes to the behavior of Dirac

cones in the presence of a magnetic field, it is well known that they induce an unconventional version of

the IQHE, resulting in changes to the energy distribution of the Landau levels localized at the edges of the

system. In graphene, the presence of two Dirac cones leads to a quantization of conduction at half-integer
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Figure 12: (a) Spectra of the cAA model as a function of the phasonic degree of freedom or modulation

shift δ with parameters t1 = t2 = ∆1 = 1 and ∆2 = 0.5 and a periodicity of τ ≡
(
1 +

√
5
)
/2

. Bulk bands are clearly observed with their position remaining relatively unchanged as δ is varied. A

topological insulator phase is verified with persistent topological zero-energy mode across all δ values, as

well as in-gap localized edge-states. (b) Spectrum of a physical realization of the cAA model, corresponding

to the phasonic parameter δ = 0. The doubly degenerate zero-energy modes are highlighted in red, while

the additional visible edge states are marked in green. Not all finite energy edge states are visible for a

particular δ. (c)-(d): Wave-functions for the modes highlighted in red and green. (e)- (h) are the same as

(a)-(d) for the different choice of parameters t1 = t2 = ∆1 = 1 and ∆2 = 1.5, and a periodicity of 3

atoms, that is commensurate with the lattice. These parameters are chosen to illustrate the possibility of

generating a finite amount of band touching points. Six well-defined bulk bands in this case and six band

touching points at zero energy, again, with in-gap finite energy edge states, and similarly, zero energy edge

modes, which appear and disappear when band touching nodes are crossed.
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values, and for this reason, the effect is often called the half-integer quantum hall effect (HIQHE), and

several features of this HIQHE are also observable in the cAA model.

To shed some light on the topological origin of the edge state structure and further spectral properties

of the cAA model, as well as set up the necessary tools for the topological analysis of the model, it is

worthwhile to analyze the vanishing field limit, which corresponds in the 1D language, to a large periodicity

limit. To orderO(b), the field dependence drops out from the Hamiltonian, however, one can nevertheless

consider its extension to a superspace model.

It is worth noting that this approximation must be performed carefully, but it is valid so long as the

magnetic field, or periodicity is much larger than the total length of the system L, i.e. this approximation

can be preformed, for b = p/q, only in the limit pL≪ q. The case of an incommensurate periodicity can

be recovered trivially by considering successive approximants p/q to the desired value of b. The advantage

of this vanishing field treatment is that many of the model’s properties can be analytically recovered in this

limit, and intuition can be gained and later utilized for the generic case of finite and possibly large fields.

For vanishing fields, the Hamiltonian reads, in a real space description

H2D =−
∑
i,j

t1a
†
i,jbi,j +

∆1

2
a†i,jbi,j+1 + h.c.

−
∑
i,j

t1b
†
i,jai+1,j +

∆2

2
b†i,jai+1,j+1 + h.c., (4.2)

where I have slightly changed the notation from the variable n indexing physical state sites to the pair

(i, j), where j represents the lattice index along the synthetic dimension. Some additional details on this

rewriting is provided in Appendix D. The change from n to i is merely a notation convention to place both

directions in the same footing. One of the advantages of this limit is that it becomes possible to analyze

the case where an infinitely long chain with periodic boundary conditions is present. It becomes possible

to construct Brillouin zone parameterized by momenta along the synthetic direction δ ∈ [0, 2π[ and the

physical direction k ∈ [0, 2π[. Denoting k = (k, δ) also allows for a representation of the superspace

Hamiltonian in the form of a matrix H2D(k) as H2D =
∑

k Ψ
†
kH2D(k)Ψk, where Ψ

†
k =

(
a†k, b

†
k

)
,

and with H2D(k) explicitly given by

H2D(k) =− [t1 +∆1 cos δ + (t2 +∆2 cos δ) cos k] σx

− [(t2 +∆2 cos δ) sin k] σy. (4.3)

This shows that the vanishing field Hamiltonian can be realized in the form of a Dirac model, at the cost
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of the σx and σy Pauli matrices, but does not include a σz, much like the SSH model discussed in

Chapter 2. This is to be expected, once again, due to the presence of chiral symmetry. Indeed, coupling

between replicas of the model along j preserves the fact that hopping can occur only between A and B

sublattices or vice-versa. If one were to consider an AA type on-site modulation, this would induce couplings

among different sites of the A sublattice and of the B sublattice, thus breaking the chiral symmetry of

the 1D model. Now, for all quasicrystalline systems, a treatment using synthetic dimensions is possible,

however, chiral symmetry makes this model extremely interesting, since the superspace model becomes

a semimetal with topological properties.

It is a semimetal since the cAAmodel can host at most 4 distinct massless Dirac cones in this vanishing

field limit, the positions of which are not restricted to any high-symmetry points of the Brillouin zone, but

rather can wander around it depending on the parameter space spanned by t1, t2,∆1 and ∆2. To show

that this is the case, given equation (4.3), it is simple to diagonalize it and find the energy spectrum

ε(k, δ). Finding the points at which massless Dirac cones occur, then becomes a matter of analytically

solving ε(k, δ) = 0, which yields the solutions

δD(k) = ± arccos
(

eikt1 + t2
eik∆1 +∆2

)
∩ R

∨ ± arccos
(

t1 + eikt2
∆1 + eik∆2

)
∩ R. (4.4)

An intersection with the real numbers is made explicit to recall the fact that the arccos(z) function may

have solutions corresponding to complex numbers, however only real solutions are retained, corresponding

to real momenta δ. Additionally, near the location of these Dirac cones, the energy dispersion can be

extracted analytically. If the momentum variables are expanded radially near KD = (k, δD(k)) as

q = KD + q (cos θ, sin θ) with q =
√
k2 + δ2, then a linearized form of the dispersion can be written.

In particular, if one considers the variables

η1 = (t2∆1 − t1∆2)
2 / (∆1 −∆2)

2 , (4.5)

η2 = (t2∆1 − t1∆2)
2 / (∆1 +∆2)

2 , (4.6)

ξ1 = (t1 − t2 +∆1 −∆2) (t2 − t1 +∆1 −∆2) , (4.7)

ξ2 = (∆1 +∆2 − t1 − t2) (t1 + t2 +∆1 +∆2) , (4.8)

then the linearized dispersion around the Dirac cones reads
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ε1 = ±q
√
η1 cos2 θ + ξ1 sin2 θ, (4.9)

ε2 = ±q
√
η2 cos2 θ + ξ2 sin2 θ. (4.10)

Evidently, these expressions hold only when the massless Dirac cones exist, i.e. when there exists a

solution to equation (4.4). As can be seen from the previous equations (4.9) and (4.10), these Dirac cones

are generically anisotropic since ηi ̸= ξi. By probing the parameter space of the model, five possible

phases can be identified: Phase (i) corresponds to a semimetal phase with two massless Dirac cones at

k = 0; Phase (ii) corresponds to a similar semimetal phase with two massless Dirac cones at k = π;

Phase (iii) is an insulating phase, with no massless Dirac cones; Phase (iv) is a semimetallic phase, this

time with four massless Dirac cones, two of which are located at k = 0 and another two at k = π.

For all phases where Dirac cones are visible, they are arranged symmetrically around δ = 0. Phase

transitions between these four phases occur due to merging and subsequent lifting of the Dirac cones as

the parameters of the model are tuned. These mergings can occur either at the edge (δ = ±π) or the

center (δ = 0) of the Brillouin zone along δ. The final phase (v) occurs only for very specific choices of

the parameters, where at the critical point of a simultaneous fusion of Dirac cones at k = 0 and k = π

a nodal line semimetal phase is observed, with the two bands touching along all values of k and δ = 0.

The wandering, merging and subsequent appearance or and disappearance of massless Dirac cones

is illustrated in Fig. 13(f) for a specific choice of parameters. Different phase diagrams can also be

drawn by picking three parameters with varying strength relative to a fourth one. For instance, ∆2/t1

and t2/t1 can be varied independently while choosing a few different fixed values of ∆1/t1. For values

of ∆1/t1 = 0, 0.5, 1, 2, the diagrams in Fig. 13 (a)-(d) are obtained.

Remarkably, the number of pairs of Dirac cones in this model can be shown to be related to the

topological properties of the 1D model. To see why this is the case, think of the momentum δ as a tunable

parameter, which is likely to be the case for a realistic implementation of the cAA model. If this is so, a

massless Dirac cone occurring in the model corresponds to the band gap closing whenKD = (k, δD(k))

is approached. For this reason, it becomes very useful to consider a winding number as a function of δ,

such that each particular physical implementation of the cAA model has its own W (δ). Due to the

presence of chiral symmetry, the Hamiltonian matrix can be brought into the form

H(k) =

 0 q(k)

q∗(k) 0

 , (4.11)

and the winding number can be defined as

56



Figure 13: (a)-(d): Phase diagrams for the number of Dirac cones NDC as a function of the models

parameters measured relative to t1. In (c), the line ∆2 = t2 corresponds to a situation where the bands

touch not only at specific points, but rather along a full line, at δ = 0 and for any value of k, such that

the model actually is in a topological nodal line semimetal phase. (e) Band structure of the cAA model

showcasing the existence of 4 Dirac cones occurring for the parameters t1 = t2 = 1,∆1 = 0,∆2 = −3.

(f) Trajectories of the Dirac cones for k = 0 (continuous line) and k = π (dashed line), as a circle is

traversed in the parameter space as indicated in (c). Note that each line represents the trajectory of

two distinct Dirac cones, one above and one below δD = 0 in the plot. The hopping amplitudes are

parameterized with ∆2 = 2 cos θ and t2 = 2 sin θ, and θ is varied from 0 to 2π. Several Dirac cone

mergers are observed as θ is varied both at k = 0 and k = π.
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W (δ) =

∫ 2π

0

dk
∂

∂k
log q(k, δ). (4.12)

The reason one may be interested in such a quantity, besides the fact that it signals the presence or

absence of a zero-energy edge mode at each δ is the fact that points at which a transition fromW (δ) = 1

to W (δ) = 0 or vice-versa are precisely the points at which massless Dirac cones occur. An analytical

computation of the winding number from Equation (4.12), yields

W (δ) = Θ (|t1 +∆1 cos δ| − |t2 +∆2 cos δ|) , (4.13)

as could be anticipated from the topological properties of a standard SSH model as described in Chapter

2. Now, the parity number of pairs of Dirac points, N2DPmod 2, can be counted by looking at whether

the Winding number is the same when δ = 0 and when δ = π. One considers, in particular, the

Winding number at δ = 0, since the Dirac cones always come in pairs, due to the Fermion doubling

theorem [155, 156, 157], and furthermore are always located symmetrically around this point. Hence, if

the Winding number is the same at δ = 0 and δ = π then it must have changed an even number of

times between these two values of δ, leading to an even number of pairs of Dirac points. Otherwise, if it is

not the same, it must have changed an odd amount of times, leading to an odd number of pairs of Dirac

points. The result is the simple formula

N2DP mod 2 = |W (π)−W (0)|. (4.14)

Furthermore, the total number of of Dirac cones NDP in the Brillouin zone can be counted by summing

over changes along the entire range of δ. In particular, since the winding number varies as a series of step-

functions, taking the derivative along δ will yield a series of Dirac-delta functions. If these delta functions

are integrated over, each one contributes with unity, and it becomes possible to count the number of times

such changes occur. The result is

NDP =

∫ 2π

0

dδ

∣∣∣∣ ∂∂δW (δ)

∣∣∣∣ . (4.15)

These considerations can also be applied to ribbons of familiar 2D materials such as graphene, and some

analogies between the cAA model and Zigzag ribbons of graphene are given in Appendix D, providing an

alternative topological description of the emergence of zero energy edge states in these configurations.

For now, in order to demonstrate the practical application of the aforementioned formula (4.15), phase

diagrams have been computed for the model, as depicted in Figure 13 (a)-(d). The diagrams clearly indicate
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that the count of Dirac cones consistently falls into one of three possibilities: 0, 2, or 4, regardless of the

parameter values. Indeed, these diagrams, along with Fig. 13 (f) make it clear that it becomes possible

to induce a transition from a state characterized by the presence of an energy band gap to one featuring

a gapless state with Dirac cones. The genesis of Dirac cones will have observable effects, even when the

system is projected down to physical space, particularly concerning edge states in the 1D physical model

when the AA hopping modulation is increased. A detailed exploration of this phenomena is presented in

the following section.

4.2 Coexistence of 1D and 2D topology at finite fields in the

cAA model

4.2.1 Topological marker approach to quasi-disorder

To study the effects of a magnetic field on the superspace 2D model in more detail, i.e. if one moves away

from the limit of slowly varying hopping modulations for the 1D physical system and the quasi-disordered

structure becomes relevant, a number of possible approaches present themselves, but none is as clean

as the analytic treatment provided in the previous section. The added difficulty stems from the explicit

breaking of translational symmetry of the 1D model. The standard toolkit for the IQHE could be applied

by analyzing the L ∈ Q case and the notion of the magnetic translation group [158], however, a simple

analysis of an incommensurate modulation remains, nonetheless analytically out of reach. For this reason,

a numerical method is implemented based on recently proposed topological markers for Dirac models and

quasicrystals which is capable of handling the problem in full. Two topological markers become relevant

for this discussion: The first is a winding number marker and the second is a quasicrystal Chern marker.

Since the cAA is a Dirac model, both topological numbers are “different dimensional shadows” of the same

invariant known as the wrapping number as pointed out by von Gersdorff and Chen [159], the calculation

of which can be performed using a real space approach based on the idea of universal topological markers

[93]. Despite this unification, I will make use of this method only to compute the winding number marker.

I will rely the method of Chen [93] only for the winding number marker. This approach is based on the

construction of a 1D universal topological operator of the form

Ĉ1D(δ) = NDW [Q(δ)x̂P (δ) + P (δ)x̂Q(δ)] , (4.16)
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where genericallyND is a normalization factor, here simply unity, and W is a Pauli matrix which remains

unused in the Dirac model Hamiltonian: the σz Pauli matrix. P and Q are projectors into occupied and

unoccupied states.

P =
∑

E<EF

|nE⟩ ⟨nE| , (4.17)

Q = 1− P. (4.18)

For clarity, it is worth making the assumption that the cAAmodel is fermionic, which on the one handmakes

the concept of occupation of bands well defined, and on the other hand, sets the IQHE interpretation of the

superspace description on firmer ground, since this effect is often considered to be reserved for fermionic

models. Although this is not really the case, with Hofstadter models having been obtained for bosonic

systems as well [160], I nevertheless stick to the analysis of fermionic systems for clarity. Furthermore,

expected implementations in cold-atom systems or spin-systems rely on Fermions (electrons and Jordan-

Wigner fermions respectively). The use of fermions allows for a simple notion of occupation of states, as

these will always occupy the lowest energy available states up to the Fermi energyEF . Finally, in Equation

(4.16), x̂ is the position operator, which, as stated in Section 4.1, is assumed to have the same eigenvalue

for states localized within each of the two sites within the unit cell of the cAA model. The local winding

number marker at a given unit cell x of the model is then generically computed as the diagonal matrix

element of the topological operator

W (x, δ) = ⟨x| Ĉ1D(δ) |x⟩ ≡
∑
σ

⟨x, σ| Ĉ1D(δ) |x, σ⟩ , (4.19)

where σ indicates, generically, all internal degrees of freedom of the model. In the BDI case, σ = A,B

are simply the two sublattice types. The states |x, σ⟩ therefore contain the real position of each atom

within the unit cell, while |x⟩ states treat both sites as existing in the same position, by summing over

σ = A,B. The use of states |x⟩ and identification of the positions of both sites within each unit cell

is crucial here for the computation of the Winding number from the method of Chen. The Hamiltonian

HodAA(δ) of equation (4.1) is here interpreted merely as a disorder term, and even in the case where the

unit cell becomes effectively larger due to the periodicity of modulation, I always retain the summation to

be over the two sites corresponding to the unit cells of the unperturbed model. When a finite cAA chain

is considered, this winding number marker is expected to coincide with the winding number topological

invariant deep in the bulk, and decay near its boundaries. For this reason, due to the presence of spatial

disorder and for numerical stability, an averaging over a finite region R of size NR deep in the bulk is
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performed. Avoiding the edges in the average is crucial due to the decaying behavior of the topological

marker. In summary, the winding number invariant can be computed as

W (δ) =
1

NR
trR
(
Ĉ1D(δ)

)
=

1

NR

∑
x∈R

W (x, δ). (4.20)

Note that, in the cAA model, this topological invariant is computed purely from a single slice of the su-

perspace model at a fixed δ corresponding to one particular physical realization of the model. On the

other hand, to access the Chern number, the phasonic degree of freedom must come into play, and all

slices of fixed δ become relevant. The use of a 2D universal topological marker as proposed by Chen,

however, would be unwise, because the cAA model is actually only disordered in the physical 1D space.

A 2D universal topological marker is much better suited to the analysis of disordered 2D lattices such as

the ones described in Chapter 5. Thus, as an alternative, a recently proposed method originally due to

Sykes and Barnett [161] is employed.

This method is particularly suited for handling models like the AA models or other 1D quasicrystals. It’s

underlying insight is to interpret the phasonic degree of freedom δ as a function of time, δ(t) = 2πt/T ,

which allows one to think of the 1D chain as undergoing an adiabatic and T−periodic evolution. This

interpretation is made physical in the so-called Thouless pump, which is a quantized pump of charge from

one edge of a 1D chain to the other over the course of a period T [162]. The topological pump can

be directly observed when a 1D crystal is periodically driven by an external field, and it is topologically

protected by the 2D Chern number. By interpreting the phasonic degree of freedom as a quantity which

varies in time, regardless of whether it physically is, one can compute the topological pump due to an

effective adiabatic Hamiltonian [161], which can be calculated as

h(t) = i

[
∂P (t)

∂t
, P (t)

]
, (4.21)

This effective Hamiltonian induces an effective adiabatic evolution operator U(t) = exp (iht), and

P (t) = U †(t)PU(t) can be defined as the projector onto occupied states at time t. The local topolog-

ical quasicrystal marker [161] can, in turn, be defined as the expectation value of a topological operator

M̂1Q(δ), reading

M1Q(x, δ) = ⟨x| M̂1Q(δ) |x⟩

≡ ⟨x|P (t)U †(t)x̂U(t)P (t) |x⟩ . (4.22)

Much like in the case of the winding number marker, averaging over a region R deep in the bulk of the
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quasicrystal is necessary, and the trace reads M1Q(t) = trR
(
M̂1Q(t)

)
/LR. This quantity measures

the location of the Wannier center at time t. This Wannier center can be thought of as measuring the

average location of the eigenstate within each unit cell, and is related to Zak’s phase discussed in Chapter

2. It is a central quantity to the modern theory of polarization [61, 163]. The difference in position of the

Wannier center at time t0 and t0 + T gives the polarization change or charge transfer over the course of

a period. This difference is nothing but the 2D Chern number, and hence, setting t0 = 0 for simplicity, at

which time U(0) = 1, the invariant is defined as [161]

C =M1Q(T )−M1Q(0) (4.23)

Armed with these two topological invariants, C andW (δ), and the respective methods of computation in

real space, all tools are primed to characterized the topology of the cAA model. Some additional discussion

on the topological markers utilized in this and following sections is provided in Appendix E.

4.2.2 Topological invariants C andW

A simple way to illustrate the power of the quasicrystal topological marker is to compute the Chern number

for the cAA model as a function of the periodicity and Fermi energy of the model. For each value of b and

EF ,M1Q(0) = trR (P (0)x̂P (0)) /NR can be immediately computed, and afterwards the time evolved

projection operator P (t) can be obtained by slicing the period T into slices of size ∆t. Approximating

U(t +∆t) ≈ exp (−ih(t)∆t)U(t) at each successive interval, one can calculate the Wannier center

M1Q(t) = trR
(
P (t)U †(t)x̂U(t)P (0)

)
/NR, and iterating this procedure over one period, C can be

calculated using equation (4.23). Computing C for each b and EF reveals a striking illustration of a

colored Hofstadter butterfly [144].

Two examples of these colored Hofstadter butterflies, for topological insulating and topological semimetal

phases are provided in Fig. 14. When the 2D superspace model is in a semimetal phase, at charge neutral-

ity EF = 0, there is no trivial topological phase, and the Chern number jumps from C = 1 to C = −1.

This is analogous to the case of the half-integer quantum hall effect (HIQHE) in graphene. On the other

hand, when the superspace model is in an insulating phase, at neutrality, there exists a trivial topological

phase with C = 0. This is analogous to the integer quantum hall effect (IQHE) observed, for instance a

square lattice material, where only for a finite Fermi energy does the Chern number become nonzero.

Furthermore, the winding number topological marker clearly counts, for each value δ, the presence or

absence of the zero-energy edge mode even when b is a finite quantity. In particular, this allows counting

the number of Dirac cones using equation (4.15), in exactly the same manner as utilized for the vanishing
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Figure 14: Chern number calculated from the topological marker as a function of the periodicity b and

the Fermi Energy EF . The resulting plots produce a fractal image corresponding to a colored Hofstadter

butterfly, where the coloring indicates the value of the Chern number, and the blue lines indicate the energy

levels. (a) Semimetal phase, with parameters t1 = t2 = ∆1 = 1 and ∆2 = 1.5. (b) Insulating phase

with t1 = t2 = ∆1 = 1 and∆2 = 0.5. The presence of the zero-energy modes in panel (b) is indicative

of the presence of non-trivial 1D topology, described by a winding number W (δ) = 1. Although this is

not visible in panel (a), these states can also exist at zero energy for the semimetal phase, but they are

not present for all values of modulation shift.
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field limit.

The limit of incommensurate perturbations, found, for instance, in the case when b approaches the

inverse golden ratio b → 1/τ , can be understood by considering the behavior of successive rational

approximants to the incommensurate periodicity. As b → 1/τ , for example, the number of massless

Dirac cones is generically increased, and these nodes become denser in the Brillouin zone. At first, for

1/b = p/q the number of Dirac nodes increases as 2q. As 1/τ is approached, the numerical method

for counting these nodes becomes more costly due to a larger sampling of points along δ being necessary

to correctly find all transitions of winding number. For finite and rational values 1/b = p/q of the field

appears to always be given by 0, 2q or 4q if q is small compared to the chain’s size, and this can be

observed in Fig. 15 (a)-(d).

For infinite chains, this behavior could continue ad infininitum, with the bands turning into perfectly flat

and gapless quasibands in the limit of infinite unit cell and system size. However, for a chain of finite size,

as q become large, the system’s edges also become relevant, leading to a departure from the seemingly

observed behavior of the number of 2q Dirac nodes, instead stabilizing at some finite value. This is clearly

observed in Fig. 15 (e). Let Fib(i) denote the ith Fibonacci number. Comparing the curves which give the

number of Dirac cones with the 2q = 2Fib(i), it is clearly seen that this number saturates near the size

of the system, i.e. when 2q ∼ N . It begins deviating from the expected behavior slightly earlier, when

finite size effects come into play and a few unit cells become comparable with the chain’s size.

The topological markers can now be used to explicitly showcase the coexistence of 1D and 2D topology

in the cAA model, by computing both invariants for some parameter values. An example calculation is

performed in Fig. 16, where phases of type (C,W ) = (0, 1) , (±1, 1) , (±2, 1) , (±3, 1) and (±1, 0)

are found. As can be clearly seen in this figure, the Chern number counts the number of in-gap edge

states for all possible values of δ. Note that even though a Chern number exists and this bulk-boundary

correspondence is verified in the superspace model, the number of 1D edge modes which occur within a

particular energy gap of a physical realization of the cAA model is not in direct correspondence with this

Chern number. The 2D topological invariant merely points to how many edge states can occur at the edge

of the chain when the odAA modulation is shifted relative to the lattice.

Finally, intuition about this model can be gained by drawing an analogy to an extremely well understood

model, namely as the graphene lattice. By picking a small modulation, for instance 1/b = 1/2001, and

computing the wave-function of edge states for certain values of δ, much like in the case of graphene

ribbons with Zigzag edges. The spectrum is immediately reminiscent of the HIQHE, with Dirac cones

flattening out at a finite energy. In both settings, the zero-energy edge mode transform into Landau-level
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Figure 15: (a)-(d). Number of Dirac nodes calculated from the method relying on the 1D winding number

for finite b and fixed ∆1 = 0. For each of the phase diagrams, successive approximants to the golden

ratio τ =
(
1 +

√
5
)
/2 are utilized as the inverse field. Explicitly, b = 1, 2, 3/2 and 5/3 are used. (e)

Growth of the number of nodes as better approximants are utilized. For finite chains, the number of Dirac

cones appears to attain a maximum value and then stabilize at a smaller amount. The colored curves

correspond to different system sizes. Increasing this size shifts the point at which the number of Dirac

nodes stabilizes.
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Figure 16: (b) and (e): Energy spectrum for the cAA model with a commensurate b = 1/3 and incom-

mensurate b = 1/τ periodicity, and the same parameters utilized in Fig. 12. (a) and (d): Chern numbers

calculated using the topological marker. For both cases, the Chern number correctly predicts the amount

of localized edge states which can simultaneous occur in each gap. When it is calculated for a value where

energy bands are present, the Chern marker is not quantized, and fluctuates within the areas highlighted

in light red. (c) and (f): Winding number calculated using the topological marker. For both cases, the

winding number correctly predicts the existence of doubly degenerate edge modes at zero energy. When

W (δ) = 0, no such states are present, and the edge modes move into the bulk. Shifting EF and δ, sev-

eral phases (C,W ) = (±1, 0) , (±1, 1) for the b = 1/3 and (C,W ) = (±1, 1) , (±2, 1) , (±3, 1)

for b = 1/τ .
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Figure 17: (a) Emergence of Landau levels in the cAA model in a topological semimetal phase with two

Dirac cones. The parameters t1 = t2 = ∆1 = 1 and ∆2 = 0.5 are utilized in a chain cAA chain

with 600 atoms, and a periodicity or field b = 1/2001. (b)-(g): Evolution of the doubly degenerate edge

mode into a pair of non-degenerate Landau level edge state. The chiral symmetry initially ensures that the

wave-function has support in a single sublattice. By the time the degeneracy is lifted, the wave-function

acquires support in both sublattices but with distinct envelopes. (h) Winding number invariant, matching

the presence of doubly degenerate edge modes as a function of the modulation shift δ.

edge states when k passes through the location of a Dirac cone. Additionally, the characteristic square

root dispersion of the Landau levels observed in the HIQHE effect of graphene is also present in the cAA

model. These similarities are showcased in Fig. 17, together with the useful winding number invariant,

which has the value of unity while the model hosts degenerate zero energy modes, and becomes zero

after the degeneracy is lifted by shifting the modulation. This analogy goes a bit further, since graphene

could be thought of as a particular case of the cAA model. This is discussed in Appendix D.

The coexistence of 1D and 2D topology in the cAA model is perhaps the most fascinating result for

this chapter, and quite remarkably, much like other previously studied topological quasi-crystals, an exper-

imentally feasible implementation of the cAA should be possible with currently accessible technologies.

Photonic crystals could be used, where the hopping modulation could be achieved by controlling the spac-

ing between distinct fiber optics [140]. In this setting, minimal changes to the way waveguides are spaced

are necessary to realize the cAA model. Besides this one, many other alternatives exist, such as quantum
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simulators, using, for instance superconducting qubits [164], or other types of quantum computational

devices could be used.

Other proposals could include the aforementioned twisted graphene vdW heterostructures with ad-

sorbed hydrogen atoms to realize odAA-type modulations in spin systems. Turning such systems into cAA

models could be a case of carefully tuning the adhered atom’s positions, or even using twisted trilayer

heterostructures, with each additional layer responsible for modulations of different periodicity. One such

layer could be responsible for the SSH part of the model, and the other for the odAAH part. Finally, the

realization of the cAA model in the context of spin systems could also be implemented in cold-atom trap

simulators which have, in the past, been used to simulate and study AA-type models [165, 166].
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Chapter 5

Dilution, topology, and future work

Replacing magnetic atoms by other types of either magnetic or non-magnetic atoms is a well known

approach for modifying the magnetic properties of a pristine system [167, 168, 169]. When non-magnetic

atoms substitute some of the original magnetic atoms, the magnetization diminishes and the spectrum of

the magnons is renormalized by the concentration of the nonmagnetic atoms. From a theoretical point of

view, the aforementioned substitution is formally equivalent to site dilution. This will be the main concern

of this chapter and is the final form of disorder I will cover in this thesis. The primary objective will be to

investigate the effects of dilution on the band-structure of a 2D honeycomb ferromagnet with a DMI. To

this end, It is an important goal to employ and develop a strategy that addresses the topological properties

of dilute spin systems.

The theoretical study of dilution, like any type of disorder, is hindered by the breaking of translational

symmetry, which renders the usual condensed-matter techniques of diagonalization in the reciprocal space

unusable. Indeed, for a dilute magnetic system the concept of energy bands becomes undefined, due to

the breaking of translation symmetry. Due to the added difficulty in the available methods, the study of

spin-wave stability and the finding of critical concentrations was the subject of much attention during the

60s and 70s. Systems where a single impurity is present in a Heisenberg ferromagnet were studied first

[170, 171], followed by studies of systems with a low impurity concentration [172]. Variational approaches

also appeared, which allowed the study of the stability of spin-waves [173, 174]. The first Green’s function

techniques for the spin-wave theory of dilute ferromagnets were developed by Kaneyoshi [175], and later

expanded on by Edwards and Jones [176]. A simplification of the formalism of Edwards and Jones was

then developed by Matsubara [177] following the pioneering work of Yonezawa and her development of the

coherent potential approximation (CPA) [178, 179]. The Yonezawa-Matsubara CPA provides a method to

analyze the type of non-local disorder which emerges in the dilution of Heisenberg ferromagnets in terms of

Feynman diagrams. Simpler CPA methods have also been considered in the past, including the so-called

single-site CPA, which models disorder as a local potential [180], and single-bond CPA [181, 182, 183,
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184], as well as other hybrid approaches [185], which keep the non-local disorder at the level of nearest

neighbors. A review of several distinct CPA methods was provided by Elliott et. al. [186], and a good

summary is presented in a recent paper by Weiss et. al. [187]

Somewhat more recent work has been done by Bouzerar and Bruno [188], which combined the CPA

with the random phase approximation (RPA), handling finite temperature effects together with dilution, as

well as Buczek et. al. [189], which generalized the Yonezawa-Matsubara CPA to the case of composite

lattices with more than one atom per unit-cell and to account for substitutional disorder with more than

one species of atoms, thus being suitable for the honeycomb lattice of the DMCI.

In previous studies, it has been shown from ab-initio methods that a trivial insulator can become a

topological insulator by introducing vacancy-type disorder into the system [190]. In the same vein, and as

a gentle introduction into dilute systems, I will show how diluting a lattice to which a 1D FMSSH model is

coupled can lead to such a phase transition. For this I will describe a simple numerical approach reliant

on topological markers. Here, a future perspective of analyzing the effect of phonon dynamics within the

dilute lattice is opened up, and left for future work.

Also using topological markers, a comparison is drawn between the dilute DMCI and the dilute Haldane

model, where although the two systems are in direct correspondence in the pristine undiluted case in

the thermodynamic limit, removing atoms results in qualitatively different behavior and phase transitions

between the two. This numerical approach predicts a topological to trivial phase transition well above the

classical percolation threshold, but interestingly, well below the point where the excitation gap is closed.

Furthermore, the nature of the transition is unlike the cases studied in previous chapters, as the transition

seemingly occurs in a smooth manner, consistently with an intermediate metallic gapless phase.

Finally, I will show that a CPA approach also predicts a transition from a DMCI topological phase to

a trivial phase if its honeycomb lattice is diluted. This perturbative self-consistent method predicts that

the topological transition occurs at a concentration ctopo with a density of states consistent with a gapless

phase. This suggests that dilution results in the appearance of in-gap localized states for small amounts

of impurities, and only for a much larger critical concentration of non-magnetic atoms does dilution affect

topology directly, a phenomenology which is consistent with the numerical topological marker method.

The topological features of the DMCI are computed, for the CPA, following the methods of Wang [191],

where an effective topological Hamiltonian is constructed from the Green’s function at zero frequency. The

topological invariant of the DMCI model can then be extracted from this topological Hamiltonian using, for

instance, Fukui’s method [192]. The Green’s function used in this process can be obtained from any of

the methods outlined above, and I will focus on only the simplest: the single-site CPA. Despite the already
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interesting phenomenology recovered by the single-site CPA, more sophisticated approaches, such as the

diagrammatic Yonezawa-Matsubara CPA are expected to yield much more adequate results. Note that

in this final chapter, results are preliminary, but since this was a major focus for research during the

development of this thesis, they are included nonetheless. The aim of this chapter is to present the as

an introduction to the subject of dilution of 2D topological magnets, as well as discuss some tools and

methods relevant for this field.

5.1 Topological marker approach to dilution in 1D and 2D

5.1.1 FMSSH coupled to a dilute non-magnetic lattice

In order to understand how dilution may play a role in the manipulation of topological invariants, I will first

showcase a very simplified description of a FMSSH model coupled to a dilute non-magnetic lattice. In 1D,

dilution is in principle a fairly trivial phenomena if only NN hoppings are considered. This is because a

single dilute site breaks a chain into two chains which don’t interact with each other. That is to say, the

percolation threshold is immediately reached if a single atom is removed. By coupling a chain to a lattice

and focusing on the properties of the chain, one can avoid this problem by considering that only the lattice

is diluted. The effects of dilution on the topological properties of a toy quasi-1D model, can then effectively

be studied in such a way as to stay above the percolation limit of the chain itself. If an FMSSH model is

coupled to a non-magnetic lattice, the simplest way to proceed is to imagine that each magnetic atom in

the chain couples to two non-magnetic atoms in the lattice (see Fig. 18 (a)).

The rest of the lattice is ignored for simplicity. Despite its overly simplistic nature, such a toy model has

been used in the past to model the coupling between 1D magnons and lattice phonons. Since this section

is meant only as a demonstration of the possibility of using dilution to engineer topological properties,

phonon dynamics are ignored for now. The quasi-1D toy model is described by the Hamiltonian

H =
∑
i

(J1 + (αi,1 + βi,1) J
′
1) a

†
ibi + h.c.

+
∑
i

(J2 + (αi,2 + βi,2) J
′
2) b

†
iai+1 + h.c., (5.1)

where J1 and J2 play the role of the usual FMSSH intra- and inter-cell exchange interactions, and where

J ′
1 and J ′

2 are additional contributions to the exchange mediated by the non-magnetic lattice atoms. Each

pair of NN atoms in the FMSSH chain, is coupled to two such atoms in the lattice. These atoms are, for
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Figure 18: (a) Schematic illustration of the pristine quasi-1D FMSSH model. (b) Dilute version of the

model. Red and blue circles with arrows form the magnetic SSH model, while white circles represent

non-magnetic lattice atoms coupled to the FMSSH model. Diluting the non-magnetic lattice amounts to

randomly removing a certain percentage of lattice atoms, resulting in a change in the effective exchange

coupling between magnetic atoms (pink and teal arrows). (c)-(d) Topological marker calculation of the

topological invariant (blue line) and analytical calculation of the invariant (dashed red line). (c) Dilution

induced Trivial-topological-trivial phase transition using parameters J ′
1/J1 = 0.5, J2/J1 = 1.5, J ′

2/J1 =

−2 (d) Dilution induced trivial-topological phase transition J2/J1 = 1.5, J ′
2/J1 = J ′

1/J1 = −2. (e)

Phase diagram of the quasi-1D dilute FMSSH model for parameters J2/J1 = 1.5, J ′
2/J1 = −2.
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simplicity assumed to be arranged in two chains labeled by α and β. The variables αi,1, βi,1 and αi,2, βi,2

are random variables which can take the values 0 and 1. These variables play the role of introducing dilution

in the model. For instance, if αi = 0, the atom in the α−chain connecting the atoms in lattice site i does

not contribute with an effective exchange. On the other hand if the atom is not diluted, then αi = 1. For

a certain concentration of lattice atoms c, on average ⟨αi,1⟩c = ⟨αi,2⟩c = ⟨βi,1⟩c = ⟨βi,2⟩c = c. Thus,

averaging over the possible dilution configurations for a fixed non-magnetic atom concentration, one can

construct a Hamiltonian

⟨H⟩c =
∑
i

(J1 + 2cJ ′
1) a

†
ibi + h.c.

+
∑
i

(J2 + 2cJ ′
2) b

†
iai+1 + h.c., (5.2)

and the topological invariant corresponding to the Z-valued winding number can be computed for the

average system as ⟨W ⟩c = Θ(|J2 + 2cJ ′
2| − |J1 + 2cJ ′

1|). Thus, it becomes clear that depending on

the relative values of J1, J2, J ′
1 and J ′

2, several interesting phenomena can occur. It is possible to express

the Hamiltonian’s parameters relative to J1, or simply fix J1 = 1. Transitions between topological and

trivial phases occurs at |1 + 2ctopoJ
′
1/J1| = |J2/J1 + 2ctopoJ

′
2/J1|, or solving for the concentration

ctopo =
1

2

1± J2/J1
J ′
2/J1 ± J ′

1/J1
. (5.3)

Fig. 18 showcases some phase transitions as predicted by this equation. This simple toy model showcases

how dilution can be used to tailor topological spin-systems, as reentrant behavior in the winding number

is observed, with disorder driven trivial to topological transitions occurring. Nevertheless, the magnetic

system is never actually diluted, with this kind of system experiencing it in an indirect “off-diagonal” manner.

The direct dilution of a spin system, with magnetic atoms being replaced by non-magnetic ones is discussed

in the following section.

5.1.2 Dilute Dirac magnon Chern insulator

The previous section showcased an example of dilution in a quasi-1D model consisting of a FMSSH model

coupled to a non-magnetic lattice. Here, I will describe another, perhaps more interesting case of a

topological spin system subject to dilution, namely, the dilute DMCI. Such a system will be the focus of the

remainder of this chapter. I will now describe how the diluted system is numerically simulated, and using a

depth-first search algorithm a dilute sample of finite size is divided into clusters. I will then showcase how
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topological markers can be used to compute the Chern invariant for the dilute system, and averaging over

configurations I will estimate using this numerical approach, the critical concentration ctopo of magnetic

atoms, above which the system is in a topological phase, with Chern invariant C = 1, and below which

the system is in a trivial phase with Chern invariant C = 0.

The first step in numerically simulating a dilute honeycomb lattice, is to generate a random set of

Boolean variables ηα=A,B
i = 0, 1 in order to account for the dilution. This occurs in the same manner

as the quasi-1D FMSSH model described in the previous section, where the Hamiltonian can be written

at the cost of such variables. In case a certain atom at site i in sublattice α is non-magnetic or diluted,

then ηαi = 0, killing off the interaction from the Hamiltonian. To model the DMCI, let us consider only NN

interactions, and a DMI, such that the dilute Hamiltonian reads

H =− J
∑
⟨i,j⟩

ηAi η
B
j Si · Sj

− JDM

∑
⟨⟨i,j⟩⟩

ηAi η
B
j ẑ · (Si × Sj) . (5.4)

The model, can, as usual be written in terms of HP operators, yielding a somewhat different expression

from the usual Haldane model. In particular, the Sz
i components of the NN FM interaction term yield a

on-site energy term which depends on the ηαj variables of its nearest neighbors, and a summation cannot

be performed as in the case of the pristine DMCI. The Hamiltonian in real space reads

H =− JS
∑
⟨i,j⟩

(
ηAi η

B
j a

†
iai + ηBi η

A
j b

†
ibi

)
− JS

∑
⟨i,j⟩

ηAi η
B
j a

†
ibj + h.c.

+ iJDMS
∑
⟨⟨i,j⟩⟩

νij

(
ηAi η

A
j a

†
iaj − ηBi η

B
j b

†
ibj

)
+ h.c. (5.5)

To numerically simulate an N × N lattice, one generates two N × N Boolean matrices corresponding

to the variables ηAi and ηBi with the lattice variable i = (x, y) running over the matrix entries. A more

challenging aspect of the resulting system is that spin-waves, and for that matter, long-range magnetic

order, can only exist only if spin excitations can percolate throughout the lattice. This means that one must

find, in the thermodynamic limit N → ∞ a cluster of infinite size of magnetic atoms, held together by

NN and NNN bonds. For this reason it is important to divide the N ×N lattice into clusters, and for this

a depth-first-search algorithm is employed. The algorithm is as follows:
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1. Initialize the two random matrices containing ηAi and ηBi with a concentration of values ηαi = 1 of

c

2. Initialize an empty list of clusters

3. In the list of clusters, initialize an empty cluster

4. Initialize an empty queue or stack of sites to check

5. Add at a certain site to the queue indexed by the position and sublattice (x, y, α)

6. Check if it has been visited or ηαi = 0. If either is true, pick another site.

7. If it the site has not yet been visited, and ηαi = 1 add it to the cluster, add its NN and NNN sites to

the queue, mark it as visited, remove it from the queue and move back to step 6.

8. When the queue is empty once again, check if all sites of the cluster are NN or NNN to sites in

another cluster. If so, merge the two clusters. If not, add the cluster to the list of clusters

9. Move back to step 5.

10. Repeat until all sites are visited, and return the list of clusters.

The result from the application of this algorithm is a list of clusters spanning the entire N × N lattice.

These clusters can be counted, and in particular, the cluster of maximum size can be analyzed. The

analysis of the topological properties of spin-waves in the dilute lattice is restricted only to this largest

cluster, and only concentrations above the percolative threshold are considered.

Of course, since only finite clusters without translation symmetry are considered, reciprocal space

methods for computing topological invariants are not suited to the approach presented here, and for this

reason, much like in the case of the dilute quasi-1D FMSSH model, topological markers are utilized. As

described in the Appendix E, the correct real space topological operator for the DMCI is the Chern marker

Ĉ = 2πi [Qx̂P ŷQ− Px̂QŷP ] . (5.6)

The operators P and Q are obtained from numerically computed eigenstates, using the Python tight-

binding package PyBinding [193]. Finally, two averaging procedures are necessary. The first is the usual

trace over states deep in the bulk of the system over a region R, yielding C = trR
(
Ĉ
)
/NR, and

additionally, a configurational average is necessary, summing over different configurations of dilution with

the same concentration c. Such an average produces the averaged topological invariant ⟨C±⟩c, in which
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Figure 19: (a) Examples of dilution of the honeycomb lattice. The blue line maps the average number of

atoms within the largest cluster LC normalized by the number of atoms in the pristine lattice 2N2. A size

ofN×N = 50×50 is picked, and an average over 100 configurations of vacancy positions is computed.

Examples of the largest clusters are given for concentrations of magnetic atoms c = 0.75, 0.5 and 0.25.

The size of the largest cluster decreases linearly at first, with a sharp drop occurring near the percolation

threshold. (b) Density of states of the dilute Haldane model as a function of the dimensionless energy

ω = ε/t1 normalized over the strength of NN hopping strength. Particle-hole maintained for arbitrary

dilution. (c) Density of states of the dilute DMCI. Particle-hole symmetry is broken for finite samples, and

this breaking is exacerbated by the presence of dilution.

one can observe a topological phase transition. Other properties can be calculated numerically, and in

particular, the density of states (DoS) ρ(ω) can be obtained using PyBinding. Here, the key difference

between a dilute electronic Haldane model and the dilute DMCI becomes very relevant, as the effects of

dilution on the DoS is qualitatively different. The differences are illustrated in Fig. 19 (b)-(c). Common

to both cases is the smoothing of the van-Hove singularities in teh DoS. In the case of the dilute Haldane

model, the DoS is symmetric around zero, spanning from ω = ε/JS = −z to ω = ε/JS = z. In

the pristine lattice, z = 3, and as dilution is increased, a peak emerges at zero energy, and symmetry

around the zero energy is conserved as the peak expands and eventually closes the energy gap. On the

other hand, in the DMCI, the DoS is located between ω = 0 and ω = 2z in the pristine case and in

the thermodynamic limit N → ∞. This is because of the on-site energy term which shifts the DoS

onto positive energy in the pristine lattice. Even if only the pristine case is analyzed, for a finite lattice,

the onsite energy term makes the density of states different between the Haldane model and the DMCI,

as in the border of the system, the neighbor count for atoms placed at the edge is reduced, leading to

states of negative energy becoming populated. The features should decrease in relevance as O (1/N)

corresponding to the ratio between contribution of sites in the bulk, which is equivalent to that of any

site in the thermodynamic limit, and the perimeter, which contributes with lower onsite energies. In any
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Figure 20: (a) Average Chern number ⟨C+⟩c for the dilute DMCI with Haldane mass M =

(Jz
A − Jz

B)S/2 and several system sizes. (b) Phase diagram as a function of concentration and Hal-

dane mass and magnetic atom concentration c for the Haldane model. (c) Similar phase diagram for the

DMCI.

case, these effects break the “particle-hole” symmetry of the DMCI, which is simply the symmetry of the

DoS around the middle of the energy spectrum (ω = z in the pristine case). Furthermore, as dilution is

increased and the number of NN spins to each site is reduced, more and more negative energy states are

occupied. Of course, this points at an instability of the spin system under dilution, however, to stabilize

it, many approaches can be used. A possibility is to apply a magnetic field, shifting the energy spectrum

globally to positive energies. Similarly, the use of an anisotropic Jz > Jx,y can play the same role, of

shifting the DoS such that only positive energy states are occupied.

Unlike in previous discussions, the behavior of the topological invariant is not as direct as one might

expect. Indeed, the topological invariant starts with the value ⟨C±⟩c = ±1 in the case of the pristine

lattice, and also, it reaches the value of ⟨C±⟩c = 0 for a concentration c ≈ 0.7 in the case of the

Haldane model and around c ≈ 0.8 for the DMCI. However, unlike in previous discussions, it appears

to become non-quantized in an intermediate phase, extending since the moment a few impurities are

introduced up until the point where the topological invariant becomes zero. For the dilute Haldane model,

as the Haldane mass is increased, the transition appears to become sharper, as evident in Fig. 20 (c),

however the transition to a trivial phase also occurs for a lower concentration of impurities.

Together with the density of states, which fills the gap for a very small amount of dilution, this points to

an intermediate gapless or metallic phase, wherein the topological invariant becomes ill defined. Further-

more, as the system size is increased, the transition becomes sharper around the critical concentration.

Note, however, that even when the topological invariant becomes zero, the system is in a gapless phase.

To better understand these results, a Green’s function based approach is employed in the following section

77



.

5.2 The Coherent Potential Approximation for topological spin

systems

5.2.1 The CPA, and topology from Green’s functions

The coherent potential approximation (CPA) is a methodology, or rather, a collection of methodologies,

developed to handle substitutional disorder in alloys. It has been successfully applied to many electronic

systems and spin systems, and despite missing key features of localization even in its more sophisticated

diagrammatic forms, due to several of the usually employed approximations, it proves to be extremely use-

ful when dealing with these kinds of disorder. Dilution of spin systems is, of course, a form of substitutional

disorder where magnetic atoms are substituted for vacancies, and thus, the CPA is a useful tool. The CPA

is based on the theory of Green’s functions (GF), and essentially comprises a self-consistent computation

of the GF.

This GF is a tool often used in perturbative calculations to determine properties such as the energy

spectrum, density of states, excitation lifetime and many other properties of interacting systems. In this

case, only the retarded variant of the GF shall be employed. Consider a DMCI described by the usual

Hamiltonian

H = −JS
∑
⟨i,j⟩

(
a†jbi + b†iaj − a†iai − b†jbj

)
+ 2JDMSi

∑
⟨⟨i,j⟩⟩

νij

[
aia

†
j − bib

†
j

]
. (5.7)

The (retarded) GFs are defined as

GAA
ij (t) = −iΘ(t)

〈〈[
ai(t), a

†
j(0)

]〉〉
, (5.8)

GAB
ij (t) = −iΘ(t)

〈〈[
ai(t), b

†
j(0)

]〉〉
, (5.9)

GBA
ij (t) = −iΘ(t)

〈〈[
bi(t), a

†
j(0)

]〉〉
, (5.10)

GBB
ij (t) = −iΘ(t)

〈〈[
bi(t), b

†
j(0)

]〉〉
, (5.11)

whereA andB represent the sublattices of honeycomb lattice, i and j run over the lattice sites, and t is a

time variable. The interpretation of the GF is thatGαβ
ij (t) measures the probability of finding an excitation
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in the α−sublattice at site i and time t, if an excitation is created at t = 0 in the β−sublattice at site

j. In the expressions for the Green’s function the double bracket ⟨⟨. . . ⟩⟩ signifies an average over the

ferromagnetic ground state or a thermal average, in case T > 0, to be distinguished from a bracket ⟨. . . ⟩c
which denotes the configurational average. This quantity is unknown from the outset if to the Hamiltonian

a generic perturbation V is added, and the role of the GF formalism is to provide a way to handle such a

perturbation.

Dilution can be simulated in a variety of ways, one of which is by letting a magnetic field of infinite

intensity pointing in the ẑ direction act in a random configuration of lattice sites. Such a magnetic field

freezes the spins at the affected sites in place, and renders propagation of spin-waves through them

infinitely costly. Thus, from the point of view of spin-wave dynamics, it is as if the affected sites are

non-magnetic or diluted. Let V be understood as playing the role of a magnetic field acting in a single site

V = −BSa†0a0, (5.12)

In the absence of V , the GF can be computed exactly as described in the Appendix F using an equation

of motion approach. Grouping the GFs into the form of a 2 × 2 matrix with entries corresponding to

the different sublattices, for the pristine system, and upon Fourier transforming to the frequency ω, and

momentum k domains, one finds

[
G0

k(ω)
]−1

=

G0AA
k (ω) G0AB

k (ω)

G0BA
k (ω) G0BB

k (ω)

−1

=

ω − JSz + 2iJDMSzξ(k) JSzγ(k)

JSzγ∗(k) ω − JSz − 2iJDMSzξ(k)

 . (5.13)

Note here that for simplicity we use a frequency ω = ε/t1 corresponding to a dimensionless energy

divided by the NN hopping strength. The above equation (5.13) is defined at the cost of the structure

factors γ(k) and ξ(k) written as

γ(k) =
1

z

3∑
i=1

e−ik·δ, (5.14)

ξ(k) =
1

z

3∑
i=1

sin (k · ai) , (5.15)

Taking the perturbation V into account, a similar equation of motion approach can be shown to yield a

matrix equation
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G−1
0 G = 1+ V G, (5.16)

whereG−1
0 is the pristine GF, and whereG is the full unknown GF. This equation is often called the Dyson

equation, and the usefulness of GFs stems precisely from the ability to solve this equation perturbatively,

and often with recourse to diagrammatic methods. In this work, I will solve the Dyson equation self-

consistently by making use of an approach called the single-site CPA. Within this single-site CPA, the GF

is determined by imposing the self-consistency condition that in an effective medium material which is

averaged over dilution configurations, substituting a single averaged site with an impurity, i.e. acting with

V should result in no additional scattering on average. To quantify this, a quantity called the CPA self-

energy, ΣCPA, is introduced. ΣCPA is defined in such a way that subtracting it from the unperturbed GF

yields the averaged GF

(
G−1

0 − ΣCPA

)
= ⟨G⟩−1

c . (5.17)

Using this relation, one can write a Dyson equation for the full Green’s function, where the configurational

average ⟨G⟩c plays the role of G0, and where V − ΣCPA plays the role of the perturbation

G = ⟨G⟩c + ⟨G⟩c (V − ΣCPA)G. (5.18)

To quantify the scattering induced by V , it is usual to define a quantity called the T -matrix, which is defined

by the equality

(V − ΣCPA)G = T ⟨G⟩c . (5.19)

It is worth noting that in the CPA, the self-energy ΣCPA ≡ ΣCPA(ω) is assumed to be only a function of the

frequency, and thus diagonal in the momenta. At the cost of the T−matrix, the Dyson equation can be

rewritten as

G = ⟨G⟩c + ⟨G⟩c T ⟨G⟩c , (5.20)

and taking the average on both sides yields ⟨G⟩c = ⟨G⟩c + ⟨G⟩c ⟨T ⟩c ⟨G⟩c . From this equation the

self-consistency condition reads as ⟨T ⟩c = 0. In other words, the average of the scattering produced by

replacing a single site with an impurity, is zero. In general, it is customary to assume that two types of

atoms ξ and ζ are present, since the CPA is a framework for substitutional disorder. Let these different

types be described by T -matrices tξ and tζ , and let these be subject to generic perturbations Vζ and
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Vξ such that the self-consistency condition reads ⟨T ⟩c = (1− c) ⟨tξ⟩c + c ⟨tζ⟩c = 0, where ξ is

assumed to correspond to magnetic, and ζ to non-magnetic atoms. Explicitly, in momentum space, the

self-consistency condition can be written as

〈
tξ/ζ
〉
=
[
Vξ/ζ − ΣCPA(ω)

](
1− 1

N

∑
q

⟨Gq(ω)⟩c
[
Vξ/ζ − ΣCPA(ω)

])−1

, (5.21)

The dilution limit of the substitutional disorder corresponds to taking Vζ = 0 and Vξ → ∞, corresponding

to the case of or freezing spins of type ξ, which, again, are the ones assumed to be substituted by non-

magnetic atoms. The resulting self-consistency condition can easily be simplified to

ΣCPA(ω) = − (1− c)

[
1

N

∑
q

⟨Gq(ω)⟩c

]−1

. (5.22)

Notice, in particular, that the this can be written as an equation where the self-energy depends on itself,

and hence why it is called a self-consistent condition

ΣCPA(ω) = − (1− c)

[
1

N

∑
q

(
G−1

0,q(ω)− ΣCPA(ω)
)−1

]−1

. (5.23)

Solution proceeds by providing this equation with an initial guess for the self-energy and computing a new

value from this guess. Iterating this procedure until the self-energy converges to a fixed point enables the

calculation of the average GF as ⟨Gq(ω)⟩c = G−1
0,k(ω)−ΣCPA(ω). As stated, from this GF, most relevant

physical quantities relating to the average system can be recovered. Excitation energies correspond to

poles of the GF, and the density of states or the topological invariant can be recovered as the imaginary

part of the Green’s function

ρ(ω) = − 1

π

∑
q

ℑ
〈
Gq(ω + i0+)

〉
, (5.24)

where i0+ is a small imaginary quantity added to the frequency. The density of states, as predicted

from the GF is represented in Fig. 21. Unlike the numerical simulation, as dilution is increased, the CPA

does not correctly predict the peak appearing at the center of the energy spectrum, and instead states

appear close to the edges of the gap. Nevertheless, the gap becomes closed for a very small impurity

concentration, of around c = 0.95. Thus, despite the qualitatively different behavior, the gap closing at

fairly high concentration of magnetic vacancies is observed in the numerical simulation of the DMCI as

well.
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Figure 21: (a) Density of states for the honeycomb lattice for different magnetic atom concentrations within

the single-site CPA. As the concentration of magnetic atoms becomes lower, states begin filling the original

DMI induced gap, and for very high concentrations c = 0.9 the gap is already closed as can be seen in

the DoS. (b)-(e) Band structure given by the poles of detGq(ω) along the high symmetry points of the BZ:

Γ → K → M → Γ.

What remains, is merely the characterization of the band topology of the dilute system within the CPA

framework, and perhaps surprisingly, this characterization is also possible using the GF, as topological order

in interacting systems has been studied in the past, and methods using the GF have been developed,

generalizing the topological invariants to the case of interacting systems [194, 195, 191]. In fact, the

method of computing the Chern number from the GF is fairly simple. One often, proceeds by defining an

effective topological Hamiltonian for the interacting system.

For models which obey the Dyson equation, this topological Hamiltonian is defined as the inverse of

the full GF operator at zero energy, namely

H topo(k) =
[
G0

k(0)
]−1 − Σk(0), (5.25)

Gtopo(k) =
[[
G0

k(0)
]−1 − Σk(0)

]−1

. (5.26)

Note that both the Gtopo(k) and its inverseH topo(k) are codified by 2× 2 matrices, and indeed, a Dirac

matrix representation can be utilized for the Hamiltonian matrix. Using such a topological Hamiltonian

matrix, the Chern number can be computed using any standard reciprocal space approach, such as

Fukui’s method [192]. Employing such an approach within the CPA framework one finds familiar results
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Figure 22: (a) Chern number as a function of concentration of magnetic atoms as computed from the

effective topological Hamiltonian in the single-site CPA. (b)-(d) Band structure for the effective topological

Hamiltonian H topo(k). The gap of the effective model closes near ctopo ≈ 0.47 and reopens aafter this

critical concentration. Small values of the DMCI JDM/J yield sharper phase transitions .

regarding the topology of the model, when increasing dilution. First, the closing of the DMI induced gap

at a very high concentration. This transition does not change the Chern number for the magnon bands

from C± = ±1 to a trivial state with C = 0 right away, and instead this occurs only for a much lower

concentration ctopo ≈ 0.47. The effective band structure, and topological phase transition, showcased

in Fig. 22 seems to mimic the topological marker results and numerically agree with them fairly well,

despite a phenomenological disagreement in the way the gap is filled: Unlike the numerical approach,

the CPA predicts that the states appear at the edges of the DMI gap, closing it towards the center as the

concentration of vacancies is increased, and no peak in the center of the gap is predicted.

Nevertheless, it is quite remarkable that the single-site CPA approach is enough to capture some

features of the numerical calculation of the topological invariant, due to its overly simplistic nature. Indeed,

many important aspects are missed in this approach. The first is localization. Indeed, throughout this

thesis I have not really delved deeply into the theory of localization, even though it is quite relevant in the

properties of disordered and quasi-disordered systems. Analyzing the localization properties of the states

in the numerical simulation of the dilute DMCI may shed light on the type of transition observed in the

topological invariant. Additionally, cluster effects are completely ignored in the single-site CPA framework.

Approaches such as that of [188] enable a swift extension of the CPA to a Feynman diagrammatic method,
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whereas longer range interactions are considered in the self-consistent expansion. A class of diagrams

can be summed analytically to infinite order, and the self-consistent procedure can be carried out as well.

Some preliminary results not included here point to the fact that such approaches break the particle-hole

symmetry of the model for the square lattice, where the implementation of the diagrammatic methods

is much simpler. As observed in both the dilute Haldane and DMCI models, the breaking of particle-

hole symmetry is a very salient feature of the process of dilution. For this reason, it may be the case

that extending this method to the setting of the honeycomb lattice is a worthwhile pursuit, resulting in

better agreement between the phenomenology obtained using the numerical topological marker approach

and the semi-analytical CPA. In any case, the agreement between the two methods outlined in this chapter

already point to the fact that dilution can be used to manipulate the band-topological properties of magnons

in a DMCI, as both predict that dilute ferromagnets become topologically trivial well above the percolation

threshold.
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Summary of Results

As a conclusion to this thesis, I provide a short summary of the main results presented herein. In general,

I showcase throughout this work that spin systems are a rich platform for the realization of band topolog-

ical models. In particular, I focus on spin-wave or magnon models in 1D or 2D, spurred by the recent

discovery of 2D magnetic monolayer van der Waals materials . In 1D, emphasis is given to the SSH model

realized by staggered exchange integrals in a chain of magnetic atoms, further specifying to the case of

XY ferromagnetic interactions. In 2D, the Haldane model is studied, as realized in the magnonic context

via the introduction of a DMI.

In Chapter 3, a synthetic DMI is introduced in a honeycomb lattice via topological phases induced by

an electric field, based on pioneering work of Owerre [90, 91]. The main result of the chapter is that the

synthetic DMI can be further manipulated using straining [115]. The results are two-fold: If the honeycomb

ferromagnet is driven by an electric field and also uniaxially strained, around a magnitude of 15% strain

in the Armchair direction, a vanishing electric field is enough to invert the sign of the synthetic topological

invariant called the Floquet Chern number; On the other hand, if it is driven by an electric field of around

E0 ≈ 1 × 1013V/cm vanishing strain amounts can switch the Floquet Chern number. Such a switch

results in a revesal of the direction of magnon conduction at the edges, and thus, the latter senario or

a middle-ground with smaller electric fields and larger strain could be used to implement an all-strain

engingeering approach to topological spintronics and magnonics. This could occur, for instance, by de-

positing the topological ferromagnet atop a patterned substrate inducing localized strain and implementing

topology based devices.

In Chapter 4, I showcased a new toy model which I call the chiral Aubry-André (cAA) model. This is

a chiral symmetric quasicrystalline model generated by modulating SSH-type staggered hoppings with a

periodicity incomensurate with the lattice. This model simultaneously hosting a 1D and a 2D topological

invariant in a purely 1D topological quasicrystal [141, 140, 196]. The former invariant is a 1D winding

number owing to the chiral symmetric nature of the cAA model, and the latter is a 2D Chern number,

inherited by the superspace description of the quasicrystalline model. This result is the most relevant for
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this chapter, with additional results stemming from the topological properties of the model, such as the

possibility of counting the number of Dirac cones in the superspace description, and thus characterizing

metallic or insulating phases all in terms of the winding number invariant. This enables an understanding

and simulation in a 1D platform both the IQHE [77] characteristic of metals, and the HIQHE characteristic

of semimetals such as graphene [79]. Such cAA could be realized, for instance, in magnetic chains of

adsorbed to twisted graphene heterostructures [149] or in the context of photonic crystals [140].

Finally, in Chapter 5, I presented a study of the effects of dilution on the Chern number of the Dirac

magnon Chern insulator, i.e. of the substitution of non-magnetic impurities in I show that when the con-

centration of non-magnetic impurities is increased, the average Chern number becomes non-quantized,

resulting in an intermediate metalic phase before eventually reaching a trivial phase. Differences between

dilute Dirac magnon Chern insulators and the dilute Haldane model are highlighted. The transition to a

trivial phase occurs well after the topological gap is filled pointing to the metallic nature of this intermedi-

ate phase. The numerical approach is compared with a semi-analytical coherent potential approximation

(CPA) [179], which provides results compatible with the topological marker approach. This approximate

method surprisingly predicts some of the effects of dilution, namely, the gapless nature of the trivial to

topological transition. The CPA predicts a sharp transition in the topological invariant, however, at a critical

concentration of ctopo ≈ 0.47. The breaking of particle-hole symmetry is not correctly predicted and the

significantly lower numerical value of critical concentration of magnetic atoms predicted by the CPA points

to the fact that localization properties are missed, and that a more complete diagrammatic CPA theory

[177, 178, 179, 188, 189] could be utilized to build on these results.
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Appendix A
The algebra of spin operators

The Heisenberg Spin Model (HSM) is introduced in Chapter 1 as the basic model for spin systems. There,

I mentioned that it is built by placing a spin Si at each site of a d−dimensional lattice. The spin vector

operator is composed of the spin operators along the spin projections along three Cartesian axes Si =

(Sx
i , S

y
i , S

z
i ). The square norm of the operator is called the total spin operator and is of the form S2

i =

(Sx
i )

2 + (Sy
i )

2 + (Sz
i )

2. It has eigenvalues S (S + 1), where S is an integer or a half odd integer. This

eigenvalue is taken to be S = 1 for simplicity in most of the main text. As stated in Chapter 1, the simplest

interaction between two spins is given by the HSM

HHSM = −
∑
i,j

JijSi · Sj, (A.1)

where the sum runs over lattice sites indexed by i and j, and where Jij = Jji is symmetric and called

the exchange integral. The algebra of spin operators is described by the commutation relations

[
Sα
i , S

β
j

]
= i
∑
γ

εαβγδijS
γ
j , (A.2)

where δij is the Kronecker delta, defined by δij = 1 if i = j and 0 otherwise, and where εαβγ is the

completely anti-symmetric Levi-Civita symbol. Another useful way of writing the HSM is at the cost of the

so-called spin ladder operators S±
i = Sx

i ± iSy
i , using which one may write

HHSM = −
∑
i,j

Jij

(
Sz
i S

z
j +

1

2

[
S+
i S

−
j + S−

i S
+
j

])
. (A.3)

For a ferromagnetic (FM) spin-S system, the basis of the Hilbert space associated to each site can be

constructed from states |S,m⟩ defined by

S2
i |S,m⟩ = S (S + 1) |S,m⟩ , (A.4)

Sz
i |S,m⟩ = m |S,m⟩ . (A.5)
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It is often useful to drop the eigenvalue S from the notation, since S is fixed by construction of the spin-S

HSM. For a lattice model with N sites, the total Hilbert space can therefore be spanned by the product

states |ϕ⟩ = |m1⟩ ⊗ |m2⟩ ⊗ · · · ⊗ |mN⟩. It is clear that |ϕ⟩ is always an eigenstate of Sz
i S

z
j , however,

it is not an eigenstate of HHSM due to the presence of the spin-ladder operators. To find the effect of S±
i

on such a state, let us consider

Sz
i S

+
i |mi⟩ = Sz

i S
x
i |mi⟩+ iSz

i S
y
i |mi⟩

= (Sx
i S

z
i + [Sz

i , S
x
i ]) |mi⟩+ i (Sy

i S
z
i + [Sz

i , S
y
i ]) |mi⟩

= Sx
i mi |mi⟩+ iSy

i |mi⟩+ iSy
imi |mi⟩+ Sx

i |mi⟩

= (mi + 1)S+
i |mi⟩ , (A.6)

where the spin commutation relations (A.2) have been used. Thus, since the state S+
i |mi⟩ has an

Sz
i eigenvalue of (mi + 1), it must be the state |mi + 1⟩. An analogous proof works to show that

S−
i |mi⟩ ∝ |mi − 1⟩. The action of the ladder operators is to raise or lower the spin projection eigenvalue

along z, labeled by mi, by one unit. Furthermore, the constant of proportionality between S±
i |mi⟩ and

|mi ± 1⟩ can easily be found by noting that S±
i S

∓
i = S2

i − (Sz
i )

2 ± Sz, and comparing this result with

the expectation values of ⟨mi|S±
i S

∓
i |mi⟩ by direct usage of the raising and lowering rules. It is simple

to show that

S±
i |mi⟩ =

√
S (S + 1)−m (m± 1) |mi ± 1⟩ . (A.7)

From this simple formula it is clear that −S < mi < S. Chapter 1 drew on this idea to introduce

the concept of a magnon as a quasi-particle excitation resulting from acting with S−
i , on the FM ground

state, which using the established limit for mi can be written as |FM⟩ = |S⟩ ⊗ |S⟩ ⊗ · · · ⊗ |S⟩. To

show that this is actually the ground state, one can compute the energy associated with a given state

amounts to computing the expectation value E (ϕ) = ⟨ϕ|HHSM |ϕ⟩. It is clear that the only term which

remains in this average is E (ϕ) = −
∑

ij Jij ⟨ϕ|Sz
i S

z
j |ϕ⟩ = −

∑
ij Jijmimj . Due to the restriction

−S < mi < S, one finds that E(ϕ) > E(FM) = −S2
∑

ij Jij , and thus |FM⟩ is the state with the

lowest possible energy, i.e. the ground state of the ferromagnet.
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Appendix B
Floquet Engineering of Synthetic Hamiltonians

B.1 Floquet Engineering in Condensed matter Physics

Generically, in condensed matter physics, research can be roughly split into two distinct approaches. On

one hand, one can have a passive approach, being interested in analyzing, and simulating the complicated

Hamiltonians of real materials with rich interacting structures and competing physical phenomena, and

on the other hand, one can focus on simplified, effective models which exact analytical solutions and ex-

tract from them profound conclusions about the phenomenology and theoretical foundations of interacting

matter. It is often the case, however, that in the second case, the simplified Hamiltonians are not avail-

able as real materials found in nature. When it is the case that they are available, the models are often

celebrated and lead to revolutions. This was, without a doubt, a great contributing factor to the success

story of materials such as graphene. In reality, however, these cases are few and far between, and really,

condensed matter physicists are now much more interested in actively changing material’s properties.

This is a more modern “engineering” vision of the physics of solid state, which has lead to a lot of interest

in how interactions can be tuned, and how models can be realized using artificial heterostructures, or

external means such as magnetic or electric fields. The study of non-equilibrium properties of materials

has blossomed in this new panorama, and a variety of methods exist for manipulating such properties. A

powerful class of these methods involve light-matter coupling, and a burgeoning field of study particularizes

to the manipulation of material properties using time-periodic fields. This is called “Floquet Engineering”.

Several reviews exist for this theory [197, 116, 198] which I will base appendices B.1-B.3 and C. A Floquet

engineered system is described by a T -periodic Hamiltonian

H(t) = H(t+ T ), (B.1)

where the periodicity is tied to a driving frequency T = 2π/ℏω, or photon energy ℏω. The core idea

of this Floquet approach, is that for a high enough energy, the system can be described by an effective

time independent model by “integrating out” the Fourier components of the rapidly varying fields and

incorporating them into a new static synthetic Hamiltonian. In essence, the Floquet approach develops a
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perturbation theory in the inverse frequency 1/ℏω, and systematically takes into account corrections to

a Hamiltonian stemming from averaged out fields. I will now proceed with a brief description of Floquet

theory, and in Appendix C describe how it can be used to synthesize topology in spin systems.

The objective here is to solve the time-dependent Schrodinger equation

iℏ∂t |ψn(t)⟩ = H(t) |ψn(t)⟩ , (B.2)

for a T -periodic Hamiltonian, and the first guiding principle of the Floquet approach is a familiar one

from the theory of crystals. Namely, recall that for Hamiltonians with discrete space-translation symmetry

under multiples of some lattice vector R, the Bloch theorem assures us that eigenstates can be written

in Bloch form as |ψ(r)⟩ = |u(r)⟩ eik·R, with a space periodic part |u(r)⟩ = |u(r +R)⟩ multiplied

by a phase factor which grows linearly with the crystal momentum k. In a similar fashion, an analogous

theorem exists for discrete time-translation symmetry. This is called the Floquet theorem, which states

that an eigenstates of a T−periodic Hamiltonian can be written as |ψn(t)⟩ = |un(t)⟩ e−iεnt/ℏ, where

n is a band index, εn is the so-called quasi-energy and|un(t)⟩ is a part of the state periodic in time

|un(t)⟩ = |un(t+ T )⟩ often called the Floquet mode. In essence, the Floquet theorem allows us to split

the time-evolution of a T−periodic Hamiltonian into two parts: A fast evolution, or micro-motion, is given

by the Floquet mode, and a slow evolution is given by the quasi-energy phase.

Alternatively, this latter interpretation of the Floquet theorem allows us to write the total evolution

operator of a Floquet system which obeys equation (B.2) as

U(t, t0) = e−iK(t)/ℏeiHF (t−t0)/ℏeiK(t0)/ℏ, (B.3)

whereK(t) is called the kick operator and obeysK(t) = K(t+T ), whileHF is time-independent and

is called the Floquet effective Hamiltonian. The quasi-energies correspond to the eigenvalues of HF , and

the Floquet modes |un⟩ are the corresponding eigenvalues. The kick operators play the role of the time

evolution operator for the Floquet mode |un(t)⟩ = eiK(t) |un⟩, within each T -period. Note also that as

presented, the system clearly exhibits a gauge invariance under changes of choice of reference frame t0,

i.e. regardless of the choice of t0 the time-evolution must describe the same physics.

The reason for the name quasi-energy, as well as the reason for performing this split in the firs is

that this quantity plays a role analogous to the crystal momentum or quasi-momentum time-periodic

Hamiltonians. Much like the crystal momentum, a redundancy is present in its definition. To the crystal

momentum, reciprocal lattice vectors can be added at will without changing the Bloch state. Similarly, one

can add integer multiples of the photon energy ℏω = 2πℏ/T to the quasi-energy, and this does not result
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in changes to the state. This freedom leads, in the case of translations, to all distinguished vectors in the

reciprocal space being restricted to the first BZ, and similarly, in the case of T−periodicity, it is customary

to introduce the concept of the Floquet-Brillouin Zone (FBZ) [−ℏω/2, ℏω/2]. This results in the replication

of the system’s energy bands into a set of replicas εnm = εn + mℏω, with energy now indexed by an

additional replica labelm. Now, even though these considerations are always always mathematically true

in virtue of the Floquet theorem, it is not always the case that HF and K(t) can be found. Indeed, the

case when HF and K(t) are computable in an exact manner is the exception rather than the rule, and

thus perturbative strategies are often employed. I will sketch here an approach connecting the so-called

high-frequency approximation, to familiar degenerate perturbation theory.

With this objective in mind, it is useful to represent the time-dependent Schrodinger equation (B.2)

as an eigenvalue problem with respect to these quasi-energies. Such an eigenvalue problem can be

represented in matrix form if one augments the Hilbert space of the undriven system, H, into what is

often called the Floquet space F = H⊗ LT . Here LT is the space of square-integrable functions, and

F can be treated itself as a Hilbert space by equipping it with an inner product. To differentiate between

states in H and F I will use a double braket notation and represent |un⟩ eiεnmt → |unm⟩⟩ ∈ F . The

inner product in F can be written as

⟨⟨u |v⟩⟩ = 1

T

∫ T

0

⟨u |v⟩ , (B.4)

and a basis of F can be picked by combining a generic basis of H of states |α⟩ and the Fourier basis of

the space LT , |α⟩ eimωt ≡ ||αm⟩⟩. In this space, it is possible to represent (B.2) as

Q |unm⟩⟩ = εnm |unm⟩⟩ , (B.5)

where Q = H(t)− iℏ∂t is called the quasi-energy operator. It is simple to show that matrix elements of

Q in the aforementioned basis of F read ⟨⟨α′m′ |Q |αm⟩⟩ = ⟨α′|Hm′−m(t) |α⟩ + δm′mδα′αmℏω,

where Hm represent the Fourier components of the Hamiltonian

Hm =
1

T

∫ T

0

dte−imωtH(t) = H†
−m. (B.6)

The Q operator can be represented in matrix form, as in panel (b) of Fig. The representation is closely

related to the dressed-atom picture for a quantum system driven by coherent radiation. For this rea-

son, the Fourier index m is often called the “photon” number, and Hm are said to describe m-photon

processes. This terminology suggests an intuitive picture for the physics of the time-periodically driven
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Figure 23: (a) Hamiltonian H0 driven by a periodic field V (t) = V (t + T ). (b) Representation of the
system in Floquet space, with replicas of the undriven system shifted by integer multiples of the driving
frequency. The picture is an intuitive representation of the matrix Q in Floquet space. (c) Representation
of the high frequency approximation as a scheme for integrating out the Fourier modes coupling different
replicas of the system. Figure inspired and adapted from [197].

quantum system, and can be employed even when the system is actually not driven by a photon mode.

Solving the time-dependent Schrodinger equation amounts to simply amounts to diagonalizing Q but

a full diagonalization in Floquet space requires diagonalizing the matrix form of Q as well as each of

the time-independent Hms. In practice, to deal with the time-dependent nature of the problem, a block

diagonalization in terms of the photon number is sufficient. This proceeds by finding m−translational

invariant unitary operators UB such that QB = U
†
BQUB is block-diagonal. Conjugation by UB in the

Floquet space is equivalent to a gauge transformation

H(t) → H ′(t) = U †(t)H(t)U(t)− iℏU †(t)∂tU(t), (B.7)

|ψ(t)⟩ → |ψ′(t)⟩ = U †(t) |ψ(t)⟩ , (B.8)

where U(t) is a time-periodic unitary operator. The advantage found in treating the problem in the Flo-

quet space is that one can use methods from time-independent perturbation theory to approximately

block-diagonalize Q. Note that block-diagonalizing Q, and finding the corresponding time-independent

HB = U †
B(t)H(t)UB(t)− iℏU †

B(t)∂tUB(t) is the same, up to a unitary transformation, as finding the

Floquet effective HamiltonianHF , and indeed the operators UB(t) can be related to the kick operators as

UB(t) = eiK(t)/ℏ. The use of perturbative methods, and in particular, Van Vleck degenerate perturbation

theory, is appropriate here, as one can often write

Q = Q0 + V , (B.9)

where Q0 is an already block-diagonal part of the Hamiltonian, containing the undriven Hamiltonian,
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and which obeys Q0 |αm⟩⟩ = ε
(0)
αm |αm⟩⟩ . If the energy ℏω is much larger than the energy scale of

the Hamiltonian, the Z-index m separates the eigenstates into multiple subsets, and the states within

each subset m are labeled by the index α, spanning the unperturbed subspace F (0)
m with m photons.

The idea is that if the perturbation V is slowly turned on without closing the spectral gaps between the

replicas, the unperturbed subspaces F (0)
m will be transformed adiabatically to the perturbed subspaces

Fm, corresponding to a diagonal block of the perturbed problem. These subspaces will be spanned by

new basis states |αm⟩⟩B that deviate from the unperturbed states by small perturbative admixtures of

states from them−photon subspace alone. Thus, an expansion in the perturbation containing successive

corrections can be written down. This is exactly the content of the Van Vleck perturbation theory. Here,

the form of the first two non-zero corrections for the Hamiltonian are given for completeness

H
(0)
F =0 (B.10)

H
(1)
F =H0 (B.11)

H
(2)
F =

∑
m ̸=0

[Hm, H−m]

mℏω
. (B.12)

As could be intuited from this discussion, the first order correction is simply the time-average of the Hamil-

tonian over a driving period, and further corrections involve couplings of different Fourier modes of the

Hamiltonian. These time-independent corrections stemming from periodic driving of a system can have a

profound impact on the ground state as well as topological properties of materials, which suggests driv-

ing protocols as a powerful method for engineering and manipulating transport, response and topological

properties. This has been explored thoroughly, for instance for Dirac Fermions in graphene subject to a pe-

riodic laser field by means of the Aharonov-Bohm effect. In Appendix C an application of these corrections

to a honeycomb HSM is provided, resulting in a DMCI.

B.2 Van Vleck Degenerate perturbation theory in the Floquet
Hilbert space

Degenerate perturbation theory is an approximation scheme that allows for the systematic block diago-

nalization of a hermitian operator into two subspaces separated by a spectral gap. In this Appendix I will

describe the degenerate perturbation theory as applied to the quasi-energy operator Q in the extended

Floquet Hilbert space F and generalize it into an approximation scheme for the systematic block diago-

nalization ofQ into multiple subspaces separated by spectral gaps. Let a Floquet system be described by

a quasi-energy operator
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Q = Q0 + λV , (B.13)

where the dimensionless parameter λ is eventually set to unity but is otherwise included to keep track

of the perturbation order in which V appears. The eigenstates of the unperturbed quasi-energy operator

Q0 are |αm⟩⟩, the eigenvalues ε(0)αm, the unperturbed quasi-energies, are known and fulfillQ0 |αm⟩⟩ =

ε
(0)
αm |αm⟩⟩ as described in Appendix C. The index m separates the eigenstates into multiple subsets,

and the states within each subsetm are labeled by the index α and span the unperturbed subspace F (0)
m

related to m. In order to proceed, assume that the quasi-energies of two subsets m and m′ shall be

separated by a quasi-energy gap that is large compared to the matrix elements of the perturbation V .

When this perturbation is slowly turned on without closing the spectral gaps, the unperturbed subspaces

F (0)
m will be transformed adiabatically to the perturbed subspaces Fm, corresponding to a diagonal block

of the perturbed problem. These subspaces will be spanned by new basis states |αm⟩⟩B that deviate

from the unperturbed states by small perturbative admixtures of states from other subspaces. The states

|αm⟩⟩ are decoupled from subspaces Fm′ withm′ ̸= m.

B⟨⟨α′m′ |Q |αm⟩⟩B = 0 form′ ̸= m, (B.14)

but generally they are not eigenstates of the perturbed quasi-energy operator Q, so that it is possible that

B ⟨⟨α′m |Q |αm⟩⟩B ̸= 0 for α′ ̸= α. The role of degenerate perturbation theory is to find systematic

expansions for both the states |αm⟩⟩B , for the unitary operator U that relates them to the unperturbed

states via

|αm⟩⟩B = U |αm⟩⟩ , (B.15)

as well as for the matrix elements B ⟨⟨α′m |Q |αm⟩⟩B describing the physics within each subspaceFm.

First of all, define projectors

Pm =
∑
α

|αm⟩⟩ ⟨⟨αm | , (B.16)

onto the unperturbed subspaces F (0)
m such that

∑
m Pm = 1.These can be used to decompose any

operator as A = AD + AX ,into a block-diagonal part

AD =
∑
m

PmAPm, (B.17)

and a block-off-diagonal part
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AX =
∑
m

∑
m′ ̸=m

Pm′APm. (B.18)

A few useful properties of products of block-diagonal and block-off-diagonal operators read, for generic

operators A and B,

ADBD =
(
ADBD

)
D
,
(
ADBD

)
X
= 0, (B.19)

ADBX =
(
ADBX

)
X
,
(
ADBX

)
D
= 0, (B.20)

AXBD =
(
AXBD

)
X
,
(
AXBD

)
D
= 0. (B.21)

Another slightly different property, is that the product of two block-off-diagonal operators may contain a

block-diagonal part, and thus

AXBX =
(
AXBX

)
D
+
(
AXBX

)
X
. (B.22)

The objective of this Appendix B.2. is to provide a systematic procedure to block diagonalize the full

unperturbed quasi-energy operator Q by means of a unitary operator U such that

U
†
QU = Q0 +W, (B.23)

where W is block-diagonal, i.e. W = WD, WX = 0. A parameter λ is introduced which allows to

keep track of the perturbation order when computing any quantity in the perturbative analysis, such that

U
†
QU = U

† [
Q0 + λ

(
V D + V X

)]
U. (B.24)

The requirement that U
†
QU be diagonal amounts to imposing the condition

COND 1:
[
U

† (
Q0 + λ

(
V D + V X

))
U
]
D
= Q0 +W, (B.25)

as well as

COND 2:
[
U

† (
Q0 + λ

(
V D + V X

))
U
]
X
= 0. (B.26)

The unitary operator U defines the new basis of Fm . It can be expressed, like any other unitary operator,

in terms of an anti-hermitian operator G via the exponential map U = eG, however it is not uniquely

determined unless the additional conditions G = GX , GD = 0, are also added. These keep the mixing

of states within each subspace F (0)
m small. W and U can be expanded in powers n of the perturbation
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W =
∞∑
n=0

λnW
(n)
, (B.27)

withW
(n)

= W
(n)

D , W
(n)

X = 0,and similarly

U =
∞∑
n=0

λnU
(n)
. (B.28)

Note that the terms U
(n)

can be related to the terms in a perturbative expansion of G as

G =
∞∑
n=0

λnG
(n)
, (B.29)

where G
(n)

= G
(n)

X , G
(n)

D = 0. Furthermore, anti-Hermiticity imposes G
(n)

= −
[
G

(n)
]†
,and there-

fore one finds

U
(0)

= 1

U
(1)

= G
(1)

U
(2)

= G
(2)

+
1

2

[
G

(1)
]2

(B.30)

...

Plugging these expressions into the conditions COND 1 and COND 2 a set of equations are obtained which

relate the power expansions of W and those of V and G, and determine W and G order by order. For

the zeroth order, one finds
[
U

†(0)
Q0U

(0)
]
D
= Q0 +W

(0)
and thus W

(0)
= 0. The condition COND

2 reduces, in the zeroth order, to 0 = 0. Proceeding with the first correction,

W
(1)

=
[
U

†(1)
Q0U

(0)
]
D
+
[
U

†(0)
Q0U

(1)
]
D
+
[
U

†(0) (
V D + V X

)
U

(0)
]
D

⇒ W
(1)

=
[
G

(1)†
Q0

]
D
+
[
Q0G

(1)
]
D
+
[
V D + V X

]
D
.

⇒ W
(1)

=
[
Q0, G

(1)
]
D
+ V D. (B.31)

Using (B.21) it is quite simple to show that
[
Q0, G

(1)
]
D
= 0. From the COND 2, it is also simple to find

the equality
[
Q0, G

(1)
]
X

= −V X . For second and third order corrections, the mathematics becomes

more cumbersome, but from COND 1 and COND 2 also follow
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W
(1)

= V D, (B.32)

W
(2)

=
1

2

[
V X , G

(1)
]
D
, (B.33)

W
(3)

=
1

2

[
V X , G

(2)
]
D
+

1

12

[[
V X , G

(1)
]
, G

(1)
]
D
, (B.34)

The general idea is that from the commutators
[
G

(n)
, Q0

]
, all matrix elements of G can be constructed

order by order. SinceGD = 0, due to anti-Hermiticity, ⟨⟨α′m |G(n) |αm⟩⟩ = 0,and therefore the matrix

elements ofG
(n)

couple states |αm⟩⟩ and |α′m′⟩⟩ form′ ̸= m only, and obey ⟨⟨α′m′ |G(n) |αm⟩⟩ =

−⟨⟨αm |G(n) |α′m′⟩⟩∗ . Using the matrix elements of the commutator ⟨⟨α′m′ |
[
G

(n)
, Q0

]
|αm⟩⟩ =(

ε
(0)
αm − ε

(0)
α′m′

)
⟨⟨α′m′ |G(n) |αm⟩⟩ ,it is possible to compute the matrix elements for m′ ̸= m of the

first perturbations G
(n)

as

⟨⟨α′m′ |G(1) |αm⟩⟩ =− ⟨⟨α′m′ |V X |αm⟩⟩
ε
(0)
αm − ε

(0)
α′m′

(B.35)

⟨⟨α′m′ |G(2) |αm⟩⟩ =−
∑
α′′

⟨⟨α′m′ |V X |α′′m′⟩⟩ ⟨⟨α′′m′ |V X |αm⟩⟩(
ε
(0)
α′′m′ − ε

(0)
α′m′

)(
ε
(0)
αm − ε

(0)
α′′m′

)
−
∑
α′′

⟨⟨α′m′ |V X |α′′m⟩⟩ ⟨⟨α′′m |V D |αm⟩⟩(
ε
(0)
α′m′ − ε

(0)
αm

)(
ε
(0)
α′m′ − ε

(0)
α′′m

)
+
∑
α′′

∑
m′′ ̸=m,m′

⟨⟨α′m′ |V X |α′′m′′⟩⟩ ⟨⟨α′′m′′ |V D |αm⟩⟩(
ε
(0)
α′m′ − ε

(0)
αm

) (B.36)

× 1

2

 1(
ε
(0)
α′′m′′ − ε

(0)
α′m′

) +
1(

ε
(0)
α′′m′′ − ε

(0)
αm

)
 . (B.37)

To reconstruct U from G
(n)

, one can either write U ≈ exp
(
G

(1)
+G

(2)
+ · · ·+G

(n)
)

≡ U
[n]
,or

consider U ≈ 1+ U
(1)

+ U
(2)

+ · · · + U
(n)
. The first option has the advantage of preserving unitary

at every finite n, however, the second approximation does not. Regardless, sometimes unitarity is not

relevant to the problem at hand, and the second approximation is more convenient to compute. For this

reason, the latter approach is used, where the leading terms in the expansion of the matrix elements can

be evaluated as
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⟨⟨α′m′ |U (0) |αm⟩⟩ = ⟨⟨α′m′ | |αm⟩⟩ = δα,α′δm,m′ (B.38)

⟨⟨α′m′ |U (1) |αm⟩⟩ =− ⟨⟨α′m′ |V X |αm⟩⟩
ε
(0)
αm − ε

(0)
α′m′

(B.39)

⟨⟨α′m′ |U (2) |αm⟩⟩ =
∑
α′′

⟨⟨α′m′ |V D |α′′m′⟩⟩ ⟨⟨α′′m′ |V X |αm⟩⟩(
ε
(0)
α′′m′ − ε

(0)
α′m′

)(
ε
(0)
αm − ε

(0)
α′′m′

)
−
∑
α′′

⟨⟨α′m′ |V X |α′′m⟩⟩ ⟨⟨α′′m |V D |αm⟩⟩(
ε
(0)
α′m′ − ε

(0)
αm

)(
ε
(0)
α′m′ − ε

(0)
α′′m

)
+
∑
α′′

∑
m′′ ̸=m,m′

⟨⟨α′m′ |V X |α′′m′′⟩⟩ ⟨⟨α′′m′′ |V D |αm⟩⟩(
ε
(0)
α′m′ − ε

(0)
αm

)(
ε
(0)
α′m′ − ε

(0)
α′′m′′

) . (B.40)

The only object that remains to be determined are the matrix elements of the diagonal blocks of the

quasi-energy operator that describe the physics within the subspace Fm, namely

Qm,α′α =B ⟨⟨α′m |Q |αm⟩⟩B

= ⟨⟨α′m |U †
QU |αm⟩⟩

= ⟨⟨α′m |Q0 +W |αm⟩⟩ . (B.41)

Expanding the quasi-energy operator in perturbation theory Qm,α′α =
∑∞

n=0 λ
nQ

(n)
m,α′α,and matching

the same powers in λ term by term with the respective corrections one finds:

Q
(0)
m,α′α = δα,α′ε(0)αm (B.42)

Q
(1)
m,α′α = ⟨⟨α′m |V D |αm⟩⟩ (B.43)

Q
(2)
m,α′α =

∑
α′′

∑
m′ ̸=m

⟨⟨α′m′ |V X |α′′m′⟩⟩ ⟨⟨α′′m′ |V X |αm⟩⟩ (B.44)

× 1

2

[
1

ε
(0)
α′m − ε

(0)
α′′m′

+
1

ε
(0)
αm − ε

(0)
α′′m′

]
. (B.45)

These expressions are relevant for the computation of the effective Hamiltonian. It is, at this point, worth-

while to particularize to the case of a driven system, a particularization performed in Appendix B.3.

B.3 Application to a driven system

The previously derived perturbation theory can be applied to the case of a Floquet system. The unperturbed

problem by reducing Q0(t) to the “photonic” part of the quasi-energy operator Q(t) = −iℏ∂t,or in

Floquet space
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Q0 =
∑
m

∑
α

mℏω |αm⟩⟩ ⟨⟨αm | , (B.46)

which does not depend on the undriven Hamiltonian of the lattice model. Note that Q0 is diagonal with

respect to any set of basis states of the type |αm⟩⟩. The perturbation is given by the driven Hamiltonian

V̂ (t) = Ĥ(t),or in the Floquet space notationV = H =
∑

m′
∑

mα′α |α′m′⟩⟩ ⟨α′| Ĥm′−m |α⟩ ⟨⟨αm | .

The perturbation can be decomposed as V = V D + V X ,where V D comprises them′ = m terms de-

scribing zero-“photon” processes, which are determined by the time-averaged Hamiltonian V̂D = Ĥ0.

The block-off-diagonal part V X describes∆m = m′−m-“photon” processes determined by the Fourier

components Hm′−m of the Hamiltonian

V̂X =
∑

∆m ̸=0

ei∆mωtĤ∆m. (B.47)

The application of the degenerate perturbation theory to this system. The objective is to compute the

unitary operator UB that relates the unperturbed basis states |α′m′⟩⟩ to the perturbed basis states

|αm⟩⟩B that block diagonalize the quasi-energy operator in a perturbative fashion. As described before,

these operators can be written at the cost of anti-hermitian operatorsGwhich can be themselves calculated

perturbatively. The expansion is

UB = exp
(
G
)
≈ U

(0)

B + U
(1)

B + U
(2)

B + · · ·

≈ 1+
1

2

[
G

(1)
]2

+ · · · (B.48)

the leading terms in the expansion of G can be computed from the previously derived formulae such as

⟨⟨α′m′ |G(1) |αm⟩⟩ = −⟨⟨α′m′ |V X |αm⟩⟩
ε
(0)
α′m′ − ε

(0)
αm

= −
∑

m3 ̸=m2

∑
m2α3α2

⟨⟨α′m′ | |α3m3⟩⟩ ⟨α3| Ĥm′−m |α2⟩ ⟨⟨α2m2 | |αm⟩⟩
(m′ −m) ℏω

= −
∑

m3 ̸=m2

∑
m2α3α2

δm3m′δα3,α′ ⟨α3| Ĥm′−m |α2⟩ δm2,mδα2,α

(m′ −m) ℏω

= −⟨α′| Ĥm′−m |α⟩
(m′ −m) ℏω

. (B.49)

Using a similar procedure, one finds
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⟨⟨α′m′ |G(2) |αm⟩⟩ =
⟨α′|

[
Ĥ0, Ĥm′−m

]
|α⟩

[(m′ −m) ℏω]2

+
∑

m′′ ̸=m,m′

⟨α′|
[
Ĥm′−m′′ , Ĥm′′−m

]
|α⟩

(m′ −m) ℏω
(B.50)

1

2

[
1

(m′′ −m′) ℏω
+

1

(m′′ −m) ℏω

]
. (B.51)

From the expansion in powers of G, UB can be approximated. The first order correction is

⟨⟨α′m′ | 1
2

[
G

(1)
]2

|αm⟩⟩ =
∑

m′′ ̸=m

⟨α′| Ĥm′−mĤm′′−m |α⟩
(m′ −m) (m′′ −m) (ℏω)2

. (B.52)

And finally, since for translationally invariant operators in the photon number

Âm =
∑
α′α

⟨⟨αm |A |α′0⟩⟩ |α′⟩ ⟨α′| , (B.53)

one can write

Ĝ(1) = −
∑
m ̸=0

eimωt
∑
α′α

⟨α′| Ĥ−m |α⟩
mℏω

|α′⟩ ⟨α′|

= −
∑
m ̸=0

eimωt

mℏω
Ĥm. (B.54)

As for the effective Floquet Hamiltonian, the procedure is much the same. Firstly, the matrix elements for

m = m′ = 0 can be computed

HB
α′,α = ⟨α′| ĤF |α⟩

= ⟨⟨α′0 |U †
BQUB |α0⟩⟩

= Q0,α′α, (B.55)

and expanding UB and grouping together terms in the same perturbation order, leads to an expansion as

ĤF =
∞∑
ν=0

Ĥ
(ν)
F . (B.56)

Carrying out this computation explicitly is a long-winded process. But the result, to second order, is simply

the corrections given at the end of section B.1.

118



Appendix C
Details on the Floquet Magnon Chern Insulator

In this Appendix I will go over some details of the derivation of the FMCI Hamiltonian using the high-

frequency approximation of Floquet theory. Consider a spin-S system in the honeycomb lattice spanning

the xy plane, and an incident electric field

E(t) = E0 (cosωt, τ sinωt, 0) , (C.1)

that is irradiates the lattice propagating in the z direction. τ = ±1 indicates the polarization with τ = +1

corresponding to right-handed and τ = −1 to left-handed polarizations. The Aharonov-Casher (A-C) phase

picked up between two points ri and rj is

γAC
ij (t) = − µB

ℏec2

∫ rj

ri

ẑ ×E(r′) · dl′. (C.2)

The integral can be computed explicitly, first by computing the vector product ẑ×E = E0 (−τ sinωt, cosωt, 0),

and then by taking the path between rα and rβ to be a straight line. To integrate in Cartesian coordinates,

the distance between the points is written as δij and the angle between the straight line and the x axis to

be ϕij , that is to say dl′ = (cosϕijdx
′, sinϕijdy

′, 0), the A-C phase is given by

γAC
ij (t) = −µE0

ℏec2

∫ rj

ri


−τ sinΩt

cosΩt

0

 ·


cosϕijdx

′

sinϕijdy
′

0


=
µE0

ℏec2
δijτ [sinωt cosϕij − τ cosωt sinϕij]

=
µE0

ℏec2
δijτ sin (ωt− τϕij) , (C.3)

where in the last line the identity sin(α+ τβ) = sinα cos β+ τ cosα sin β was used. It is conventional

to define λij ≡ µBE0δij/ℏec2 to write more succinctly

γAC
ij (t) = τλij sin (ωt− τϕij) . (C.4)
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For a 2D ferromagnetic spin-S system described by the Heisenberg model, as

H = −J
∑
⟨i,j⟩

[
Sz
i S

z
j +

1

2

(
S+
i S

−
j + S+

j S
−
i

)]
, (C.5)

the AC phase generated by the field generates a time-dependence results in

H(t) = −J
∑
⟨i,j⟩

[
Sz
i S

z
j +

1

2

(
S+
i S

−
j e

iγAC
ji (t) + S+

j S
−
i e

iγAC
ij (t)

)]
, (C.6)

which can be compressed to

H(t) = −J
∑
⟨i,j⟩

[
Sz
i S

z
j + S+

j S
−
i e

iγAC
ij (t)

]
, (C.7)

by noting that the summation is occurring over all sites, and therefore each of the two terms involving

S+
i S

−
j in the Hamiltonian gives exactly the same contribution. Now, the first order correction of the

high-frequency approximation corresponds to the average Hamiltonian, reading

H
(1)
F =

1

T

∫ T

0

dt1H(t1), (C.8)

and “killing two birds with one stone” and calculating all Fourier components of the Hamiltonian, noting

that in particular H(1)
F = H(m=0). The generic Fourier component is given by

H(m) =
1

T

∫ T

0

dt1H(t1)e
−imωt1 , (C.9)

and the Fourier coefficients of the driven exchange integrals can be written as

J
(m)
ij = J

ω

2π

∫ 2π/ω

0

dt1e
iτλij sin(ωt1−τϕαβ)e−imωt1 . (C.10)

This integral can be solved by employing a Jacobi-Anger expansion

eiz sinϕ = eiz cos(ϕ−π/2)

=
∞∑

n=−∞

inJn(z)e
in(ϕ−π/2)

=
∞∑

n=−∞

Jn(z)e
inϕ, (C.11)

where Jn(z) is the nth Bessel function. Plugging it into the expression for the Fourier coefficients of the

exchange integrals, one finds

J
(m)
ij = J

Ω

2π

∫ 2π/ω

0

dt1

∞∑
n=−∞

Jn(τλij)e
in(ωt1−τϕij)e−imωt1 . (C.12)
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Simplifying the expression by bringing the summation and constant phase outside the integral and grouping

together the common terms yields the result

J
(m)
ij = J

∞∑
n=−∞

Jn(τλij)e
−inτϕαβ

ω

2π

∫ 2π/ω

0

dt1e
i(n−m)ωt1

= J

∞∑
n=−∞

Jn(τλij)e
−inτϕijδnm

= JJm(τλij)e
−imτϕij . (C.13)

A useful property which can be easily derived is J (m)
ji = (−1)mJ

(m)
ij . Using this result, and setting

m = 0, find the average Hamiltonian is

H
(1)
F = −

∑
⟨i,j⟩

JSz
i S

z
j + J

(0)
ij S

+
j S

−
i , (C.14)

thus concluding that the first term stays the same up to a renormalization of the hopping interaction

J → J
(0)
ij as discussed in the main text. The second order effective Hamiltonian will be

H
(2)
F =

∞∑
m=1

1

mℏω
[
H(m), H(−m)

]
. (C.15)

Note however that for allm, the Fourier component of the Hamiltonian is

H(m) = −
∑
⟨i,j⟩

[
Jδm,0S

z
i S

z
j + J

(m)
ij S+

i S
−
j

]
, (C.16)

and therefore them = 0 contribution does not appear in the second order correction. Thus, one finds

[
H(m), H(−m)

]
=
∑
i,j

[
J
(m)
ij S+

i S
−
j , J

(−m)
kl S+

k S
−
l

]
=
∑
i,j

J
(m)
ij J

(−m)
kl

[
S+
k S

−
l , S

+
k S

−
l

]
. (C.17)

Explicitly, the commutator of spin operators can be computed as

[
S+
i S

−
j , S

+
k S

−
l

]
= 2ℏ

(
δilS

+
k S

z
i S

−
j − δkjS

+
i S

z
jS

−
l

)
, (C.18)

and up to a term which vanishes when performing a summation over NNs, one can commute the Sz
i

operators with S+
k making the replacement
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[
S+
i S

−
j , S

+
k S

−
l

]
→ 2ℏ

(
δilS

z
i S

+
k S

−
j − δkjS

z
jS

+
i S

−
l

)
. (C.19)

The commutator of Fourier coefficients of Hamiltonians yields, after some manipulations

[
H(m), H(−m)

]
→ 2ℏ

∑
⟨i,j⟩

∑
⟨k,l⟩

J
(m)
ij J

(−m)
kl

(
δilS

z
i S

+
k S

−
j − δkjS

z
kS

+
i S

−
l

)
= 2ℏ(−1)m

∑
⟨i,⟨j⟩,l⟩

Sz
i

(
J
(m)
ij J

(m)∗
il S+

l S
−
j − J

(m)
ij J

(m)∗
il S+

j S
−
l

)
. (C.20)

And using the previously mentioned result J (m)
ji = (−1)mJ

(m)
ij , one can simplify the above expression to

[
H(m), H(−m)

]
= 2ℏ(−1)m

∑
⟨j,⟨i⟩,l⟩

J
(m)
ji J

(m)∗
il Sz

i

(
S+
j S

−
l − S+

l S
−
j

)
. (C.21)

The summation can be interpreted as occurring over possible paths i → j → l. In a generic isotropic

unstrained case, since the distance to nearest neighbors is the same, the simplification Jm(τλ) =

Jm(τλjl) ≡ Jm(τλli) can be performed. With some further manipulations, one can find

[
H(m), H(−m)

]
=ℏJ2

∑
⟨j,⟨i⟩,l⟩

[
J 2

m(τλ)i sin (mτΦil)S
z
i

(
S+
j S

−
l − S+

l S
−
j

)]
, (C.22)

where Φjl = ϕji − ϕil is defined. The second order correction is written succinctly as

H
(2)
F =

J2

ℏω
∑

⟨i,⟨j⟩,l⟩

[
∞∑

m=1

1

m
J 2

m(τλ)i sin (mτΦil)S
z
j

(
S+
i S

−
l − S+

l S
−
i

)]
. (C.23)

One final approximation is in order, which pertains to the fact that
∑∞

m=1
1
m
J 2

m(τλ) is dominated by

smallm contributions, and hence it is possible to approximate

H
(2)
F =

τ
√
3J2

ℏω
∑

⟨i,⟨j⟩,l⟩

J 2
1 (τλ)iS

z
j

(
S+
i S

−
l − S+

l S
−
i

)
. (C.24)

This Hamiltonian is useful as is, but it is worth noting that in the ferromagnetic ground state, and employing

the philosophy of the linear spin-wave approximation, using Sz
j ≈ S, it is possible to write

H
(2)
F =

τ3
√
3J2SJ 2

1 (τλ)

ℏω
∑
⟨i,l⟩

ẑ · (Si × Sl) , (C.25)
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which is exactly a DMI term. This mechanism of driving by a T−periodic electric field coupling to a

magnetic system in the honeycomb lattice is therefore seen to yield a synthetic DMI as a second-order

correction. As discussed in the main text, the mapping between such a system and the Haldane model

results in a topologically non-trivial band structure for magnonic excitations, and thus the model described

by HF = H
(1)
F +H

(2)
F is called the Floquet magnon Chern insulator (FMCI).
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Appendix D
Details on the analytics of the cAA model and rela-
tions with graphene

In the main text we have presented the superspace model in the vanishing field limit without much dis-

cussion of its derivation. In this Appendix, we provide a quick and simple derivation, starting from the

Hamiltonian which realizes, for a fixed δ, a physical implementation of the cAA model. It reads

H(δ) =−
∑
n

[t1 +∆1 cos (2πbn− δ)] a†nbn

+ [t2 +∆2 cos (2πbn− δ)] b†nan+1 + h.c., (D.1)

The very simple trick which allows us to generate the 2D superspace model is to expand the cosine

modulations in terms of exponentials and allow, in the vanishing field limit b → 0, the dependence on b

to drop out from the Hamiltonian, yielding a b−independent Hamiltonian.

H(δ) =−
∑
n

[
t1 +

∆1

2

(
eiδ + e−iδ

)]
a†nbn

+

[
t2 +

∆2

2

(
eiδ + e−iδ

)]
b†nan+1 + h.c., (D.2)

The fact that this form of the Hamiltonian is a good description of the model can be checked numerically,

by setting, for instance b = 1/1001, which produces results for the 1D topology practically indistinct from

the vanishing field limit. The idea now is to imagine that δ plays the role of a momentum variable, and

promote the creation and annihilation operators into objects with two indices. The first is n, the lattice

site along physical space which for the sake of clarity we rename to i to better signify this change to a

2D model, and the second one is j which is the position along the synthetic dimension, conjugate to the

momentum δ. So, the aim is to transform a†n and b†n as
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a†n →
∑
j

a†i,je
−iδj , (D.3)

b†n →
∑
j

b†i,je
−iδj , (D.4)

and account for the already existing exponentials e±iδ as indicators of the existence of couplings in the

synthetic direction. To see why this can be done, simply note that it is possible to write

a†ibie
−iδ =

∑
j,j′

b†i,j′e
−iδj′ai,je

iδje−iδ.

=
∑
j,j′

b†i,j′ai,je
−iδ(j′+1)eiδj

=
∑
j

b†i,jai,j+1. (D.5)

Thus, the Hamiltonian of the system can be brought into 2D by splitting up the terms proportional to

e±iδ, adding a summation in the synthetic dimension, an adjusting for the synthetic couplings generated

as in equation (D.5). This procedure results in equation (4.2) of the main text, which we repeat here for

convenience.

H2D =−
∑
i,j

t1a
†
i,jbi,j +∆′

1a
†
i,jbi,j+1 + h.c.

−
∑
i,j

t1b
†
i,jai+1,j +∆′

2b
†
i,jai+1,j+1 + h.c., (D.6)

This concludes this small derivation of the 2D superspace model in a “real space” representation. The

generated hoppings are “diagonal” in the 2D lattice, as illustrated in Fig. 11 of the main text. Instead

of choosing this representation, we can instead go into momentum space in both physical and synthetic

dimensions. This amounts to performing the transformation

a†n →
∑
k

a†ke
ikn, (D.7)

b†n →
∑
k

b†ke
ikn, (D.8)
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which leads to, summing over all possible values of δ in order to take into account the synthetic dimension

H2D =
∑
k,δ

[t1 +∆1 cos δ] a
†
kbk

+ [t2 +∆2 cos δ] b
†
kake

ik + h.c., (D.9)

A more convenient form is the Hamiltonian matrix which was described in the main text

H2D(k) =− [t1 +∆′
1 cos δ + (t2 +∆′

2 cos δ) cos k] σx

− [(t2 +∆′
2 cos δ) sin k] σy. (D.10)

It is also worth remarking that the role played by the additional exponentials e±i2πbn is to introduce ad-

ditional phases along these hoppings, which explicitly break translational symmetry. Despite this, the

position dependence on n is precisely what makes the system exactly mappeable to an IQHE model in

the Landau gauge. As we show in the main text, this limit can be analyzed numerically with topological

markers.

Finally, as discussed in the main text, underlying the cAA model and the richness of topological qua-

sicrystals in general is the idea of synthetic dimensions. The procedure of mapping the cAA model into a

superspace model involves taking a model parameter, in this case. the modulation shift, and interpreting it

as a momentum variable. This generates a higher dimensional model with an additional synthetic dimen-

sion. The opposite procedure can be performed, and the secondary role of this Appendix is to illustrate

it via the example of graphene. Starting with a physical 2D model and perform a process of dimensional

reduction, by reinterpreting a momentum variable as an adjustable parameter.

A simple example of this procedure, but which is often overlooked is a zig-zag edge graphene ribbon.

Like the cAA model, zig-zag graphene has two sublattices A and B and, for a ribbon with N unit cells in

the finite direction, the Hamiltonian is of form

Hg = −t
∞∑
i=1

N∑
j=1

a†i,jbi,j + b†i,jai,j+1 + b†i,jai+1,j + h.c.. (D.11)

It is then possible to Fourier transform this Hamiltonian along the infinite direction, introducing the mo-

mentum variable k, resulting in

Hg = −t
∑
k

N∑
j=1

2 cos

(√
3

2
k

)
a†k,jbk,j + b†k,jak,j+1 + h.c.. (D.12)

If we ignore the summation in k, the Hamiltonian is simply that of a finite SSH chain with hoppings

modulated by the momentum k. Thus, from the 2D graphene lattice we have constructed a modulated
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Figure 24: (a) Energy spectrum for a graphene Zig-zag ribbon, simulated using the cAA model. (b) Winding
number of the SSH model resulting from dimensional reduction of the zig-zag graphene ribbon. We have
W (δ) = 1 when doubly degenerate edge states are present, and W (δ) = 0 when the states wander
into the bulk.

1D SSH model via a process of dimensional reduction. A winding number can be associated to this SSH

model, and the winding number indicates the presence of the characteristic degenerate edge modes at

zero energy. This is a topological interpretation of this phenomena which is often overlooked. In Fig.

24, we present the result of using the winding number topological marker presented in the main text to

compute the topological invariant of the SSH model resulting from the dimensional reduction procedure

when applied to a graphene zig-zag ribbon.

Finally, note that graphene can actually be mapped to a particular parameter set of the cAA model.

By picking physical hoppings t1 = ∆2 = 0, t2 = t, and ∆1 = 2t, as well as a value of b = 0 and

identifying
√
3k/2 with the shift δ, we can simulate graphene in the cAA model. Since graphene appears

in the limit of b = 0, the parameter δ does not exactly play the role of a shift of the potential, but rather,

by itself, it globally reduces or increases the strength of the intra-cell hopping. The connection between

these models therefore definitely exists, however, the fact that no actual Aubry-André periodic modulation

is present removes many of the puzzling features of the cAA model. Nonetheless, this correspondence
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establishes that the concept of synthetic dimensions can be utilized, in principle, to simulate a graphene

lattice in a 1D model, by accessing slices of its spectrum and tuning interaction strengths to move along

the momentum direction.
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Appendix E
Details on Topological Markers

This Appendix serves as a brief overview of 1D and 2D topological markers, with a very short outline of

the derivation of Chen’s universal topological marker [93] and Barnett and Sykes’ quasicrystal markers

[161]. Both approaches make use of an idea originally devised by Bianco and Resta [199], which is that

the topological invariants characterizing the Hamiltonian can be represented in terms of projectors onto

occupied states. One can find such representations assuming that the Hamiltonian can be represented in

momentum space in some way, but even this is not the case, the projectors which are initially written as

integrals over some Brillouin zone, can equivalently be written in terms of projectors onto occupied states

in their real-space representation, and all formulas hold equivalently. This replacement of projectors in

terms of states in real space makes it so that the obtained topological invariants can be computed even if

a Brillouin zone cannot be constructed at all, such as when do not host translational symmetry.

Chen’s formula for the universal topological marker relies on the fact that for Dirac models, for all

dimensions d and symmetry classes, there exists a universal formula for the Chern, winding and Z2 invari-

ant: If one considers the spectrally flattened Dirac Hamiltonian in momentum space H̃(k) = n(k) · Γ,

where n(k) = (n1(k), . . . , nd(k)) is a vector normalized to unity containing all momentum depen-

dence of the Hamiltonian, and Γ contains all of the 2n Dirac matrices of n-th order, which satisfy the

Clifford algebra [159]. One can then compute the degree of the mapping n : BZ → Sd, where

BZ stands for the Brillouin zone (which is isomorphic to the d−torus T d), and where Sd is simply the

d−sphere spanned by the vector n(k). The degree of n is given by

deg [n] =
1

Vd

∫
ddkεi0,...idn

i0∂1n
i1 . . . ∂dn

id , (E.1)

where ε is the fully anti-symmetric tensor on the d + 1−symbols i0, . . . , id, and ∂i = ∂/∂ki. The

integrand is simply the Jacobian Jk of the map n(k). The derivation of the formula given in the equation

(4.16) of the main text, for the universal topological operator, and the respective marker, then goes through

several steps: The first of which is establishing the fact that the Jacobian can be written a trace of a

quantity involving the full Hamiltonian matrix H̃(k), as well as W = Γd+1Γd+2 · · ·Γ2n, the product of
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unused Dirac matrices in the model. This quantity W crops up because one makes use of the identity

tr [Γ0Γ1 . . .Γ2n] = 2nc to simplify equation (E.1), but only d Dirac matrices are actually present in the

Hamiltonian. The constant c = {1,−1, i,−i} depends on the representation of the Dirac matrices, but

eventually is absorbed into a normalization factor. One can find, after some simplifications,

deg [n] =
(2π)d

2ncVD

∫
ddk

(2π)d
tr
[
WH̃(k)∂1H̃(k) . . . ∂dH̃(k)

]
, (E.2)

and now Bianco and Resta’s idea can be put to use by writing the spectrally flattened Hamiltonian as

H̃ = Q− P , where P projects into occupied bands

P =

∫
ddk

(2π)d

∑
n occ.

|n(k)⟩ ⟨n(k)| , (E.3)

andQ = 1−P is its complementary projector into unoccupied bands. Chen showed [93] that equation

(E.1) can be written in terms of an alternating product of P and Q by making use of the position space

representation of ∂x ≡ −ix̂. Looking at even and odd dimensions separately, Chen showed that it is

possible to represent

∫
ddk

(2π)d
tr
[
WH̃(k)∂1H̃(k) . . . ∂dH̃(k)

]
d even

=2ditr [WQx̂1Px̂2 . . . Qx̂dP +WPx̂1Qx̂2 . . . P x̂dQ] , (E.4)∫
ddk

(2π)d
tr
[
WH̃(k)∂1H̃(k) . . . ∂dH̃(k)

]
d odd

=2dtr [WQx̂1Px̂2 . . . P x̂dQ−WPx̂1Qx̂2 . . . Qx̂dP ] , (E.5)

and therefore, construct a universal topological operator

Ĉ =NDWQx̂1Px̂2 . . . x̂dO,

+ (−1)d+1NDWPx̂1Qx̂2 . . . x̂dO
′ (E.6)

where the products terminate on O = P and O′ = Q if d is odd, or O = Q and O′ = P if d is even.

The factor ND absorbs the constant c = tr [Γ0Γ1 . . .Γ2n] /2
n as well as additional factors of 2π, in the

form of Vd = (2π)d, and is explicitly given by

ND =
id22d−nπd

cVd
. (E.7)
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Top. Inv.
Sym. Class d = 1 2 3

A 0 deg
[
ĥ
]

0

AIII deg
[
ĥ
]

0 deg
[
ĥ
]

AI 0 0 0

BDI deg
[
ĥ
]

0 0

D (−1)deg[ĥ] deg
[
ĥ
]

0

DIII (−1)deg[ĥ] (−1)deg[ĥ] deg
[
ĥ
]

AII 0 (−1)deg[ĥ] (−1)deg[ĥ]

CII 2 deg
[
ĥ
]

0 (−1)deg[ĥ]

C 0 2 deg
[
ĥ
]

0

CI 0 0 2 deg
[
ĥ
]

Table 4: Table containing the first three dimensions of the periodic table of topological insulators and
superconductors with topological invariants expressed in terms of the degree of the normalized Dirac
vector n̂.

Replacing the trace over the degrees of freedom with a trace over real space cells, the projectors into

projectors into real space states with energy less than a certain Fermi energy, as in equation (4.17) of the

main text, and normalizing the expression over the size of the unit-cell Ld, one finds

deg [n] =
1

Ld

tr
[
Ĉ
]
. (E.8)

This can be understood, as in themain text, as a summation of a local topological markerC =
∑

x ⟨x| Ĉ |x⟩ =∑
x C(x) over internal sites of each unit cell. When the switch to a real space representation is performed,

one instead performs the trace of the topological operator over a finite regionR deep in the bulk for trans-

lationally invariant systems, so as to avoid the behavior of the local topological marker at the edges. This

can be interpreted as summing the local topological over this region. The topological invariants for the

different Altland-Zirnbauer periodic table of topological insulators can finally be calculated from deg [n].

Namely, one can make use of Table 4

The relevant classes for the main text are the BDI class in d = 1 for the SSH model used in Chapter

4, as well as the the A class in d = 2 for the Haldane model used in Chapter 5. In the former case, for

the BDI class 1D, the topological operator is given by

Ĉd=1
BDI = σz [Qx̂P + Px̂Q] . (E.9)
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The operator σz acts within the sublattice degree of freedom of the SSH model. In the latter case, for the

A class in d = 2 the topological operator reads

Ĉd=2
A = 2πi1 [Qx̂PyQ− Px̂QyP ] . (E.10)

As described above, both of these topological operators are traced over regions deep in the bulk to find

the corresponding topological invariant.
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Appendix F
Green’s function theory for the Dirac Magnon Chern
Insulator

In this Appendix I go over the equation of motion method used in deriving the Green’s function (GF) for

the Dirac magnon Chern insulator (DMCI) without any external perturbation. This method is exact and it

dually serves as a brief recap on the theory of GFs. Firstly, however, in order to introduce the necessary

notation, it is worth recalling that a DMCI is described by a ferromagnetic Heisenberg model defined for

the honeycomb lattice, with nearest neighbor interactions and a Dzyaloshinskii-Moriya interaction. It can

be written as

H =− J
∑
⟨i,j⟩

S(ri) · S(rj)

+ JDM

∑
⟨⟨i,j⟩⟩

Dijẑ · [SA(ri)× SA(rj)] (F.1)

+ JDM

∑
⟨⟨i,j⟩⟩

Djiẑ · [SB(ri)× SB(rj)] , (F.2)

The cross product reads

ẑ · (S(ri)× S(rj)) = ẑ ·

∣∣∣∣∣∣∣∣∣
x̂ ŷ ẑ

Sx(ri) Sy(ri) Sz(ri)

Sx(rj) Sy
j Sz

j

∣∣∣∣∣∣∣∣∣
= Sx(ri)S

y(rj)− Sy(ri)S
x(rj).

Since the Sx(ri) and Sy(ri) can be expressed as

Sx(ri) =
S+(ri) + S−(ri)

2
, (F.3)

Sy(ri) = i
S−(ri)− S+(ri)

2
, (F.4)
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in terms of spin-ladder operators, one finds

Sx(ri)S
y(rj)− Sy(ri)S

x(rj) =
i

4

(
S+(ri) + S−(ri)

) (
S−(rj)− S+(rj)

)
− i

4

(
S−(ri)− S+(ri)

) (
S+(rj) + S−(rj)

)
=
i

2

(
S+(ri)S

−(rj)− S−(ri)S
+(rj)

)
. (F.5)

This results in

H = −J
∑
⟨i,j⟩

Sz
A(ri)S

z
B(ri) +

1

2

[
S+
A (ri)S

−
B (rj) + S−

A (ri)S
+
B (rj)

]
+ JDM

i

2

∑
⟨⟨i,j⟩⟩

Dij

[
S+
A (ri)S

−
A (rj)− S−

A (ri)S
+
A (rj)

]
+ JDM

i

2

∑
⟨⟨i,j⟩⟩

Dji

[
S+
B (ri)S

−
B (rj)− S−

B (ri)S
+
B (rj)

]
. (F.6)

Using the linearized Holstein-Primakoff (HP) transformations, and keeping only terms quadratic in the

spin-operators, such a Hamiltonian can be written position space as

H0 =− JNS2z − JS
∑
⟨i,j⟩

(
a†jbi + b†iaj − a†iai − b†jbj

)
+ JDMSi

∑
⟨⟨i,j⟩⟩

Dij

[
a†jai − a†iaj

]
(F.7)

+ JDMSi
∑
⟨⟨i,j⟩⟩

Dji

[
b†jbi − b†ibj

]
(F.8)

≡− JS
∑
⟨i,j⟩

(
a†jbi + b†iaj − a†iai − b†jbj

)
(F.9)

+ 2JDMSi
∑
⟨⟨i,j⟩⟩

νij

[
a†iaj − b†ibj

]
. (F.10)

which a Hamiltonian exactly identical to the Haldane model with a flux ϕ = π/2, corresponding to purely

imaginary NNN hoppings. The main objects necessary for the discussion both here and the main text are

the retarded GFs,GAA
ij (t), GBA

ij (t), GAB
ij (t) andGBB

ij (t) defined explicitly in equation (5.11), and which

can be grouped together in matrix form as in equation (5.13). In this Appendix, I arrive at some expression

for the matrix GF G0 for the DMCI in the absence of any external perturbations. As such, it is useful to

start with the equation of motion for GAA
ij , for which the equations of motion for the HP operators are

needed, given by the Heisenberg equations
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d

dt
ai(t) =i [H, ai]

=iJSzai − iJS
∑

k∈V (i)

bk − 2JDMS
∑

k∈V2(i)

νikak, (F.11)

d

dt
bi(t) =i [H, bi]

=iJSzbl − iJS
∑
l∈V (i)

al + 2JDMS
∑

k∈V2(i)

νikbk. (F.12)

Here, I have employed the notation V (i) to denote the set of nearest neighbors of the site i, and V2(i) to

denote the set of second nearest neighbors. Using these equations, it is simple to show that

d

dt
GAA

ij (t) =− iδ(t) + iJSzGAA
ij (t)− iJS

∑
k∈V (i)

GBA
kj (t)− 2JDMS

∑
k∈V2(i)

νikG
AA
kj (t), (F.13)

d

dt
GBA

ij (t) =iJSzGBA
ij (t)− iJS

∑
k∈V (i)

GAA
kj (t) + 2JDMS

∑
k∈V2(i)

νikG
BA
kj (t) + iBδi0G

BA
0j (t).

(F.14)

d

dt
GAB

ij (t) =iJSzGAB
ij (t)− iJS

∑
k∈V (i)

GBB
kj (t)− 2JDMS

∑
k∈V2(i)

νikG
AB
kj (t), (F.15)

d

dt
GBB

ij (t) =− iδ(t) + iJSzGBB
ij (t)− iJS

∑
k∈V (i)

GAB
kj (t) + 2JDMS

∑
k∈V2(i)

νikG
BB
kj (t). (F.16)

Note that only theAA andBB GFs include Dirac delta function terms. One can transform these equations

into frequency space, which renders it possible to transform the differential equations into a set of coupled

linear equations

ωGBB
ij (ω) = 1− JSzGBB

ij (ω) + JS
∑

k∈V (i)

GAB
kj (ω) + i2JDMS

∑
k∈V2(i)

νikG
BB
kj (ω), (F.17)

ωGAA
ij (ω) = 1− JSzGAA

ij (ω) + JS
∑

k∈V (i)

GBA
kj (ω)− i2JDMS

∑
k∈V2(i)

νikG
AA
kj (ω), (F.18)

ωGBA
ij (ω) = −JSzGBA

ij (ω) + JS
∑

k∈V (i)

GAA
kj (ω) + i2JDMS

∑
k∈V2(i)

νikG
BA
kj (ω), (F.19)

ωGAB
ij (ω) = −JSzGAB

ij (ω) + JS
∑

k∈V (i)

GBB
kj (ω)− i2JDMS

∑
k∈V2(i)

νikG
AB
kj (ω). (F.20)

These equations can furthermore be double-Fourier transformed into momentum space quite generically

via
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Gαβ
k1,k2

(ω) =
∑
i

eik1·Rie−ik2·RjGαβ
ij (ω). (F.21)

Furthermore, it is useful to introduce here what are often called the structure factors

γ(k) =
1

z

3∑
i=1

e−ik·δ, (F.22)

ξ(k) =
1

z

3∑
i=1

2i sin (k · ai) . (F.23)

In momentum and frequency space, the equations of motion simply read, at the cost of the structure

factors

ωGBB
k1,k2

(ω) =Nδk1,k2 − JSzGBB
k1,k2

(ω) + JSzγ∗(k1)G
AB
k1k2

(ω) + 2iJDMSzξ(k1)G
BB
k1k2

(ω),

(F.24)

ωGBA
k1,k2

(ω) =− JSzGBA
k1,k2

(ω) + JSzγ∗(k1)G
AA
k1k2

(ω) + 2iJDMSzξ(k1)G
BA
k1k2

(ω)

− B
1

N

∑
k

GBA
kk2

(ω), (F.25)

ωGAA
k1,k2

(ω) =Nδk1,k2 − JSzGAA
k1,k2

(ω) + JSzγ(k1)G
BA
k1,k2

(ω)− 2iJDMSzξ(k1)G
AA
k1,k2

(ω),

(F.26)

ωGAB
k1,k2

(ω) =− JSzGAB
k1,k2

(ω) + JSzγ(k1)G
BB
k1,k2

(ω)− 2iJDMSzξ(k1)G
AB
k1,k2

(ω). (F.27)

Grouping every equation together into the convenient form of a matrix equality, one finds

ω − JSz − 2iJDMSzξ(k1) JSzγ(k1)

JSzγ∗(k1) ω − JSz + 2iJDMSzξ(k1)

Gk1,k2(ω) = Nδk1,k2

1 0

0 1

 .
(F.28)

This leads to a natural definition of the zeroth order GF

[
G0

k1
(ω)
]−1 ≡

ω − JSz − 2iJDMSzξ(k1) JSzγ(k1)

JSzγ∗(k1) ω − JSz + 2iJDMSzξ(k1)

 . (F.29)

In the absence of any perturbation to the system, equation (F.28) says that the total GF is simply given by

the unperturbed GF Gk1,k2(ω) = Nδk1,k2G
0
k1
(ω).
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