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Abstract

Companies currently have a large amount of textual data coming from e-mails
and/or forms sent by their customers. The cost associated with the manual response
to each customer is very high due to the massive amount of this type of information.
It is, therefore, in this sense of supporting the customer support team of a portuguese
retailer that this dissertation aims to contribute with an artificial intelligence model
capable of classifying the sentiment present in the messages sent by customers, as well
as with tools that allow the identification of the most present themes in the messages
that reach the team, from the most negative to the most positive feedbacks.

For this, this dissertation addresses text processing techniques applied to senti-
ment analysis, such as removing words that do not contribute significantly to the
identification of sentiment, known as stopwords and eliminating characters that may
interfere with the proper interpretation of the text.

In addition to text processing techniques, this dissertation presents a detailed
analysis of several models used in Sentiment Analysis. Traditional methods such
as naive Bayes, random forests, logistic regression, XGBoost, and ordinal regression
are explored, as well as approaches based on pre-trained models.

This dissertation resulted in the development of a machine learning model of
sentiment analysis. The model has a high ability to identify the sentiment present
in texts, which can assist the customer service team in responding to customers in
a personalized way, providing a more effective and satisfactory service.

Keywords: Sentiment Analysis, Natural Language Processing, Machine Learn-
ing, Retail
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Resumo

Atualmente, as empresas dispõem de uma grande quantidade de dados textuais
provenientes de e-mails e/ou formulários enviados pelos seus clientes. O custo asso-
ciado à resposta manual a cada cliente é muito elevado devido à quantidade massiva
deste tipo de informação. É, então, neste sentido de apoiar a equipa de apoio ao
cliente de um retalhista português que esta dissertação tem como objetivo contribuir
com um modelo de inteligência artificial capaz de classificar o sentimento presente
nas mensagens enviadas pelos clientes, bem como com ferramentas que permitam a
identificação dos temas mais presentes nas mensagens que chegam à equipa, desde
os feedbacks mais negativos aos mais positivos.

Para isto, esta dissertação aborda técnicas de processamento de texto aplicadas
à análise de sentimento, como por exemplo remoção de palavras que não contribuem
significativamente para a identificação de sentimentos, conhecidas como stopwords e
eliminação de caracteres que possam interferir na interpretação adequada do texto.

Além das técnicas de tratamento de texto, esta dissertação apresenta uma análise
detalhada de diversos modelos utilizados em análise de sentimento. São explo-
rados métodos tradicionais, como naive Bayes, random forests, logistic regression,
XGBoost e ordinal regression, bem como abordagens baseadas em modelos pré-
treinados.

Esta dissertação resultou no desenvolvimento de um modelo de aprendizagem
automática de análise de sentimento. O modelo possui uma alta capacidade de
identificação do sentimento presente em textos, o que pode auxiliar a equipa
de apoio ao cliente na resposta personalizada aos clientes, proporcionando um
atendimento mais eficaz e satisfatório.

Palavras-chave: Análise de Sentimento, Processamento de Linguagem Natural,
Aprendizagem Automática, Retalho
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Chapter 1

Introduction

1.1 Introduction to Sentiment Analysis

Sentiment analysis is a computational process of identifying and categorizing

sentiments present in sentences and text, determining whether a reviewer’s position

on a specific issue or product is positive, negative, or neutral. With the huge growth

of digital platforms such as discussion forums, blogs, etc., the number of opinions

shared on the web is also growing. Hence, it becomes impossible for stakeholders

(entrepreneurs, politicians, etc.) to read and sort through thousands of comments

in a timely manner. Thus, sentiment analysis has become an essential tool for

understanding and extracting valuable information from large volumes of text.

The ability to automatically analyze sentiment has numerous applications in

various industries. In customer service, sentiment analysis enables companies to

identify and respond promptly to customer concerns, improving their overall cus-

tomer experience. In addition, sentiment analysis plays a crucial role in reputation

management, brand monitoring and market research, providing organizations with

valuable information about their online presence and consumer sentiment.

1.2 The Importance of Sentiment Analysis in Retail

In today’s competitive retail reality, understanding and responding effectively to

customers by taking their feelings into account is of huge importance to businesses.

The rise of social media, online reviews and customer feedback platforms has given

retailers access to vast amounts of text data that can be analyzed to understand

customer opinions and sentiments. This is where sentiment analysis plays a crucial

role.

1
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SA in retail involves the computational analysis of customer sentiments expressed

in text, such as product and service reviews. By using NLP and machine learning

techniques, sentiment analysis can automatically classify customer sentiments as

positive, negative or neutral, providing valuable information about customer experi-

ences and perceptions.

One of the main reasons for the ever growing importance of sentiment analysis

in retail is the power of customer opinions and recommendations. With the spread

of e-commerce platforms, consumers rely heavily on online ratings and reviews to

make purchasing decisions. Positive reviews can significantly influence potential cus-

tomers, driving sales and improving brand reputation. On the other hand, negative

reviews can deter customers, leading to lost sales and potential brand image damage.

Sentiment analysis allows retailers to systematically analyze and aggregate customer

comments, gaining a comprehensive understanding of the overall sentiment towards

their products and services.

1.3 Project Objectives

In the context of supporting the customer service team of a portuguese retailer,

the primary objective of this dissertation is to develop a robust artificial intelligence

model that can effectively classify the sentiment expressed in the messages received

from customers. The model will leverage advanced natural language processing tech-

niques to accurately analyze the content of these messages and determine whether

the sentiment is positive, negative, or neutral.

Additionally, this research aims to provide the customer service team with pow-

erful tools that facilitate the identification of prevalent themes in the incoming mes-

sages. By implementing text mining techniques, the team will be able to gain insights

into the most frequently reported subjects, enabling them to better understand cus-

tomer concerns and preferences. By achieving these objectives, the dissertation aims

to enhance the overall efficiency and effectiveness of the CS team.

The application of artificial intelligence and advanced text analytics techniques

will enable the team to promptly identify and prioritize customer issues, as well as au-

tomate responses, resulting in improved customer satisfaction, increased operational

efficiency, and fortified brand loyalty.

2
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1.4 MC Sonae and its Loyalty Program

MC Sonae operates a diverse range of food-based stores, including hypermarkets,

large supermarkets, and small supermarkets. Each store format srves to different

customer segments and offers a varied selection of products. To further enhance cus-

tomer loyalty and gain insights into individual shopping habits, MC Sonae launched

Cartão Continente on January 23, 2007, that currently includes 19 permanent part-

ners and some occasional partners in several areas such as food, transportation,

health, and fashion. This loyalty card initiative currently boasts approximately 4

million active accounts.

Cartão Continente not only serves as a means to increase brand loyalty but

also provides MC Sonae with valuable data on consumer behavior at an individual

level. By analyzing the shopping patterns of customers, the company can effectively

manage its product range, make informed decisions regarding store expansions and

adaptations, drive product innovation, and develop customer-focused strategies and

loyalty programs. With this, the company has valuable information that can be

used to individualize and personalize customer responses, taking into account the

sentiment attributed to each customer.

1.5 Dissertation Structure

This dissertation is structured into five main sections, each focusing on a specific

aspect of the research on sentiment analysis and its application in the retail industry.

The following provides an overview of the content covered in each section.

First, in the Introduction section, the background of the dissertation is presented.

It begins with an introduction to sentiment analysis, highlighting its importance

in understanding customer feedback and opinions. The importance of sentiment

analysis, specifically in the retail sector, is also highlighted. The section continues

with a presentation of the project objectives, outlining the goals and intentions of

the research and, finally, ends with a topic that introduces MC Sonae and its loyalty

program.

The Literature Review section explores into existing research and scholarly work

related to sentiment analysis. It explores various approaches and techniques used

in sentiment analysis, with a focus on machine learning and lexicon-based methods.

This section provides a comprehensive understanding of the current state of the field,

highlighting the strengths and limitations of different approaches.

The next section describes the Methodology used in the research. It begins by

3
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presenting the different models used for sentiment analysis, including naive Bayes,

logistic regression, multinomial logistic regression, ordinal regression models, pro-

portional likelihood model, support vector machines, random forests, and eXtreme

gradient boost. In addition, the section discusses the performance metrics and vali-

dation techniques used to evaluate the effectiveness of the models.

The Case Study section presents the data and methods used to conduct a prac-

tical analysis of sentiment in the retail industry. It describes the dataset utilized

for the study, including its sources and characteristics. The section then outlines

the specific methods and techniques employed to perform sentiment analysis on the

data. Results and discussions of the findings are presented, providing insights into

the effectiveness of the chosen models and their performance in classifying sentiment.

The final section summarizes the key findings and conclusions drawn from the

research. It highlights the contributions made to sentiment analysis in the retail

industry and discusses the implications of the results. Furthermore, this section

suggests potential avenues for future research.

4
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Literature Review

2.1 Literature Review

Sentiment analysis, a crucial aspect of natural language processing, informs

decision-making by deciphering public sentiment. It is applied across sectors in-

cluding product analysis, healthcare, finance, and business, assisting in under-

standing customer sentiment, reputation management, and market trend prediction

[Mowlaei et al. 2020, Kumar and Uma 2021, Ruffer et al. 2020, Park et al. 2020,

Cortis and Davis 2021, Arora et al. 2021, Ahmad et al. 2019]. However, the

process faces obstacles such as informal writing styles, sarcasm, irony, and

language-specific nuances, complicating sentiment detection and classification

[Subhashini et al. 2021, Wankhade et al. 2020].

In this study, it is proposed a hybrid approach combining SentiLex-PT – a

comprehensive Portuguese sentiment lexicon [Pereira 2021, Ranchhod et al. 1999,

Barreiro et al. 2015] – and diverse machine learning techniques. A sentiment lexi-

con associates each word with an opinion polarity or emotion, proving invaluable for

sentiment polarity classification. SentiLex-PT, specifically designed for social judg-

ment, facilitates sentiment extraction and interpretation from text. Additionally,

machine learning techniques including naive Bayes, multinomial logistic regression,

ordinal regression, support vector machines, random forests, and eXtreme gradient

boost help classify sentiments into distinct categories.

Our approach leverages SentiLex-PT for sentiment extraction and machine learn-

ing techniques for sentiment classification, proving effective when analyzing Por-

tuguese supermarket customer feedback. Document-level analysis provides an over-

all sentiment, while sentence-level analysis captures contrasting sentiments within

the same document, offering a nuanced understanding. Phrase-level sentiment anal-

5
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ysis enables a more detailed scrutiny by identifying opinion words at the phrase level

[Thet et al. 2010]. The goal is to provide a comprehensive sentiment understanding

by integrating these analysis levels.

Beyond text preprocessing, sentiment analysis also necessitates feature extrac-

tion, which converts raw text into a numerical format suitable for machine learning

algorithms. This process incorporates methods like Bag-of-words, context captur-

ing with N-grams, and sparse matrix management through feature selection and

reduction. It also includes the application of evaluation metrics like precision, re-

call, F1-score, and ROC AUC, and hyperparameters tuning using methods like grid

search and randomized search.

Machine learning models were carefully selected considering the sentiment anal-

ysis problem nature and our dataset characteristics. Multinomial logistic regression

was used for nominal sentiment categorization, while ordinal logistic regression was

employed for sentiments with inherent order. SVM were chosen due to their aptitude

with high-dimensional data. Random forests, robust against overfitting and adept

at managing large feature sets, were used to model complex feature interactions.

Lastly, the eXtreme gradient boosting model, known for its regularization parame-

ters, was employed to reduce overfitting and enhance performance, demonstrating

superior predictive power, speed, and an advanced implementation of the gradient

Tree-Boosting algorithm.

2.2 Machine Learning and Lexicon-Based Approaches

Supervised machine learning is a method where algorithms are trained on labeled

data, i.e., a dataset comprising both the input and corresponding output values. This

dataset essentially acts as an example for the algorithm to learn from. ”Supervised”

refers to the process where these known, correct input-output pairs guide the learning

process.

The objective of these algorithms is to discover underlying patterns or relation-

ships within the provided data, enabling the construction of a model that can ac-

curately predict the output for new, unseen inputs. This is achieved through an

iterative process of making predictions and receiving feedback. The feedback is an

error signal indicating the discrepancy between the algorithm’s predictions and the

actual values.

Based on this feedback, the algorithm adjusts its internal parameters in a process

commonly referred to as learning, aiming to minimize the deviation between its

6
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predictions and the true values. This cycle of prediction, feedback, and adjustment

continues until the algorithm achieves an acceptable level of performance, or until

further learning ceases to significantly reduce the error.

Through this supervised learning process, the machine learning model can gener-

alize from the training data and accurately predict when presented with new, similar

data. However, while the algorithm can learn from labeled data and make precise

predictions for unseen data, the operator (or machine learning practitioner) has the

responsibility to evaluate and verify the model’s performance and decide when the

learning process should be halted.

Machine learning approaches handle sentiment classification as a standard text

classification problem, employing syntactic and/or linguistic features. These ap-

proaches formulate categorization models linking the attributes of a given record to

one of the class labels. They predict the class label for an instance of an unknown

class, either attributing one label (hard categorization) or producing probabilistic

label values (soft classification). Machine learning permits systems to acquire new

capabilities without explicit programming, allowing sentiment analysis algorithms

to understand contextual information, sarcasm, and misused words beyond mere

definitions.

In [Hassonah et al. 2020] the authors used Twitter data for training, demon-

strating their model’s effectiveness by reducing the total feature count by up to 96%

while outperforming most models. Their hybrid model underscored the potential

of meticulously architected models with precision-tuned hyperparameters to surpass

standalone models in performance [Chang et al. 2020]. While their hybrid model

yielded impressive results, they recognized that opportunities for enhancing perfor-

mance remain through model tweaking and training. By adopting such a hybrid

approach in our study, the point is to advance sentiment analysis, amalgamating lin-

guistic feature incorporation and sophisticated machine learning methods for more

refined and precise sentiment classification.

In order to fill gaps between the current state of the literature and the problem

this dissertation aims to answer, the article [Almeida et al. 2023], submitted for

publication, was also used as support.

7



Chapter 3

Methodology

3.1 Models

In this section, it is described the machine learning classifiers utilized in our

approach.

3.1.1 Naive Bayes

Naive Bayes is a simple yet effective machine learning algorithm for classification.

The algorithm is based on the Bayes theorem and assumes that all features are inde-

pendent of each other. Despite this oversimplification, naive Bayes classifiers work

well in many real-world situations, including text classification and spam filtering

[Rish 2001, Hand and Yu 2001, Mitchell 1997, Lewis 1998].

Bayes’ theorem forms the core of this algorithm, stated as follows:

P (A|B) =
P (B|A)P (A)

P (B)
(3.1)

Here, P (A|B) is the posterior probability of class (A, target) given predictor (B,

attributes), P (B|A) is the likelihood which is the probability of predictor given class,

P (A) is the prior probability of class, and P (B) is the prior probability of predictor.

The Naive Bayes model assumes that given a class variable y and dependent

feature vector x1 through xn, the following condition holds:

P (y|x1, ..., xn) =
P (y)P (x1, ..., xn|y)

P (x1, ..., xn)
(3.2)

Given the naivety assumption that all features are independent of each other,

the conditional probability can be rewritten as follows:
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P (y|x1, ..., xn) =
P (y)

∏n
i=1 P (xi|y)

P (x1, ..., xn)
(3.3)

While constructing the classifier, the denominator P (x1, ..., xn) doesn’t actually

matter, as it is a constant given the input. So, it can be rewritten as:

P (y|x1, ..., xn) ∝ P (y)
n∏

i=1

P (xi|y) (3.4)

So, it is chosen the class y that maximizes the P (y)
∏n

i=1 P (xi|y) equation, which
leads to the final form:

y = argmax
y

P (y)
n∏

i=1

P (xi|y) (3.5)

The naive Bayes model is easy to build, with no complicated iterative parameter

estimation schemes that make it particularly useful for very large datasets. Besides,

it can handle an extremely large number of features and is unaffected by irrelevant

features, which makes it quite versatile in handling complex classification problems.

3.1.2 Logistic Regression

Logistic regression is a powerful and commonly used machine learning algorithm

used for binary classification problems. It is a statistical model that utilizes a logistic

function to model a binary dependent variable (see [Agresti 2010] for a more detailed

explanation).

Unlike linear regression, which outputs continuous values, logistic regression

transforms its output using the logistic sigmoid function to return a probability

value, which can be mapped to two or more discrete classes.

Given an input vector x, the logistic regression model first calculates a linear

combination of the input features, as follows:

z = β0 + β1x1 + β2x2 + . . .+ βnxn (3.6)

where β0, β1, ..., βn are the parameters of the model, x1, ..., xn are the feature

values, and z is known as the log-odds or logit.

In the next step, the model maps the calculated log-odds to the probability of

the positive class using the sigmoid function:

p̂ =
1

1 + e−z
(3.7)
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The output p̂ is the estimated probability of the positive class.

In order to train the model, is necessary to find the parameters β that minimize

the cost function. This cost function is typically the log-loss function, which for two

classes is defined as:

J(β) = − 1

m

m∑
i=1

[yi log(p̂i) + (1− yi) log(1− p̂i)] (3.8)

where yi is the actual class label and p̂i is the predicted probability of the positive

class for the ith instance.

This is a convex cost function, so gradient descent (or any other optimization

algorithm) is guaranteed to find the global minimum.

Once the model has been trained and our optimized β values are obtained, predic-

tions can be made by applying these coefficients to the feature values, applying the

sigmoid function to the result, and classifying instances with a probability greater

than 0.5 as the positive class.

ŷ =

1 if p̂ ≥ 0.5

0 otherwise
(3.9)

Logistic regression is widely used due to its efficiency and simplicity. Despite its

name, it is primarily used for classification tasks rather than regression tasks. It

works well for linearly separable classes and when the feature space is linearly influ-

ential to the log odds of the response variable. However, it may not be as effective

with non-linear problems or problems where feature interactions are important, as

it assumes independence among the features.

3.1.3 Multinomial Logistic Regression

Multinomial logistic regression is an extension of binary logistic regression used

when the response variable has more than two unordered categories. It creates

a distinct logistic regression model for each category against a reference category,

each with its own set of intercepts and regression coefficients. The key assumption,

independence of irrelevant alternatives, posits that the selection of one category does

not relate to the selection of any other.

Given a categorical dependent variable Y with five levels (Very Negative, Neg-

ative, Neutral, Positive, and Very Positive) and m predictors X1, X2, ..., Xm, the

MLR models are as follows:
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y1 = log
P (Y = Very Negative|X)

P (Y = Neutral|X)
= β0,1+β1,1 ·X1+β2,1 ·X2+. . .+βm,1 ·Xm (3.10)

y2 = log
P (Y = Negative|X)

P (Y = Neutral|X)
= β0,2 + β1,2 ·X1 + β2,2 ·X2 + . . .+ βm,2 ·Xm (3.11)

y3 = log
P (Y = Positive|X)

P (Y = Neutral|X)
= β0,3 + β1,3 ·X1 + β2,3 ·X2 + . . .+ βm,3 ·Xm (3.12)

y4 = log
P (Y = Very Positive|X)

P (Y = Neutral|X)
= β0,4+β1,4 ·X1+β2,4 ·X2+ . . .+βm,4 ·Xm (3.13)

Since P (Y = Very Negative|X) + P (Y = Negative|X) + P (Y = Neutral|X) +

P (Y = Positive|X) + P (Y = Very Positive|X) = 1, we can derive all probabilities

as:

P (Y = Very Negative|X) =
exp(y1)

1 + exp(y1) + exp(y2) + exp(y3) + exp(y4)
(3.14)

P (Y = Negative|X) =
exp(y2)

1 + exp(y1) + exp(y2) + exp(y3) + exp(y4)
(3.15)

P (Y = Neutral|X) =
1

1 + exp(y1) + exp(y2) + exp(y3) + exp(y4)
(3.16)

P (Y = Positive|X) =
exp(y3)

1 + exp(y1) + exp(y2) + exp(y3) + exp(y4)
(3.17)

P (Y = Very Positive|X) =
exp(y4)

1 + exp(y1) + exp(y2) + exp(y3) + exp(y4)
(3.18)
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These equations set the foundation for modeling the sentiment categories in our

MLR framework. Following the derivation of the five-class sentiment model, we

proceed with its fine-tuning and assessment. We adopt the maximum likelihood

estimation method for fitting the multinomial logistic regression model. The signifi-

cance of the fitted model is then evaluated using the likelihood ratio Test. This test

enables us to compare the goodness of fit of two models by calculating the ratio of

their likelihoods - the likelihood of the reduced model (with only an intercept) and

the likelihood of the full model (with all predictors) [Hosmer et al. 2013].

When assessing the goodness of fit, we employ the Pseudo-R2 measures proposed

by Cox & Snell, Nagelkerke, and McFadden. The interpretation of these Pseudo-R2

values isn’t well-defined in the literature [Osborne 2017, Pituch et al. 2015]. How-

ever, they are instrumental when comparing competing models derived from the

same dataset - the model with the highest Pseudo-R2 statistic is deemed to be

the best fit. McFadden himself suggested that a pseudo-R2 between 0.2 and 0.4 is

indicative of an excellent model fit [Hensher and Stopher 2021].

The significance of the model coefficients is examined with the Wald test, while

the receiver operating characteristic curve helps evaluate the model’s discriminative

capacity. The area under the ROC curve ranges from 0 to 1, where an AUC of 0.5

suggests the model lacks discriminative ability; for 0.5 < AUC < 0.7, the discrimi-

native power is weak; for 0.7 ≤ AUC < 0.8, it’s acceptable; for 0.8 ≤ AUC < 0.9,

it’s good; and for AUC ≥ 0.9, the discriminative power is exceptional [33].

It’s essential to note that, unlike other statistical procedures, multinomial logistic

regression requires careful attention to sample size, especially in the presence of po-

tential collinearity among the predictors. Care is needed with small sample sizes and

highly correlated predictors, as these can lead to incorrect or unreliable inferences

based on the fitted regression model [Ashqar et al. 2021]. As a general guideline,

it’s recommended to consider at least 100 cases for maximum likelihood estimation,

including logistic regression. However, 500 cases are considered adequate in most

applications, and it’s suggested to have at least 10 cases per predictor [Long 1997].

3.1.4 Ordinal Regression

Ordinal logistic regression, also known as ordinal regression, is a type of regres-

sion analysis used when the dependent variable is ordinal, i.e., it has multiple ordered

categories. Unlike nominal categories, ordinal categories have a specific order (say,

for example, ”very negative”, ”negative”, ”neutral”, ”positive”, ”very positive”), but

the distance between the categories is not known [Agresti 2010, McCullagh 1980].
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Before fitting ordinal regression models, we evaluated the association between

the response variable and covariates using the Cochran–Mantel–Haenszel (row mean

scores) statistic. This statistic explores the connection between the ordinal response

variable and a particular covariate, adjusting for the effect of another covariate

treated as a stratification variable. The ordinality of the response variable is incor-

porated by assigning scores to response categories, computing means, and inspecting

location shifts of means across row levels or sub-populations (formed when covari-

ate levels are cross-classified). Moreover, to account for ordinality in the face of

uncertainly equally-spaced y-response categories, we assigned modified ridit scores.

3.1.5 Proportional Odds Model

The proportional odds model, also known as the cumulative logit model, is es-

pecially relevant when dealing with a grouped continuous response variable. Con-

sidere a c-point scale, let the response categories be denoted by y1, y2,...,yc and

X1, X2,..., Xp be a set of explanatory variables or covariates. If we form cumu-

lative probabilities from the proportions Pr(Y = yj) = pj(j = 1, . . . , c) based on

the marginal totals of a sub-population, the probability of a response in category

yj or below can be represented as Pr(Y ≤ yj) = p1 + p2 + · · · + pj. As such,

Pr(Y ≤ y1) ≤ Pr(Y ≤ y2) ≤ · · · ≤ Pr(Y ≤ yc) = 1 holds, reflecting the ordering in

the response categories. The proportional odds model is built upon these cumulative

probabilities. It defines a relationship between these cumulative probabilities and

the covariates using the logistic function, as shown below:

logit
(
Pr(Y ≤ yj)

)
= αj − β ·X (3.19)

Where logit(p) = log
(

p
1−p

)
is the logit function, Pr(Y ≤ yj) is the cumulative

probability of the response being in category j or lower, αj is the threshold parameter

for category j, β is a vector of coefficients for the covariates X, β ·X represents the

dot product of β and X. Note that the minus sign in front of β ·X indicates that as

the covariates increase, the cumulative probability decreases, which maintains the

ordering of the categories.

The proportional odds aspect of this model comes from the fact that the odds

ratio between different categories is constant. Formally, for any two sets of covariates

X and X ′, we have:

odds
(
Pr(Y ≤ yj|X)

)
odds

(
Pr(Y ≤ yj|X ′)

) =
exp(β′X)

exp(β′X ′)
= exp(β′(X −X ′)) (3.20)
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This odds ratio is constant for all categories j, meaning that a unit increase in

any covariate multiplies the odds of being in a lower category by a constant factor,

regardless of the current category. This is a strong assumption and may not hold in

all datasets, so it’s important to check this assumption when using the proportional

odds model.

Multinomial logistic vs. Ordinal regression

If the categories have a clear order (like the example given), ordinal logistic

regression might be more suitable since it takes this order into account. On the

other hand, multinomial logistic regression treats each category as a separate class

without considering any order or hierarchy. Hence, ordinal regression might capture

the nature of sentiment analysis better than multinomial logistic regression.

The ordinal logistic regression model can give meaningful results about shifts

from one category to another, considering the order. In comparison, multinomial

logistic regression will treat shifts from“very negative”to“negative”the same as from

“very negative” to “very positive”. This can be less intuitive in a sentiment analysis

context, where we typically think of sentiment as a continuum from negative to

positive.

The performance of both models can depend on the specifics of the data. Multi-

nomial logistic regression might perform better when the assumptions of ordinal

logistic regression do not hold, or when the order of categories is not very meaning-

ful for predicting the outcome. However, when the ordinal nature of the categories

is important, ordinal regression can outperform multinomial regression.

Ordinal logistic regression requires the assumption of proportional odds, mean-

ing that the odds are the same regardless of the cut-off point chosen to distinguish

between ‘lower’ and ‘higher’ ratings. Checking and handling violations of this as-

sumption can add to the complexity of using ordinal regression. In contrast, multi-

nomial logistic regression doesn’t make this assumption, which can make it easier to

use.

3.1.6 Support Vector Machines

Support Vector Machines is a supervised machine learning algorithm

mainly used for classification problems and also for regression [Vapnik 1995,

Cortes and Vapnik 1995]. When it comes to sentiment analysis, SVM can be a

powerful tool.
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(1) SVMs are particularly good at handling high-dimensional data. In the context

of text data for sentiment analysis, after pre-processing, the dataset will likely

have a very high number of features (given by the size of the vocabulary).

(2) Text data is typically very sparse - each document only contains a small fraction

of the total vocabulary. SVMs work well with sparse data and have been shown

to outperform other algorithms in such situations.

(3) While SVMs are fundamentally binary classifiers, they can be extended to handle

multi-class problems like our 5-category sentiment analysis. Common strategies

are “one-vs-one” and “one-vs-all” approaches.

(4) SVMs are robust against overfitting, especially in high-dimensional space. This

is particularly useful for text data where the number of features can be very

high.

The primary idea behind SVM is to find a hyperplane that best separates the

data into its respective classes. In a 2-dimensional space, this hyperplane is simply

a line. For data that is linearly separable (i.e., it is possible to draw a straight line

to separate different classes), an SVM will find the line that maximizes the margin

between the closest points (support vectors) of each class. This line is known as the

decision boundary, and the area defined by the margin is called the “street”. For

non-linearly separable data, SVM uses a technique known as the kernel trick. The

kernel trick involves transforming the data into a higher-dimensional space where

it can be separated by a hyperplane. Once the hyperplane is found in this higher-

dimensional space, we can then transform it back to the original space, resulting in

a non-linear decision boundary.

In practice, data might be noisy and classes might overlap, making it impossible

to find a hyperplane that perfectly separates the classes. To handle such situations,

SVM introduces the concept of a “soft margin” which allows some points to be

on the wrong side of the margin or even the wrong side of the decision boundary.

The degree to which this is allowed is controlled by a parameter C (regularization

parameter), which is tuned to find the best balance between maximizing the margin

and minimizing misclassification.

Although SVMs are mostly known for classification, they can also be used for

regression tasks (Support Vector Regression or SVR). The principle is similar, but

instead of trying to find the largest possible margin between two classes while min-

imizing misclassification, SVR tries to fit as many instances as possible within the
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margin while minimizing the number of instances outside the margin. The width of

the margin is controlled by a parameter epsilon.

3.1.7 Random Forests

The Random Forest classifier is an ensemble learning method that operates by

constructing a multitude of decision trees at training time and outputting the class

that is the mode of the classes (classification) of the individual trees [Breiman 2001,

Breiman and Cutler 2004].

The Random Forest algorithm involves the following steps:

1. The procedure starts by picking n random samples from the dataset with

replacement (known as bootstrap samples), where n is the total number of

observations in the dataset.

2. For each bootstrap sample, a decision tree is grown. At each node:

(a) m variables (features) are selected at random out of all p variables. By

default, m is equal to the square root of p.

(b) The best split on these m is used to split the node. The objective of

the split is to maximize the reduction in variance (for regression trees)

or Gini impurity (for classification trees). The node is split into left and

right child nodes.

The splitting process is mathematically represented as:

∆I(S,A) = I(S)−
∑

ν∈Values(A)

|Sν |
|S|

I(Sν)

where I(S) is the impurity measure of the original set, Values(A) is the

set of all possible values for attribute A, Sν is the subset of S for which

attribute A has value ν, |Sν |
|S| is the proportion of the examples that have

value ν for attribute A. For each attribute, the potential information

gain is calculated and the attribute with the highest information gain is

chosen for the split.

3. For prediction with a new object, it’s passed down all of the trees in the forest.

Each tree gives a classification, and the tree votes for that class. The forest

chooses the classification having the most votes (over all the trees in the forest)

and outputs that as its prediction.
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A crucial parameter of the Random Forest is the number of trees to generate (typ-

ically denoted as n_estimators in software implementations). A larger number of

trees reduce the likelihood of overfitting but increases the computational complexity.

Random Forests are robust to outliers, scalable, and able to naturally model

non-linear decision boundaries thanks to their hierarchical structure. Random

Forests can also be a good choice for sentiment analysis, because can handle high-

dimensional datasets well, which can be very useful in sentiment analysis when using

bag-of-words or TF-IDF based feature vectors, resulting in a large number of fea-

tures and automatically give an estimate of what variables are important in the

classification. Also are capable of modeling complex, non-linear decision boundaries

and do not require input features to be scaled (i.e., to have the same range), unlike

methods such as SVMs or logistic regression.

However, RF, being a black-box model, are not as interpretable as models like

logistic regression. It can be harder to understand why the model is making certain

predictions. As SVM, RF can be more computationally intensive and require more

memory, especially as the number of trees increases or the depth of the trees increases.

When dealing with sparse data (like text data typically is), RF may not perform as

well as linear models or SVMs.

3.1.8 eXtreme Gradient Boost

The eXtreme Gradient Boost was developed in the paper

[Chen and Guestrin 2016], is an enhancement of the gradient tree boosting

algorithm, using regularization to mitigate the risk of overfitting.

XGBoost, as with other boosting algorithms, operates by aggregating the perfor-

mance of weak learners to create a single strong learner. The weak learners are, in

this case, decision trees, which individually might not produce the best predictions

but collectively deliver a high performance. These decision trees are designed to

minimize a loss function, with each subsequent tree working on reducing the errors

left by the preceding trees.

The essential element of the XGBoost algorithm is its regularization component.

Regularization is a technique used in machine learning to avoid overfitting, which

occurs when a model learns the training data too well, including its noise and out-

liers, hence performing poorly on unseen data. By adding regularization terms into

the loss function, XGBoost encourages the model to become simpler or smoother,

meaning it will prefer simpler models over complex ones, thereby reducing overfit-

ting.
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The XGBoost classifier operates as a meta-classifier that amalgamates weak learn-

ers to construct a robust learner. For a given training datasetXi, with corresponding

labels Yi, the XGBoost classifier leverages individual classifiers to predict the out-

come Zi. The prediction equation is represented as:

Zi =
N∑

n=1

fn(Xi)

where function fn symbolizes de nth tree, housing scores on its leaves. The score of

each tree is computed through the following function:

L(n) =
k∑

k=1

l
(
Yi, Z

(n−1)
i + fn(Xi)

)
+ Ωf(n).

Here, l denoes the loss function, Z
(n)
i indicates the prediction for sample Xi at the

nth iteration, and Ω signifies the regularization term which inhibits the score leaves

from acquiring large values. The fn(Xi) function that minimizes the aforementioned

equation is integrated into the tree function, generating the final classification tree.

The efficiency of the XGBoost algorithm lies in its computation speed and per-

formance. It has been empirically shown to be faster and more predictive than

traditional Gradient Tree Boosting algorithms (Dhaliwal, Nahid, and Abbas, 2018).

This is primarily due to its unique system design and the implementation of a column

block structure, which enables parallelization during model construction. Addition-

ally, it can handle sparse data and missing values, making it more versatile and

robust.

To sum up, the XGBoost classifier employs gradient boosting techniques while

incorporating regularization, which makes it highly effective for various complex

predictive tasks. This robust learner, with its solid theoretical foundation and proven

effectiveness, continues to be a significant tool in the machine learning field.

Random forests vs. XGBoost

While both XGBoost and Random forests are ensemble machine learning algo-

rithms that use decision trees as their base learners, there are some fundamental

differences between the two in terms of their learning process, bias-variance tradeoff,

and their handling of feature importance.

Random Forests build each tree independently while XGBoost builds one tree at

a time, where each new tree helps to correct errors made by the previously trained
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tree. This sequential nature of boosting algorithms can make them more sensitive

to noise and outliers, but can also make them more accurate if tuned correctly.

Random Forests tend to reduce variance by averaging the results from a number

of independently built decision trees, which makes them less prone to overfitting. On

the other hand, XGBoost tackles both bias and variance by building a strong pre-

dictive model in a step-wise, additive, and sequential manner. This approach tends

to make XGBoost more accurate than Random Forests, given that the parameters

are properly tuned.

Random Forests consider a random subset of features for splitting nodes while

building the trees, which leads to a diverse set of models and helps to reduce over-

fitting. XGBoost, in contrast, uses all features for splitting nodes while controlling

complexity using its regularisation parameters.

Both Random Forests and XGBoost provide measures of feature importance, but

the methods differ. In Random Forests, importance is based on the total decrease

in node impurities from splitting on the variable, averaged over all trees. XGBoost,

on the other hand, measures importance by the average gain of the feature when it

is used in trees.

In terms of raw performance, XGBoost often has an edge over Random Forests.

Because of its gradient boosting framework, XGBoost can often provide a better

predictive accuracy than Random Forests. However, XGBoost models may take

longer to train and tune due to their sequential nature.

3.2 Performance Metrics and Validation Techniques

Once the model is fit, or train, adequately on a dataset, evaluating its predictive

performance and reliability is critical. This assessment involves several metrics and

techniques, such as cross-validation or a simple train-test split, as explain in this

subsection (see [Hastie et al. 2009] for a more detailed explanation).

Precision and sensitivity, also called recall, two commonly used metrics in re-

trieval tasks, are primarily focused on positive predictions. Precision is the ratio of

correctly predicted positive observations to the total predicted positives, and sensi-

tivity is the ratio of correctly predicted positive observations to all observations in

the actual positive class. They are mathematically defined as:

Precision =
True Positive

True Positive + False Positive
(3.21)
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Sensitivity =
True Positive

True Positive + False Negative
(3.22)

Accuracy, another significant metric, is the proportion of correct predictions

made by the model, calculated as:

Accuracy =
No. of correct predictions

Total no. of predictions
(3.23)

For binary classification tasks, accuracy is calculated specifically as:

Accuracy (Binary) =
TN + TP

TP + TN+ FP + FN
(3.24)

where TN, TP, FP, FN refer to True Negative, True Positive, False Positive, and

False Negative predictions, respectively. This is summarized in the confusion matrix

table:

Predictive Positive Predictive Negative
Actual Positive Instances True Positive (TP) False Negative (FN)
Actual Negative Instances False Positive (FP) True Negative (TN)

Table 3.1: Confusion matrix calculation method

In cases of class imbalance, the F1 Score is employed. It combines precision and

recall into a single metric and is defined as

F1 = 2× precision× recall

precision + recall

F1 score is equal to 1 only when precision and recall are both 1. F1 score becomes

high only when both precision and recall are high. F1 score is the harmonic mean

of precision and recall and is a better measure than accuracy, specifically when

considering unbalanced datasets.

The model can be assessed using the k-Fold Cross Validation resampling tech-

nique. The dataset is divided into k subsets, where k could be in the range of 2 to

20, for example.

Finally, learning curves, representing ”risk or cost / score vs size” for both the

training and testing data, can be deployed. These curves assist in determining the

volume of data required for optimal training in future iterations.
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Case Study

4.1 Data and Methods

In this section, it will be described the data and methods used in the project.

4.1.1 Data

For this project, a dataset comprising customer support related data was consid-

ered, which included the message sent by the customer, the message identification

number and type, and the associated sentiment. It is important to note that this

classification, divided into five classes and ranging from very negative to very positive

sentiment, was performed by a former consultancy of the company.

The initial dataset consisted of 58,172 records, out of which 524 were identified

as duplicate cases, that is, the same record repeated more than once. Additionally,

there were 11,996 records that were not classified, and 654 cases with the exact

same message. After addressing these issues, the final dataset consisted of 44,998

cases. Out of the approximately 45k cases, around 78% were categorized as service

requests, 14% as information requests, 8% as complaints, and the remaining cases

were classified as compliments and suggestions.

Figure 4.1: Types of request
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Regarding the number of cases by sentiment, approximately 79% of the cases are

classified as neutral. This is to be expected since the majority of cases are categorized

as service requests and information requests and, typically, when a customer writes

a message of this nature, their satisfaction tends to be neutral. Additionally, 20% of

the records contain negative messages, while the remaining cases are divided among

very negative, positive, and very positive sentiments. It is worth noting that the

number of cases with a very positive sentiment is quite low, indicating the customers’

inclination to write positive comments is limited.

Figure 4.2: Records by sentiment class

Furthermore, by analyzing the Table 4.1, it becomes evident that, as expected,

more positive sentiments are associated with messages categorized as compliments,

service requests, and information requests, while more negative sentiments are asso-

ciated with complaints and service requests as well. Additionally, upon examining

the Figure 4.2, it is notable that approximately 10% of the cases classified as pos-

itive are categorized as complaints. A brief analysis of some of these cases reveals

that this misclassification can occur due to the use of irony by the customer and the

inclusion of positive words in their negative message, such as bom dia, agradeço and

cumprimentos.

Compliment IR SR Complaint Suggestion Marginal Total

Very Positive 33.3% 12.5% 20.8% 0.0% 0.0% 24
Positive 9.8% 29.4% 50.0% 9.8% 1.0% 102
Neutral 0.2% 14.9% 78.4% 6.1% 0.4% 35412
Negative 0.0% 9.2% 75.5% 14.8% 0.4% 8964

Very Negative 0.0% 11.5% 64.5% 23.4% 0.6% 496

Table 4.1: Percentage of request types by sentiment class
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4.1.2 Methods

Cleaning Process

With the data ready to be processed, the first step involves cleaning the messages,

which entails removing irrelevant text and characters. This process is essential in

preparing the data for subsequent analysis. Cleaning the messages aims to eliminate

unwanted elements such as punctuation, numbers, special characters, and stop words

(commonly used words such as e, o and para) that do not contribute significantly

to sentiment analysis. Properly cleaning the messages is crucial for improving data

quality and, consequently, obtaining more accurate and reliable results in sentiment

analysis.

Here is an example of all the message cleaning processes used and tested in the

project.

”Bom dia,\nGostaria de saber quando terão

cadeiras, novamente, disponiveis.\nMuito obrigada!\n
https://www.continente.pt/produto/cadeira-echair-confort-

kasa-284190.htmml\n\nMelhores cumprimentos,\n\nMaria

Silva, mariasilva@gmail.com \n\nDe: Continente

<ajuda@continente.pt>\nEnviado: 25 de setembro de 2021

12:06 \nPara: Maria silva >mariasilva@gmail.com>\nAssunto:
Confirmação de Encomenda\n\n”

↓

When importing the data, it is important to note that all spaces are automat-

ically replaced with \n. Therefore, the initial process of cleaning plays a crucial

role in restoring the spaces in the original messages. This step aims to correct the

unwanted substitution of spaces with \n and ensure that the messages are returned

to their original form, preserving the proper structure and readability.

”Bom dia, Gostaria de saber quando terão estas

cadeiras, novamente, disponiveis. Muito obrigada!

https://www.continente.pt/produto/cadeira-echair-confort-

kasa-284190.html Melhores cumprimentos, Maria Silva, mari-

asilva@gmail.com —- De: Continente <ajuda@continente.pt>

Enviado: 25 de setembro de 2021 12:06 Para: Maria Silva <mari-

asilva@gmail.com> Assunto: Confirmação de Encomenda”
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↓

In the second cleaning step, all links and characters are removed except for ’.’,

’ !’, and ’@’. The period and ’@’ cannot be removed in this stage as they will be

needed to remove email addresses in a subsequent step. As for the exclamation

point, it was chosen not to remove it, as it can be relevant for identifying the

sentiment in the message, as it is often used to express admiration or indignation.

Furthermore, all uppercase letters are converted to lowercase. This is done to

standardize the text and avoid discrepancies in the subsequent analysis. Converting

all letters to lowercase, ensures that words are treated consistently, regardless of

the capitalization used by the message sender.

”bom dia gostaria de saber quando terão estas cadeiras novamente

disponiveis. muito obrigada! melhores cumprimentos Maria Silva

mariasilva@gmail.com de continente enviado de setembro de para

maria silva assunto confirmação de encomenda”

↓

It was noticed that many customer messages are responses to messages from

the retailer Continente and therefore, after the customer’s message, there is Conti-

nente’s message, which in this case, is not relevant to understanding the customer’s

sentiment. Therefore, in the third cleaning step, it was removed the message sent

by the retailer customer support. This ensures that the focus is solely on the cus-

tomer’s message and allows for a more accurate analysis of the customer’s sentiment.

”bom dia gostaria de saber quando terão estas cadeiras novamente

disponiveis. muito obrigada! melhores cumprimentos maria silva

mariasilva@gmail.com”

↓

The fourth cleaning step involves removing email addresses since they do not

provide relevant information for identifying the sentiment present in the customer’s

message. By removing email addresses, it’s eliminated any potential noise or

distractions from the analysis process and focus solely on the textual content that

contributes to understanding the customer’s sentiment.
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”bom dia gostaria de saber quando terão estas cadeiras novamente

disponiveis. muito obrigada! melhores cumprimentos maria silva”

↓

The fifth cleaning step is responsible for removing all accents and, finally, the

periods. By removing accents, consistency is ensured in the text, and potential

issues related to different accented characters are avoided.

”bom dia gostaria de saber quando terao estas cadeiras novamente

disponiveis muito obrigada! melhores cumprimentos maria silva”

↓

In the sixth cleaning step, greetings such as bom dia, boa tarde, and boa noite

are removed. It was chosen to remove these greetings as they are not indicative of

a specific sentiment. It was observed that customers commonly include greetings

in their messages, regardless of whether they are writing a positive or negative

comment. This is also influenced by the common structure of emails, where a

greeting is typically included before any type of message. By removing these

greetings, the focus is directed towards the content that directly expresses the

sentiment of the customer’s message.

”gostaria de saber quando terao estas cadeiras novamente

disponiveis muito obrigada! melhores cumprimentos maria silva”

↓

In the seventh cleaning step, stop words are removed. Stop words are words

that commonly occur in a language and are responsible for connecting the

text, but they typically do not carry significant meaning for sentiment analysis.

These words often include determiners and pronouns. However, it is important

to note that it was excluded the word não from the list of stop words, as

it plays a crucial role in understanding the negative sentiment of a sentence.

By removing stop words, unnecessary noise is eliminated from the text, allowing

for a focus on the more meaningful words that contribute to sentiment identification.

”gostaria saber terao cadeiras novamente disponiveis obrigada! mel-

hores cumprimentos maria silva”
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↓

The eighth cleaning process concerns stemming, which is a language processing

technique that reduces words to their base or root form. By reducing words

to their stems, stemming helps to consolidate variations of a word into a single

representation. This can be particularly useful in sentiment analysis, where the

focus is on the underlying meaning of words rather than their specific forms.

”gost sab ter cade nov disponi obrigada! melhor cumpr mar silv”

Finally, it was noticed that some messages received by the Customer Service

team come through the ”Portal da Queixa”, an online forum where customers can

leave their messages. These messages are accompanied by an automated note from

the Portal da Queixa, which is not relevant to the project. Therefore, in this last

cleaning step, this note was removed from the messages. Eliminating this irrelevant

information, ensures that the remaining text is solely focused on the customer’s

message, allowing for a more accurate sentiment analysis.

”O valor da encomenda nº 000000000 (05/07/2021) foi debitado

duas vezes no meu cartão crédito. Fiz o pagamento através do MB

Way. Peço a resolução desta situação com a maior brevidade.

————————————————————————————-

Nova reclamação recebida

Olá,

O Portal da Queixa rececionou uma reclamação por parte de um

utilizador dirigida à marca Continente e que contém dados pessoais

do(a) reclamante que recolhemos nos termos da nossa Poĺıtica de

Privacidade e Proteção de Dados

(https : //portaldaqueixa.com/)

————————————————————————————-

Continente - Valor de encomenda online debitado duas vezes

Reclamação 00000000 em 2021-07-07 18:44:52

↓

”valor encomenda debitado duas vezes cartao credito fiz pagamento

atraves mb way peco resolucao desta situacao maior brevidade”
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Feature extraction

After the messages have been cleaned and prepared for further processing, the

next step is to extract relevant features from them that can be used to represent and

characterize the data. By extracting relevant features, a compact and representative

representation of the data is created, which can be used as input for various analysis

tasks. These features serve as a condensed representation that captures the salient

information, facilitating the uncovering of patterns, relationships, or trends within

the data.

Number of words

The first feature to be extracted is the number of words in each message. This

feature is an important aspect in sentiment analysis as it provides insights into the

length and complexity of the text. The number of words in a message can be indica-

tive of several factors that influence sentiment. The number of words can correlate

with the intensity of sentiment. Longer messages often have a higher likelihood of

containing emotional expressions, emphasizing specific points, or providing elaborate

arguments. These linguistic cues can contribute to the overall sentiment expressed

in the message.

Furthermore, the number of words can also reflect the level of engagement or

investment of the author. Longer messages may indicate a higher degree of interest,

passion, or dissatisfaction, which can significantly impact the sentiment passed on.

Number of letters

The number of letters in each message was also extracted for the same purpose.

This is, once again, a feature that can provide insights into the expressed emotional

intensity. Longer messages with a higher number of letters may indicate a greater

level of detail, complex emotions, or a more intense expression of sentiment. On the

other hand, shorter messages with a lower number of letters may indicate a more

concise emotion or a more direct response. Therefore, the count of the number of

letters can be useful in capturing nuances and variations in the sentiment expressed

in the messages.

Number of vowels

As a relevant feature, the number of vowels in each message was also considered.

Vowels play a significant role in conveying emotions and emphasizing words. By
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counting the number of vowels in a message, insights can be gained into vocal

intensity and potential emotional emphasis. Messages with a higher number of

vowels may indicate a more passionate or intense expression, while messages with

a lower number of vowels may suggest a more neutral or restrained emotional tone.

Thus, considering vowel count can provide valuable information for understanding

the emotional content and intensity present in the text.

Lexical diversity

A lexical diversity was also considered as a feature for this project. It represents

the proportion of unique words compared to the total number of words in a message.

A high percentage of unique words indicates a greater lexical variety and vocabulary

diversity in the message. This can be indicative of a more elaborate expression, rich

in details, and with a wide range of words to convey the sentiment. On the other

hand, a low percentage of unique words suggests a higher repetition of words and a

more limited vocabulary, which may reflect a simplified sentiment or a less complex

message. Therefore, analyzing the percentage of unique words can provide insights

into the lexical richness and complexity of emotional expression in the analyzed

messages. Additionally, it is worth noting that a lower percentage of unique words

can indicate a more negative sentiment, as dissatisfied customers tend to repeat the

cause of their dissatisfaction.

For the following group of features, a pre-existing dictionary called Sen-

tiLex_flex_PT02 was utilized. This dictionary is a widely used lexicon specifically

designed for sentiment analysis in portuguese. It consists of a comprehensive collec-

tion of words with their associated sentiment scores. Each word in the lexicon is

annotated with a polarity label indicating whether it is positive, negative, or neu-

tral in terms of sentiment. The lexicon serves as a valuable resource for sentiment

analysis, allowing us to quantify and analyze the sentiment expressed in the textual

data.

The use of the SentiLex_flex_PT02 enhances the interpretability and consis-

tency of sentiment analysis results, as it is based on a well-established lexicon with

reliable sentiment annotations. This allows for the identification of patterns, trends,

and insights related to the sentiment expressed by customers, further enriching the

analysis and providing valuable information for decision-making processes.

Taking this into account, based on this lexicon, features were extracted and

named as sentiment score, positive score, negative score, and number of adjectives.
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The first one is derived from the difference between the number of positive words

and the number of negative words in the message. PS and NS represent the counts

of positive and negative words, respectively, present in the text. Lastly, the NA

feature captures the count of adjectives in the customer’s message. These features

provide valuable insights into the sentiment expressed by customers, allowing for

a more detailed analysis of the emotional tone and linguistic characteristics of the

text.

Text to number

Converting text to numbers is necessary because most machine learning algo-

rithms and models operate on numerical data. Text, on the other hand, is a form of

unstructured data composed of words, phrases, and paragraphs.

By converting text into numbers, textual data can be represented in a format

that can be easily processed and analyzed by machine learning algorithms. This

conversion allows us to extract meaningful features from the text and perform various

natural language processing tasks, such as sentiment analysis.

In the process of converting words to numbers, the goal is to transform text into

a numerical representation that can be understood by machine learning algorithms.

For that, it was used the Tokenizer class from Keras to perform this transformation.

The Tokenizer analyzes the text, breaks it down into individual words, and assigns

a unique number to each word. It then creates a binary representation for each text,

where each position in the matrix represents the presence or absence of a specific

word in the text.

This binary representation is useful because it allows the model to know which

words are present in a given text and which ones are not. This information can be

used to learn patterns and relationships between words and, consequently, perform

tasks such as text classification.

In the end, the result is a matrix where words are represented by binary numbers,

enabling the model to process and understand the texts in a format suitable for

sentiment analysis

Here is an example of converting the sentence gosto de ir ao continente into a

binary vector.

continente entrega ir muito ... de gosto ao

1 0 1 0 ... 1 1 1

Table 4.2: Conversion of the sentence gosto de ir ao continente into a binary vector
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So, in the final database, the column corresponding to the customer’s message is

replaced by the vector [1, 0, 1, 0, ..., 1, 1, 1].

Class balancing techniques

Class balancing techniques are employed in machine learning and data analysis

to tackle the issue of imbalanced datasets, where one class is significantly over-

represented compared to others. Imbalanced datasets can introduce challenges

during model training and evaluation, as the model may exhibit a bias towards

the majority class, resulting in subpar performance on the minority class(es). As

evident from the data distribution in this project, the positive and neutral classes

are highly imbalanced relative to the others. Therefore, it is pertinent to apply and

evaluate several class balancing techniques, including:

Oversampling

This technique involves increasing the number of samples in the minority class

by replicating existing samples or generating synthetic samples. This helps in

balancing the class distribution and providing the model with more representative

examples of the minority class.

Undersampling

This technique aims to reduce the number of samples in the majority class to

match the size of the minority class. It involves randomly selecting a subset of

samples from the majority class, ensuring a more balanced dataset.

Hybrid approaches

These techniques combine oversampling and undersampling to achieve a

balanced dataset. They involve oversampling the minority class and undersampling

the majority class simultaneously, striking a balance between the two.

Class weighting

This technique assigns higher weights to the minority class during model training,

thereby emphasizing its importance and mitigating the impact of class imbalance.
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Wordclouds

Wordclouds can be a valuable tool for sentiment analysis as they provide a visual

representation of the most common words used in messages with a specific sentiment.

Analyzing the wordcloud, give us insights into the prevalent themes and emotions

associated with a particular sentiment. Wordclouds highlight the frequency of words

by representing them in varying sizes, with larger words indicating higher occurrence.

This allows us to quickly identify the prominent terms that contribute to a specific

sentiment.

In the specific field of retail, wordclouds enable us to identify which products

and services from a brand are most satisfying to customers and, conversely, which

ones may cause dissatisfaction. By visually representing the most common words

associated with a sentiment, wordclouds provide a clear indication of customers’

preferences and opinions.

By analyzing these wordclouds, retail businesses can easily identify their

strengths and areas for improvement. This information is invaluable for making data-

driven decisions to enhance customer satisfaction and overall business performance.

It allows businesses to focus on optimizing the aspects that customers appreciate

the most while addressing any pain points that negatively impact their experience.

In Appendix A two examples of wordclouds generated for each sentiment class

are presented.

N-grams

N-gram analysis is a valuable technique in sentiment analysis for the retail indus-

try as it provides deeper insights into the context and relationships between words

in customer feedback. N-grams refer to contiguous sequences of n words, where ”n”

represents the number of words in the sequence.

By analyzing n-grams in customer feedback, retail businesses can uncover mean-

ingful patterns and associations that contribute to specific sentiments. This analysis

helps in understanding the key phrases, expressions, and combinations of words that

are commonly used by customers when expressing their sentiments.

N-gram analysis also enables businesses to identify sentiment-specific language

patterns that may be unique to their industry or brand. By analyzing the sentiments

associated with specific n-grams, retailers can gain insights into customer preferences,

pain points, and sentiment shifts over time. This information can guide decision-

making processes, inform product development strategies, and help tailor marketing

campaigns to align with customer sentiments.
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In Appendix B two examples of n-grams, specifically bi-grams e tri-grams, gen-

erated for each sentiment class are presented.

4.2 Results and Discussions

For this project, the data was tested on various models, including proposed

models and pre-trained models. The purpose was to evaluate their performance in

sentiment analysis and determine the most suitable model for the task. Through

rigorous testing and analysis, valuable insights were gained into the strengths and

weaknesses of each model. These findings will contribute to the development of an

effective sentiment analysis system for the customer support team of the Portuguese

retailer.

Proposed models

• Naive Bayes

• Random forests

• Multinomial logistic

• XGBoost

• Ordinal regression

• Support vector machines 1

Pre-trained models

• TextBlob

• Vader

• Twitter Roberta Base Sentiment Latest

For the initial analysis, the three models, NB, RF and ML, were tested. In this

preliminary stage, a total of 40,155 features were included in the models, representing

the total number of words contained in the data.

Upon analyzing the initial results, as illustrated in Figure 4.6, it is noticeable

that all three models exhibit poor predictive performance in the ”very positive”

1Due to the requirements of the model and the data, it was not possible to obtain results for
the SVM models.
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class. This can be attributed to the limited amount of data available in this class.

Therefore, a decision was made to combine the two classes related to positive cases,

namely, merging the data from the positive class with the data from the very positive

class. On a business perspective, no different action would be tacken to differentiate

positive from very positive class. As a result, only 4 classes remained: very negative,

negative, neutral and positive.

Figure 4.3: Initial results -
NB

Figure 4.4: Initial results -
RF

Figure 4.5: Initial results -
ML

Figure 4.6: Initial results by model

After completing the process of merging the two classes with positive data, sev-

eral tests were conducted considering different data treatment methods, such as class

balancing techniques, as well as the application of two data cleaning processes: stop

words removal and stemming.

# Join Positives Oversample SMOTE Undersample Remove SW Stemming

1 x x
2 x x x x
3 x x x
4 x x x x
5 x x
6 x x x
7 x x x
8 x x x x

Table 4.3: Benchmarking Process

Upon completing the benchmarking process, it can be observed in Figure 4.10

that the best results for each model were obtained when applying the selected meth-

ods outlined in line three of the table 4.3. Specifically, when the minority class
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experienced data resampling and when the stopword removal process was applied.

Figure 4.7: Second results -
NB

Figure 4.8: Second results -
RF

Figure 4.9: Second results -
ML

Figure 4.10: Second results by model

Given the results, it was decided to choose the multinomial logistic regression

model among these three models for further analysis, as it has higher AUC and

precision values. This model also demonstrates better predictive capability in the

positive and neutral classes, while still performing reasonably well in predicting

negative data.

After completing this initial analysis and selecting the model to be used in the

subsequent analyses, a second analysis was conducted where three additional fea-

tures, sentiment score, positive score and negative score, were added to the existing

40155 features.

The results showed in Figure 4.11 indicate that the addition of these three fea-

tures has improved the model’s ability to predict negative, neutral, and positive data,

resulting in an increased AUC value. Taking this into consideration, these features

were included in the subsequent analyses.

Figure 4.11: ML with the features SS, PS and NS

Afterward, the number of adjectives feature was also included as a variable, and
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the results, that can be observed in Figure 4.12, showed an improvement in the AUC

score. Therefore, this feature was incorporated into the selected set of features for

the model.

Figure 4.12: ML with the NA feature

In a subsequent analysis, the excessive number of features relative to the available

training data, approximately 35,000 samples, was called into question. It was known

that the large number of features could introduce noise to the model because, since

the features correspond to words present in the customer’s messages, it is possible

that words appearing infrequently or even only once are being considered as features,

which may not provide valuable information to the model. Therefore, an analysis

was conducted to evaluate the model’s performance when removing less frequent

words from the features.

Upon evaluating the results of Figure 4.13, it is evident that removing less fre-

quent words from the features indeed improves the model’s performance. The model

was able to increase its predictive capacity in the positive class by 8p.p. This find-

ing highlights the significance of feature selection and demonstrates the impact of

excluding less informative words from the analysis.

As the testing phase of the multinomial logistic model neared its conclusion, it

was time to evaluate the class balanced parameter. This parameter allows the model

to automatically adjust the weights of the classes during training to account for class

imbalance in the dataset. By giving more weight to the minority class, it aims to

address the challenges posed by imbalanced data. As the ”class balanced”parameter

already addresses the challenges caused by imbalanced data, it was compared to the

model’s performance with and without data oversampling.

The results presented in Figure 4.14 indicated that the class balanced parameter,

regardless of whether oversampling was performed, contributed to improved perfor-

mance in handling class imbalance. Specifically, in the negative class, the model’s

predictive capability increased significantly from 59% to 74% in both cases, and in

the very negative class, it increased from 1% to 22% in both cases as well. However,
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Figure 4.13: Removal of words from the features

despite observing significant improvements in AUC score and precision in both sit-

uations, it was decided not to apply both techniques simultaneously due to a slight

decrease in the predictive capability for positive cases.

Figure 4.14: Impact of class balanced parameter

Concluding the tests on the multinomial logistic model, the next step was to

assess the impact of including the features number of words, number of letters,

number of vowels, and lexical diversity in the model, and determine which of these
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four features or combination of features yielded the best results. After conducting the

tests, it was observed that the best result was achieved when only the lexical diversity

feature was included. Thus, concluding the analysis on this model, a total of 7286

features were selected. Additionally, an adjustment was made to the hyperparameter

max iter in order to optimize its value. Finally, with max iter = 50, the best result

obtained for this model can be found in Figure 4.15.

Figure 4.15: Best results - ML

After evaluating the initial three models, it was decided to further test the XG-

Boost model. For this purpose, the features that yielded the best results in the multi-

nomial logistic model were considered, specifically, 7286 features. For this model, a

similar test was conducted as in the case of the multinomial logistic model, regarding

the use of the oversampling technique and the class balanced hyperparameter.

The results of the test, presented in Figure 4.16, showed that, similar to the

ML model, the results are better when no oversampling is performed but the class

balanced parameter is activated. However, the best results obtained with XGBoost

are not as good as those obtained with multinomial logistic, and therefore, the latter

model will continue to be considered as the better one.

Figure 4.16: XGBoost

To conclude the analysis of proposed models, the ordinal regression model was

also tested. For this model, the same set of 7286 variables was considered, and after
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conducting several tests, the best result was obtained when applying the oversam-

pling technique to the minority class. Once again, similar to the XGBoost model,

the OR model did not achieve results as good as the multinomial logistic model, as

can be seen in Figure 4.17.

Figure 4.17: Ordinal Regression

Now, let’s analyze the results obtained when using pre-trained models in English.

For the three models used, as they were trained on English text, it became necessary

to translate the project data that had already gone through the cleaning processes.

For this purpose, it was utilized the Translator function from the googletrans li-

brary. It is important to note that due to the large amount of data, this function

becomes quite complex and, consequently, computationally slow. Therefore, the test

was only performed on 20,000 data points. Additionally, it should be mentioned that

two of these models are designed to work with only 3 classes, namely negative, neu-

tral, and positive. Therefore, it will be considered these 3 classes for the analysis by

grouping very negative with negative and positive with very positive.

The first model tested was TextBlob. That is a powerful Python library for text

processing and natural language processing tasks. When providing a message to

this model, it will return a polarity associated with that message. The polarity can

range from 0 to 1, where values close to 0 indicate negative polarity and values close

to 1 indicate positive polarity.

Thus, an analysis was conducted to understand whether the data classified as

negative exhibited lower polarity, if the data classified as neutral had an intermediate

polarity, and finally, if the data classified as positive showed higher polarity.

It becomes evident, by Figure 4.21, that this model is not well suited for the

given data, as it assigns intermediate polarities to the majority of negative data and

low polarities to the majority of positive data.

The second pre-trained model used was Vader. Vader is a popular sentiment

analysis tool provided by the NLTK library. This model calculates the probabilities

of a message being negative, neutral, or positive and then classifies it into the class

38



Sentiment Analysis - A Machine Learning Approach to Improve Customer Service

Figure 4.18: Negative class Figure 4.19: Neutral class Figure 4.20: Positive class

Figure 4.21: Polarity distribution by class

with the highest probability.

The results of applying this model to the project data demonstrate, as can be

seen in Figure 4.22, excellent performance in classifying neutral cases but very weak

performance in classifying negative and positive messages. Such outcomes are unsat-

isfactory for the business as the main objective is not to identify neutral sentiments

but rather more extreme sentiments such as negative and positive ones. This limita-

tion suggests that the Vader model may not be the most suitable choice for accurately

capturing and distinguishing strong emotions in the dataset.

Figure 4.22: Vader

To conclude this section of results, the last pre-trained model to be evaluated

is the Twitter Roberta Base Sentiment Latest model. This model, trained on a

large corpus of twitter data, aims to classify sentiment in tweets. Similar to the

previous models, it assigns probabilities to each message for being negative, neutral,

or positive, and then assigns it to the class with the highest probability.

Contrary to the Vader model, the Twitter Roberta Base Sentiment Latest model

exhibits a strong ability to classify negative and positive sentiments, but a lower

capability in identifying neutral sentiment. This type of result, showed in Figure 4.23

is considered good for the business, as it can effectively capture negative sentiments.

However, due to its lower accuracy in identifying neutral cases, there is a risk of

misclassifying neutral cases as negative, which may not be ideal for the business as

it would be considering cases as negative when they are not.

However, this model demonstrates a high accuracy in classifying negative and

positive cases and enables the retailer to potentially prioritize neutral feedback with
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Figure 4.23: Twitter Roberta Base Sentiment Latest

a slight more tendency to be negative than regular neutral cases, given the high

representation of neutral cases on the database. Therefore, similar to the classical

multinomial logistic model, it is considered a potentially useful model for sentiment

analysis by the customer support team of the Portuguese retailer.
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Conclusion and Future Work

5.1 Conclusion

The present study aimed at assessing various machine learning models, both

proposed and pre-trained, in the domain of sentiment analysis. The ultimate goal

was to find the most efficient model for the customer support team of a Portuguese

retailer, such that it can more effectively handle and understand customer sentiment.

The analysis began with testing initial models such as naive Bayes, random

forests, and multinomial logistic, with an early finding indicating that the multino-

mial logistic regression model outperformed the others in terms of AUC and precision

values. This model exhibited a particularly strong predictive capacity in handling

positive and neutral classes, and a satisfactory performance in predicting negative

data.

Various data treatment methods and feature engineering techniques were em-

ployed in the course of the analysis to further optimize the model performance. The

addition of certain features, namely, SS, PS, and NS, as well as the removal of less

frequent words from the feature set, showed improvements in model performance.

Including the features NA and LD also led to an enhancement in the AUC score.

In terms of handling imbalanced data, activating the ’class balanced’ parameter

proved beneficial in enhancing the model’s performance, notably in the negative and

very negative classes. However, applying both oversampling and the class balanced

parameter concurrently resulted in a slight decline in the predictive capacity for

positive cases.

The final set of features for the multinomial logistic model totalled 7286, after

a thorough feature selection process. Hyperparameter tuning was also performed,

resulting in an optimal value of 50 for the max iter parameter.
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The XGBoost and ordinal regression models were also tested, but neither yielded

results as good as the multinomial logistic model. For these models, the same

optimized set of features as used in the multinomial logistic model was considered.

The final part of the study involved assessing the performance of various pre-

trained models. While these models were originally trained on english text, they

were adapted to handle the portuguese language data in the project. Out of the

three models evaluated - TextBlob, Vader, and Twitter Roberta Base Sentiment

Latest - the latter demonstrated the highest accuracy in classifying negative and

positive cases, thus making it a potentially useful tool for the customer support

team.

However, it is important to note that the Twitter Roberta model showed a

lower capacity to identify neutral sentiment, which could lead to misclassifications,

particularly classifying neutral cases as negative. This would need to be taken into

consideration when using this model in practice.

In conclusion, our analysis suggests that the multinomial logistic model and the

Twitter Roberta Base Sentiment Latest model are the most suitable for the task

of sentiment analysis for the portuguese retailer’s customer support team. These

models demonstrated high predictive capabilities in classifying negative, neutral,

and positive sentiment, which is essential for effectively capturing and responding

to customer sentiment. The key findings from this analysis contribute to a better

understanding of sentiment analysis in customer service applications.

5.2 Future Work

While our results offer important insights, they also present opportunities for

further research.

Considering that the training data used was previously classified, an opportunity

for improvement is identified here, since, for future work, a business expert could be

used to reclassify messages that, during this study, were found to be misclassified,

due, for example, to the customers’ use of irony. Another aspect that can be con-

sidered for future work is the increase of data, in order to make up for the reduced

number of very positive cases and, thus, not requiring the merger of the positive

class with the very positive class.

Refining the models and even applying ensemble techniques between models, for

example between the two best models considered in this project, are also experiments

that may be considered for even greater predictive performance.
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Finally, Senti-Lex-PT can be changed, making it an even more diverse dictionary,

adding cultural nuances and even words related to the retail sector.
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Appendix A

Wordclouds

Wordclouds can be generated based on the desired amount of information to

be extracted. Smaller wordclouds can provide a more superficial overview of the

content, while larger wordclouds can offer more detailed information.

In this appendix, two examples of wordclouds with ten and twenty-five words

are presented for each group of messages, divided by sentiment class.

Positive

Figure A.1: Ten words Figure A.2: Twenty-five words

Figure A.3: Wordcloud of the positive class
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Neutral

Figure A.4: Ten words Figure A.5: Twenty-five words

Figure A.6: Wordcloud of the neutral class

Negative

Figure A.7: Ten words Figure A.8: Twenty-five words

Figure A.9: Wordcloud of the negative class

Very Negative

Figure A.10: Ten words Figure A.11: Twenty-five words

Figure A.12: Wordcloud of the very negative class
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Appendix B

N-Grams

Just like wordclouds, n-grams can also be generated based on the desired amount

of information to be extracted.

Here, an example is presented that shows the five most frequent bi-grams and

tri-grams for each sentiment class.

Positive

Figure B.1: Bi-grams Figure B.2: Tri-grams

Figure B.3: N-grams of the positive class

Neutral

Figure B.4: Bi-grams Figure B.5: Tri-grams

Figure B.6: N-grams of the neutral class
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Negative

Figure B.7: Bi-grams Figure B.8: Tri-grams

Figure B.9: N-grams of the negative class

Very Negative

Figure B.10: Bi-grams Figure B.11: Tri-grams

Figure B.12: N-grams of the very negative class
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