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Abstract

The combination of operational technology of industrial networks with information technologies has en-

abled the increase of attacks on industrial networks, causing professionals and researchers linked to the

security area to study tools, mechanisms and techniques capable of detecting and blocking malicious

activities in industrial network environments.

This dissertation sets out to comprehensively explore and analyze Anomaly-based Intrusion Detection Sys-

tems (IDS) as a central focal point. The primary ambition is to meticulously investigate the efficacy of

such systems in identifying, monitoring, and recording abnormal behaviors, detecting malicious activities,

and pinpointing potential attacks that exploit remote services and orchestrate denial of service incidents.

Through an in-depth examination and critical evaluation, this study aims to contribute to the existing body

of knowledge in the realm of cybersecurity, advancing our understanding of IDS capabilities and their sig-

nificance in safeguarding digital and industrial environments against emerging threats.

In this way, it is intended to create a model relating the attack techniques, their indicators, and the fields,

logs, and events generated by the IDS, in order to help detect such attacks, in a way, to evaluate the

efficiency of the IDS in detecting malicious activities.

Keywords: intrusion detection system, security in industrial networks, denial of service, brute force.
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Resumo

A combinação da tecnologia operacional de redes industriais com as tecnologias da informação tem possi-

bilitado o aumento de ataques a redes industriais, fazendo com que profissionais e pesquisadores ligados

à área de segurança estudem ferramentas, mecanismos e técnicas capazes de detectar e bloquear ativi-

dades maliciosas em ambientes de redes industriais.

Esta dissertação se propõe a explorar e analisar os Sistemas de Detecção de Intrusão (IDS) baseados

em Anomalias como um ponto focal central. A principal ambição é investigar meticulosamente a eficácia

de tais sistemas na identificação, monitoramento e registro de comportamentos anormais, detecção de

atividades maliciosas e identificação de possíveis ataques que exploram serviços remotos e orquestram

incidentes de negação de serviço. Através de um exame aprofundado e avaliação crítica, este estudo

visa contribuir para o corpo de conhecimento existente no domínio da segurança cibernética, avançando

nossa compreensão dos recursos de IDS e sua importância na proteção de ambientes digitais e industriais

contra ameaças emergentes.

Desta forma, pretende-se criar um modelo relacionando as técnicas de ataque, seus indicadores e os

campos, logs e eventos gerados pelo IDS, a fim de detectar tais ataques, de forma a avaliar a eficiência

do IDS na detecção de atividades maliciosas.

Palavras-chave: sistema de detecção de intrusão, segurança em redes industriais, negação de serviço,

força bruta.
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Chapter 1

Introduction

Industrial control systems (ICS) are specialized software and hardware solutions used to manage industrial

environment. These systems are implemented through the application of Supervisory Control and Data

Acquisition (SCADA), which comprises sensors, Programmable Logic Controllers (PLC), Remote Terminal

Unit (RTU), and Human Machine Interface (HMI) enabling them to control and monitor processed data

infrastructure. These components find widespread employment in industrial critical infrastructure envi-

ronments, such as the oil and petrochemical industries, transportation systems, factories, nuclear power

plants, and energy data acquisition (Zhanwei & Zenghui, 2019).

The integration of information technology with operational technology has revolutionized Industrial Control

Systems (ICS) resulting in significant economic and operational advantages. This is primarily due to the

enhanced communication capabilities and data exchange between SCADA components through protocols

such as Modicon Communication Bus (Modbus), Distributed Network Protocol (DNP3), and Profibus, now

operating over Transmission Control Protocol/Internet Protocol (TCP/IP). These advancements lead to

improve efficiency, streamlined operations, and cost-effectiveness in ICS (Sheng, Yao, Fu, & Yang, 2021;

Das, Adepu, & Zhou, 2020).

Historically, these systems have been built to provide high levels of safety and reliability, but the integra-

tion with the modern environment called cyber-physical system increase the exposure of ICS to computer

network-based attack. Nowadays ICS communications have a typical predefined packet format but in-

truders can take advantage of it by modifying packet characteristics in a network and perform different

malicious activities. Numerous attacks have been detected against ICS, some of them are BlackEnergy,

Night Dragon, Duqu, Australia in 2000, Iran in 2010 (“Stuxnet” virus) and Queensland. (Sheng et al.,

2021).
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1.1 Motivation and Challenges

Industrial networks are responsible for continuous and batch processing and other manufacturing oper-

ations of almost every scale, in the last few years, Industrial Ethernet and TCP/IP, smart technologies

have been applied to traditional ICS bringing great benefits to the field and improving remote control,

efficiency, and high throughput, but this evolution and integration between the cyber and physical control

world opened a space to different types of attacks and as a result, the successful penetration of a control

system network via remote services such as Secure Shell (SSH) or RDP, can be used to impact those

operations directly. The authors in (J. Liu, Yin, Hu, Lv, & Sun, 2018) present problems of the insecure

communication process, network segregation and access control.

Nowadays, we have problems related with industrial networks, such as: 1 ICS-specific communication

protocols, legacy systems, and limited resources; 2) The lack of real-world ICS datasets; 3) anomaly de-

tection for ICS can’t depend exclusively on network protocol, physical process control information is also

necessary; 4) The fact of physical process control variable noise that can result in false positives rates; 5)

Fixed business logic; 6) Use of signature specifications to detect abnormal behavior which requires human

intervention; 7) problems to detect unknown attacks and 0-day attack in multidomain environment (Feng,

Li, & Chana, 2017; Zang, Gong, & Hu, 2019).

Furthermore, we can imagine for example: if the signature of a type of attack does not exist in the database

of a firewall; if the attacker develops sophisticated methods to bypass existing defenses and successfully

carry out an attack on the network or even the possibility of attacks known as “zero-day attack“. In this

study, we intend to overcome some of the difficulties and particularities mentioned, and also identify the

true capacity of network security monitors to detect anomalous behavior. In addition to the possibility of

building an isolated, safe, and efficient test execution environment. Such circumstances motivate us to

study detection mechanisms based on network anomalies to identify malicious behavior and unrecorded

attacks and contribute in the detection of ICS network threats that can compromise ICS availability and

integrity

2



1.2 Objectives and Expected Results

The aim of this work is to study Anomaly-based Intrusion Detection System (IDS) in order to detect attacks

in industrial environments based on an open-source platform and focusing the exploration of remote ser-

vices and DoS.

The detection is based on a model that correlates the logs generated by the IDS during the capture of

network traffic, the attacks, and the indicators of the occurrence of an attack, based on this determines the

events and logs that the intrusion detection system should trigger. In addition to the previously mentioned

objectives, the study also aims to achieve the following:

• Undertake a literature review of the subject matter to identify and analyze the studies already carried

out;

• Implement, and evaluate the use of IDS based on behavioral analysis in a simulated network envi-

ronment with the purpose of malicious activities detention and Network Security Monitoring;

• Build a prototype model of anomaly-based detention for industrial network as a baseline to detect

anomalous activities;

• Implement the model in a Network Security Monitor (NSM) tool such as security onion and use

zeek as IDS log-based to evaluate.

• Finally, perform different types of malicious activities, such as DoS (HTTP flood, TCP syn), explore

remote services vulnerabilities such as ssh, and analyze the effectiveness of the model.

1.3 Research Methodology

To achieve the objectives of this work, we started by carrying out a bibliographic review on the subject,

studying significant approaches carried out on the implementation of anomaly-based IDS for industrial

network environments, characteristics, methodologies, identification of the problem, motivation, and main

challenges. After surveying the main concepts, processes, and techniques, as well as identifying different

mechanisms that can be applied to the detection of intrusions in environments of industrial networks, it

is intended to develop an experimental study and final simulations, ending with the analysis of the results

and the conclusions.

3



1.4 Structure of Thesis

Beyond this introduction where thesis objectives, methodology, and motivations are presented, this work

proceeds with state of art chapter 2, where we identified significant studies with the theoretical approaches

about Host-Based IDS and Network-based IDS, Anomaly-based detection principles, behavioral analysis of

network traffic and topics related with Industrial Networks components, operations, and security. Chapter

3 presents the used network security monitoring tools, In addition, we present a matrix of IDS logs and

attack techniques and prototype detection methodology used in IDS tool. Chapter 4 is dedicated to the ex-

perimental tests and analysis of the obtained results. This chapter is subsequently followed by conclusions

and an exploration of potential future research directions.

4



Chapter 2

State of the Art

2.1 Definition

An intrusion detection system is considered a sequence of related actions to detect malicious activity that

may compromise the network, a device or a system. It is also considered as a process of audit data, which

means collect, identify, and store information about the network traffic, and allow to perform investigations

into alarm responding to any type of malicious activities. (J. Liu et al., 2018; Feng et al., 2017).

2.2 Host-Based IDS and Network-Based IDS

The Host-Based Intrusion Detection System (HIDS) use a specialized layer of security software to monitor

and analyze suspicious activity in network traffic or logs produced by the host (database server or adminis-

trative systems), it can detect internal or external malicious activity and cover signature or anomaly-based

approach. Network-based Intrusion Detection System (NIDS) detects malicious activities or abnormal be-

havior by monitoring and analyzing network traffic changes. It includes a deep packet-by-packet analysis in

real-time or close to it. The analysis can be performed in different layers, such as application or transport

or network (Kruegel, Valeur, & Vigna, 2005; Stallings & Brown, 2011).

2.3 Intrusion Detection Techniques

According to (Kruegel et al., 2005), IDS detection can be classified into two major techniques, first misuse-

based detection usually called signature-based or Heuristic, where there is a database of a set of known

attack signatures (Heuristics) that are compared with the current network traffic signature. (Axelsson,

2000) considered that it is a pre-model of the intrusion steps with imprints to search on network traffic, if

it matches any IDS alert is generated.

The second is called anomaly-based detection, this technique is characterized by the capture of network

traffic behavior of users over a period of time. Here, we analyze the current network behavior, define a

model of the expected behavior of the traffic and search for anomalous traffic, meaning usual or unusual

5



event flows that deviate from the typical characteristic of traffic behavior on the network (Tapiador, García-

Teodoro, & Díaz-Verdejo, 2004; Stallings & Brown, 2011). It is also defined as a planned or involuntary

event in network traffic flows that differ from considered normal in the context of the network and could

result in the congestion of the network or the interruption of the availability of resources. These unpre-

dictable occurrences cause deterioration of network performance including the consequences of spurious

traffic caused by network failures, or distrustful behaviors such as network scans for vulnerable ports/ser-

vices, attacks such as TCP SYN flooding, and DDoS amplification attacks (Zang et al., 2019).

It is considered a normal state of a network when the variables of a communication model comply with the

parameters, and do not exceed or limit the flow or packet variables. As mentioned before is considered

an anomaly when there is a high variation degree in the network traffic of the communication model,

meaning that It isn’t a normal behavior of one of the packet variables. This anomaly can be related

to network operations or failures in network measurement or monitoring systems or some type of flash

crown that can affect one or more pieces of equipment or can be related to some type of attack in our

infrastructure.

2.3.1 Anomaly-based detection principles

Anomaly-based detection can be classified as self-learning or programmed, self-learning systems learn

and build an underlying model according to network behavior in a period of time and can be classified

into non-time series and time series. Non-time Series is characterized by the use of a stochastic model

involved inside the detector to build a normal behavior of the system and can be divided into Rule modeling

or Descriptive statistics, as shown in Table 1.

Table 1: Non-time series classification
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Another approach is programmed, here a specialist teaches the system to analyze and detect anomalies

and behavior in network traffic, defines the normal parameters that can be allowed, and also the indication

of a security violation. It can be divided into descriptive (simple, rule-based, and threshold) statistics or

default deny.

2.4 Industrial Networks

2.4.1 Definition

Industrial networks can be explained or defined as the combination of Ethernet and IP networks and real-

time networks or Fieldbus, it´s also characterized by the use of computing systems and servers, routers

and process systems, or physical processes (Knapp & Langill, 2015).

Figure 1: Industrial networks simple design
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2.4.2 Industrial Networks Components

In the past, industrial network environments were isolated from business networks and the Internet but

recently there have been a lot of transformations. Industrial control systems and supervisory control and

data acquisition composed Distributed Control System (DCS), Programmable Logic Controller (PLC), Re-

mote Terminal Unit (RTU), Intelligent Electronic Device (IED), and interface technology which is used to

ensure the communication of component, these are the industrial networks behind the industrial com-

panies IT network which provides services and delivers products in areas such as oil and petrochemical,

transportation systems, factories, nuclear power plants, and energy data acquisition.

ICS and SCADA are becoming more modern with smart grid modernization, OT and IT integration, and

connection to the cloud to provide big-data analytics. At the same time, this connection to another envi-

ronment and the increase of the accessibility to a system comes with a lot of cyber vulnerabilities meaning

that the companies have to be more careful in handling and analyzing network traffic.

2.4.3 Operational Technology and Information Technology

Information Technologies IT domain isn’t fully adjusted to industrial process, the authors present three

challenges, the fact that industrial process automation combines the two different areas cyber world and

physical process which have to be seen as only one in a security point of view; problems of network

topology, static applications, small capacity, predicted traffic behavior and simple protocol which difficult

the process to collect network behavior; the fact of the real-time of industrial process automation traffic

connected with embedded system, that could use more resources than available, which is not an issue in

IT networks (Wressnegger, Kellner, & Rieck, 2018).

Operational technology prioritizes availability and safety, meaning that the most important thing is avail-

ability, followed by integrity and the last is confidentiality (AIC), in this type of environment all the processes

are real-time and the response time to incidents is critical because it will affect the physical equipment

or the production/manufacturing environment, as it is critical can not accept high delay and jitter. On

the other side availability and reliability are very important, for example, a reboot may not be accepted

and this type of operation requires redundancy, planning, schedule, and high availability of the equipment

(Zhou et al., 2015).
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Different than OT, IT prioritizes confidentiality followed by integrity and availability, usually, it can present

different behaviors of network traffic, non-real-time or close to real-time, so the response to an incident

needs to be consistent. IT presents high throughput, acceptable delay, and jitter so the emergence is less

critical compared to OT operations, it’s possible to implement a hard degree security policy and in terms

of availability and reliability, it’s more flexible.

2.4.4 Industrial Networks Security

According to (Fan, Fan, Wang, & Zhou, 2015) ICS is divided in functional security, physical security, and

information security. The main idea of functional security is to keep security conditions even if failures

occur, meaning that it’s responsible for maintaining the safety functions of the devices. Issues related to

handling and mitigating the risks and threats caused by radiation, electric shock, fire, mechanical hazards,

and others are assigned to Physical security. International Electrotechnical Commission (IEC)-62443 con-

siders information security of industrial control system “Measures which are taken to protect the system;

the system state which is achieved by taking measures of establishing and maintaining system; avoiding

unauthorized access to system resources and unauthorized or accidental change, damage or loss; Based

on the ability of computer system, preventing unauthorized persons and systems from modifying the soft-

ware and its data, and preventing them from accessing to system, while allowing authorized persons and

systems to do these things; Avoiding illegal or harmful invasion of industrial control system or interfering

with the correct and planning operation.”

An industrial control system usually consists of four logical layers, first is the operational and management

layer where the production plan, scheduler, management, and optimization are made, second centralized

monitoring control layer which is responsible of data storage and monitoring and control of the produc-

tion process, third field devices, responsible for production relay, measure storage and control and the

fourth production process which normally includes regulator, sensors, switches/breakers can implement

continuous or discrete industrial production (Fan et al., 2015).
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2.4.5 Security Thread Model in Industrial Control System

Attackers outside of the company network use brute force, drive-by-compromised or social engineering

techniques where they spread fishing to the employees like an email to trick company users into clicking

on a link or opening a file, that is how they exploit any active and get access to IT network.

Once they are on the IT network they can access OT by looking to servers, credential, and other networks,

they search for vulnerabilities to access the OT network, because all infrastructure is modern and use

the TCP/IP model. In OT networks they find engineering workstations, maintenance systems, and soft-

ware like Energy Maintain System (EMS), Globalization Management System(GMS), Advanced Metering

Infrastructure(AMI), HMI, Historian, Engineering workstation, and PLC IED RTU that can have one or more

vulnerabilities that can be subject to exploits, this is a critical phase because they can have access to the

critical infrastructure SCADA and manage it as they want.

2.4.6 Industrial Network Protocols

In this discussion, we will focus on two frequently encountered industrial network protocols, Specifically, we

will examine two fieldbus protocols, namely the Modicon Communication Bus (Modbus) and the Distributed

Network Protocol (DNP3).

A. Modbus

Modbus is an application layer messaging protocol that operates at Layer 7 of the OSI model. It enables ef-

ficient communication between interconnected assets using a ”request/reply” approach. Simple devices,

like sensors or motors, utilize Modbus to communicate with complex computers, enabling data reading,

analysis, and control functionalities. For a communication protocol to be implemented on a simple de-

vice, it is crucial that the message generation, transmission, and reception processes impose minimal

processing overhead. Modbus’s ability to meet this requirement makes it well-suited for use in PLCs and

remote terminal units (RTUs) to transmit supervisory data to an ICS system. Modbus can be transported

over Ethernet using TCP, known as Modbus TCP (Knapp & Langill, 2015).

Some Security Concerns presented are the lack of authentication in Modbus sessions is a significant vul-

nerability. It only requires a valid Modbus address, function code, and associated data to establish a

session. The data must contain values from legitimate registers or coils in the slave device, otherwise,
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the message will be rejected. However, an attacker can gather additional information about the target ei-

ther through network traffic analysis or device configuration. Moreover, Modbus supports certain function

codes that can be utilized without specific knowledge of the target, enabling straightforward man-in-the-

middle (MitM) and replay attacks. This lack of verification for the message source allows unauthorized

entities to manipulate the communication (Knapp & Langill, 2015).

Another security concern is the absence of encryption in Modbus. Commands and addresses are trans-

mitted in clear text, making it easy for attackers to capture, spoof, or replay them. By intercepting network

packets containing Modbus communications, adversaries can gain access to significant information re-

lated to the device’s configuration and usage.

Furthermore, in Modbus/TCP, there is a lack of message checksum. This means that a command can be

easily spoofed by constructing the Modbus/TCP Application Data Unit (ADU) with desired parameters. The

checksum is generated at the transmission layer rather than the application layer, providing an opportunity

for malicious actors to manipulate the commands.

B. DNP3

The DNP3 was developed with the objective of ensuring dependable communications in environments such

as high levels of electromagnetic interference (EFI) and unreliable transmission media typically found in the

electric utility industry. In 1998, DNP3 was expanded to operate over IP by encapsulating it within TCP or

User Datagram Protocol (UDP) packets. Since then, it has gained widespread adoption not only in the elec-

tric utility sector but also in industries such as oil and gas, water, and wastewater (Knapp & Langill, 2015).

DNP3 (Distributed Network Protocol) is renowned for its exceptional reliability, efficiency, and suitabil-

ity for real-time data transfers. It leverages standardized data formats and supports time-stamped and

time-synchronized data, enhancing the efficiency and reliability of real-time transmissions. The protocol

incorporates cyclical redundancy checks (CRCs) extensively, employing up to 17 CRCs in a single DNP3

frame, including in the header and each data block within the payload.

In terms of functionality, DNP3 enables the identification of remote device parameters and utilizes mes-

sage buffers for event data classes. By comparing incoming messages to known point data, the master

station can focus on retrieving new information resulting from point changes or events in the outstation.
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This approach reduces unnecessary data retrieval and enhances efficiency (Knapp & Langill, 2015).

While DNP3 incorporates security measures, the complexity of the protocol introduces potential vulnera-

bilities. Several known vulnerabilities have been reported by ICS-CERT (Industrial Control Systems Cyber

Emergency Response Team). Realistic hacks targeting DNP3 include Man-in-the-Middle (MitM) attacks

to capture addresses for manipulation of system components. Examples of such manipulation include

disabling unsolicited reporting to suppress alarms, spoofing unsolicited responses to the master station to

falsify events and deceive operators into taking inappropriate actions, conducting Denial-of-Service (DoS)

attacks through broadcast injection to create a storm behavior across the entire DNP3 system, and manip-

ulating time synchronization data leading to synchronization loss and subsequent communication errors

(Knapp & Langill, 2015).

2.5 Related Work

The literature presents several proposals that can be used for the detection of anomalies in industrial

network environments.

(Zhou et al., 2015) proposed a multimodel-based anomaly intrusion detection system that can identify

real attacks in industrial network traffic, they analyze ICP (control theory, and physical process) automa-

tion domains like communication, software, and control engineering and focus on two major areas the

industrial processes and the intelligent control system. Then they present a multimodel-based anomaly

intrusion detection for industrial process automation to detect abnormal behavior in PCSs traffic using spe-

cial and temporal mechanisms. The authors use the hidden Markov model (HMM) to compile the results

and enhance detection accuracy and differentiate attacks and faults. They present an optimized platform

based on an optimized performance network engineering tool with a simplified Tennessee Eastman pro-

cess (TEP) control system. (Wang et al., 2017) Proposed an intrusion detection and analysis based on

Modbus TCP industrial control network combining misuse and anomaly detection. They implement the

Stereo Depth SD-IDS algorithm which covers I) extraction rules to study the semantic association among

the key areas in the Modbus TCP protocol and examines the characteristics of industrial network traffic. II)

Deep packet inspection performing real-time packet analyses of time stamp, protocol type, packet length,

and other variables for Modbus TCP traffic. To analyze intrusion behavior like DoS attack for example,

authors count the number of packets arriving in the network within a period of time and compare it with

the threshold value.
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(Feng et al., 2017) Propose a multi-level anomaly detection framework based on machine learning and

network patterns/signatures combining content level and time series level anomaly detection. They de-

ployed ADS for ICS by monitoring temporal dependencies traffic between PLC, actuators, and sensors. In

this study, Long Short-Term Memory (LSTM) network-based time-series and Bloom filter were also used as

a probabilistic data structure because of limited resources in the ICS network and to validate if an element

is a member of a set, If it’s not, then the packet will be considered as a potential anomaly.

(Cai et al., 2021) Present content-agnostic-payload-based to detect abnormal ICP packets in ICSs, with

automatic modeling of ICP packet formats and fields (the data units of packet formats). The authors

implement Gaussian Mixture Model (GMM) to cluster the packets and label each one as a packet type,

to determine the packet type in an unsupervised form. In other side, they used a hidden semi-Markov

model (HSMM) to calculate the packet probabilities that reflect the structure of the packet formats and

field aspects.

(J. Liu et al., 2018) Present a novel intrusion detection algorithm for ICS based on Convolutional Neural

Networks (CNN) to feature extraction and anomaly identification and also process state transition model.

According to the authors, this approach can detect anomalies in business processes, 0-day and unknown

attacks.

(Wressnegger et al., 2018) Proposed content-based anomaly detection for proprietary binary protocols,

they show that content can be used for the undocumented protocol and introduced the idea of represent-

ing specific to individual types of messages which characterize the format of message types and the data

that they contain, this approach is called prototype models. On another side, they propose Noise-resilient

Anomaly Detection to avoid irrelevant, noisy features and perform Large-scale evaluation using authentic

SCADA data.

(Khan et al., 2021) Proposed a model for intrusion detection in IIoT-based ICS to detect cyber threats

combining temporal and spatial features from data, using convolutional neural networks CNN and long

short-term memory LSTM-based autoencoder framework to detect time-series attacks. The authors, im-

plement a neural network to identify anomalies and classify mined features and used a two-step Sliding

Window (SW) to have satisfactory comprehension of the latent representations of data features.

13



(Chang, Hsu, & Liao, 2019) Present framework with a semi-supervised technique to detect anomaly in

ICS. Two methods were used in the study, first k-means to analyze the characteristics of the variables in

an instant of time and second, convolution autoencoder to analyze its behavior, build a model of normal

traffic examining the normal modification imprints of multiple attributes in continuous time.

(Farsi, Fanian, & Taghiyarrenani, 2019) Proposed the use state of process network to detect anomalies,

combining analyses of the actual state of the process and state-based responsible to detect an abnormality

on network traffic and take advantage of correlation attacks detention and failure diagnosis. This approach

observes a window of different conditions to detect irregularities in the network and calculate metrics to

differentiate normal from abnormal traffic.

(B. Liu, Chen, & Hu, 2022) Proposed anomaly detection with capabilities to detect attacks that compro-

mised the integrity and availability of the systems. The authors considered three known attacks such as

Stuxnet-like, DoS, and Dual channel false data injection (FDI) and used theoretical variation with testing

evaluation to analyze, determine and quantify the mode variation. Their approach considers the setup

model of attacks, building a detection framework, and designing and deriving a detection variable.

(Sheng et al., 2021) Proposed a model to detect intrusion in ICS by extracting and correlating the network

communications pattern and the state of industrial physical instruments, In their study, they analyze and

model network and physical process, and when any violation of the model is detected the system considers

it as anomaly behavior. After executing several attacks, the result of attack patterns shows that different

attacks present various combinations of statistical features that can characterize themselves.

(Das et al., 2020) Proposed use of a combinatorial mechanism to extract useful imprints from a binary

dataset also called logical analysis of data. In their study, historical observations were applied to extract

imprints and differentiate positive from negative patterns and use this information to build two rule-based

classifiers, then these classifiers are used to detect anomalies in ICP and also used dataset Secure Water

Treatment (SWaT) system to test the model.

(Myers, Suriadi, Radke, & Foo, 2018) Considers an industrial process as a series of events performed by

physical devices or equipment used to provide a service. In their work, modifications in particular packet
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variables were analyzed, observing deviation in the sequence of events. A model which represents the

temporal communications patterns and the sequence of the event was defined and implemented of a

series of mechanisms that involves improvement in business, process discovery, conformance checking,

and process enhancement. This approach of process discovery and continually checking the ICS model

and pre-processing logs, are fundamental to identify anomalies in iCS network. The use of control fow

allow to detect modification of sequence of events in ICP, and can identify potential attacks. They also

observe that cyclic data logs with low polling intervals are the most appropriate logging method in ICS and

SCADA and evaluate their method to detect anomy behavior in critical infrastructure of ICS and SCADA by

different attacks and to train the model Siemens S7-1200 PLCs, and the National Instruments NI cRIO-

9074 PLC datasets were used.

(Clotet, Moyano, & León, 2018) Proposed a model that uses all the information related to communica-

tions between the industrial process level of Critical Infrastructures devices, combining with multi-agent

and negative selection algorithm to detect anomaly behavior in ICS, first data is prepared, selection of

measures and raw data by the agent, second pre-processing which include scaling and dimensional re-

duction and finally the training and detection phase which include historical data for training and real-time

data is analyzed to perform in detection.

(Jie et al., 2018) Proposed data mining process by observing historical data process variable content to

detect anomaly behavior such as malicious activities, device failure, data injections, and reliability assess-

ment of control system. Under the normal circumstances of ICS operation, the normal characteristics of

the variable are identified and taken to form the normal model (normal association rules), then the authors

implement sampling and comparison of variables with the real-time database during the data mining pro-

cess, on these bases a reliability parameter is given to describe the anomaly state of the industrial control

system.

(Khalili, Sami, Khozaei, & Pouresmaeeli, 2019) Presents a division of the main states of CPSs operation

such as normal states, normal transitions between the normal states, and normal time intervals for tran-

sitions, and proposes a state-based IDS for stage-based CPSs. In their approach, they collect information

from the sensors and actuators and build a model of normal transactions between the states and intervals

between transactions to be able to detect three types of anomalies such as anomalous states, anomalous

between the normal states transitions, and anomalous time-intervals between the normal transitions.
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(Zhanwei & Zenghui, 2019) Proposed an anomaly detection based on ICS communication behavior, in

their approach to detect anomaly they extract the behavior sequences and built a normal model which

include control behavior and normal process behavior and then analyzed and compared the real-time

extracted data sequences behavior with the calculated predicted behavior sequences based on normal

model. According to the authors, it’s possible to detect anomaly observing if the measurement data and

control data are in the normal range.

(Kalech, 2019) Considers time as an important factor in anomaly detention which uses legal commands

but abnormal time duration. Proposed an anomaly-based method to detect attacks that use authorized

operations and modify the time interval between operations which can destroy SCADA components. They

consider the use of the temporal pattern recognition technique. In their work, extracted data features

were done with machine learning-based algorithms namely self-organized map artificial neural networks

and Hidden Markov Models.

2.6 Conclusions

Anomaly detection can be applied using a statistical model, here it is possible to create a normal model

based on network traffic statistics and if traffic is out of the boundaries it means that there is a variation

degree in network traffic. These occur in the communications between devices and the variations could

be an increase in inbound or outbound traffic, an increase of sessions, an increase in the total number

of bytes, an increase of traffic to the same destination or other metric, so there isn´t a standard for it,

In this case, NSM based on behavioral analysis can play an extremely important role in the detection of

irregular communications as well as in the identification of packets above the established threshold and

can be useful in to detect unknown attacks like zero-day attacks.

In Operational Technology (OT) environment there is a problem of the high number of false positive alerts

but it can be minimized not only because of the definition of a good model but also because it is an ICS

environment, where most of the traffic is predictable since there are different isolated areas, which makes

anomaly detection more accurate. Another way to detect is by analyzing the protocol, characteristics like

unusual messages, deformed messages, sequential errors, and deviations from the normal functioning of
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a protocol, this analysis is also critical in detecting remote services and zero-day exploits.

It is acceptable to correlate anomaly detection as a bunch of rules that can be used to detect a certain type

of behavior that a heuristic-based system couldn’t detect. As mentioned before these rules are based on

statistical variation for example the total byte count from one area or zone increases> 40% or thresholds

or Total Destination address > 20 (Knapp & Langill, 2015).

Taking into account the different topics analyzed in this chapter, we can also conclude that the most

frequent attacks related to remote services are aimed at engineering workstations, some servers, and

devices that interact with OT but also communicate with the external environment, we can also highlight

other problems related to the design where many times there is no segmentation between OT and IT. It is

very important to take into consideration that although anomalies detection is crucial to detect unknown

attacks, a good security model must contain both aspects, that is, based on signatures detection and

traffic behavior detection, and this second, the greater the diversity of the traffic and its variation from its

normal operation, the greater the probability of occurrence of false positives.
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Chapter 3

The Proposed Prototype

This chapter explains the ATT&CK Matrix for the ICS domain, it also presents NSM tools that are used for

detection. Furthermore, we present the correlation matrix of IDS logs and attack techniques and based

on it a framework for NSM intrusion detection system was built.

3.1 MITRE ATT&CK

The MITRE ATT&CK is widely regarded as an open framework utilized as a knowledge base to build spe-

cific threat models and methodologies within the public or private sectors in order to understand the

strategies that adversaries might employ and facilitate the detection, prevention, and mitigation of mali-

cious activities, effectively addressing global cybersecurity concerns (Alexander, Belisle, & Steele, 2020).

MITRE ATT&CK boasts an extensive database of Tactics Techniques and Procedures (TTP), offering an

open-source repository of adversarial behaviors relevant to various information security disciplines. These

disciplines encompass Threat Intelligence, Adversary Emulation, Gap Analysis, as well as detection and

analytics. The MITRE ATT&CK framework serves as a valuable resource for cybersecurity professionals,

providing comprehensive insights into the tactics and techniques commonly employed by adversaries

during cyberattacks (Strom et al., 2020).

Figure 2: The ATT&CK matrix for ISC
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By harnessing MITRE ATT&CK’s repository, security practitioners can enhance their knowledge of pre-

vailing cyber threats, enabling them to adopt proactive approaches in bolstering their organization’s re-

silience against potential cyber threats. Moreover, the shared open-source nature of the database fosters

collaboration and collective intelligence within the cybersecurity community, fostering a united front in the

ongoing battle against cyber adversaries (Strom et al., 2020).

MITRE ATT & CK presents different techniques that can be used to perform malicious activity in ICS.

Since the focus of our study is to detect abnormal behavior in ICS, we will use the MItre to understand

and explore how attackers compromise the availability of a resource and also how they get unauthorized

access and perform malicious activity in industrial networks, that is why our focus is on initial access and

specifically Remote services and Denial of Services.

Initial access encompasses various techniques aimed at compromising OT and Information Technologies

(IT) resources of both public and private organizations, as well as external services, websites, and other en-

tities. These techniques serve as the attacker’s means to gain entry into ICS. Examples of such techniques

include drive-by compromise, exploit public-facing application, remote services, and wireless compromise,

among others. An important piece of information is that each high-level component of ATT&CK exhibits a

connection or relationship with other components within the framework. The description fields provided

in the previous section highlight these relationships, and they can be effectively visualized in figure 3

(TA0108, 2018; Strom et al., 2020).

Figure 3: The ATT&CK correlation model
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3.1.1 MITRE ATT & CK - ICS Technology Domain

ICS is an all-encompassing term that refers to various types of control systems commonly utilized in in-

dustries and critical infrastructures. A large oil refinery where numerous processes, such as temperature

control, pressure regulation, and flow monitoring, are essential for smooth operations. SCADA systems en-

able efficient and safe automation of these physical processes (Alexander et al., 2020). For example, the

SCADA system oversees and manages the entire refinery, collecting real-time data from sensors scattered

throughout the facility. It continuously monitors variables like temperature in different sections, ensuring

they stay within safe ranges. If any parameter deviates from the predefined thresholds, the SCADA system

can automatically trigger corrective actions, such as shutting down a specific unit to prevent any potential

hazards.

The diversity of these critical processes poses a challenge in defining the proper scope and abstraction

level for this technology domain. To deal with this diversity, ATT&CK for ICS categorizes assets based on

their classes, which represent distinct types of components found in industrial control systems. These

asset classes may include PLC, HMI, and RTU. By focusing on asset classes, ATT&CK for ICS ensures

that the specific security challenges associated with each type of component are thoroughly addressed

(Alexander et al., 2020).

ATT&CK for ICS enumerates the following high-level systems adversary behaviors that could be affected:

Process Control Systems ( Process Control Operator Interface, Monitoring Real-Time, Historical Data and

Alarming ), Safety Instrumented System and Protection Systems and Engineering and Maintenance Sys-

tems (Alexander et al., 2020).

3.1.2 Process Control Systems (PCS)

These systems are responsible for managing and optimizing complex processes industrial processes.

These systems receive inputs from various sensors and process instruments, and based on predefined

control strategies, they provide appropriate outputs to ensure the process operates efficiently and safely.

It includes Programmable Logic Controllers (PLCs) and Distributed Control Systems (DCS). Adversary

behaviors targeting this system can disrupt or manipulate the physical processes, potentially leading to

operational issues, equipment damage, or safety hazards (Knapp & Langill, 2015; Alexander et al., 2020).
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3.1.3 Safety Instrumented Systems (SIS) and Protection Systems

These Systems are critical components of industrial processes designed to enhance safety by taking

the process to a safe state in case of hazardous conditions. These systems are composed of sensors,

logic solvers, and final control elements and are specialized and dedicated to safeguarding personnel,

equipment, and the environment from potential harm or damage.

3.1.4 Engineering and Maintenance Systems

These systems are critical for configuring, diagnosing, and ensuring the smooth operation of the various

systems discussed earlier in industrial settings. These systems play a key role in managing and support-

ing the overall infrastructure. They are used by engineers, technicians, and maintenance personnel to

perform tasks ranging from setup and calibration to troubleshooting and repair (Knapp & Langill, 2015;

Alexander et al., 2020).

1. Configuration: Engineering systems are employed to set up and configure the different compo-

nents of industrial systems. For instance, engineers use these systems to define control strategies,

set operational parameters, and establish communication protocols for sensors, actuators, and

controllers.

2. Diagnosis and Monitoring: Maintenance systems provide tools for continuous monitoring of indus-

trial processes and equipment. Engineers and maintenance personnel can access real-time data,

trends, and performance metrics to identify anomalies or potential issues that require attention.

3. Predictive Maintenance: These systems enable predictive maintenance practices, where data anal-

ysis and machine learning techniques are used to predict equipment failures or performance degra-

dation. This proactive approach helps schedule maintenance activities before critical failures occur,

reducing downtime and operational disruptions.

4. Remote Access and Control: In many cases, engineering and maintenance systems allow remote

access to the equipment. Engineers and technicians can connect to the devices over a network or

through secure channels to perform diagnostics, configuration changes, and troubleshooting from

a centralized location.
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5. Vendor-Supplied Software and Tools: Many industrial equipment and control systems come with

proprietary software and tools provided by the vendors. These software packages are specifically

designed to interface with the respective equipment, offering comprehensive features for configu-

ration, diagnostics, and maintenance.

6. Firmware and Software Updates: Engineering and maintenance systems are essential for deploying

firmware and software updates to industrial devices. Keeping the devices up to date with the latest

versions ensures optimal performance, security, and compatibility with other components.

7. Historical Data and Documentation: These systems often maintain historical data and documenta-

tion of equipment performance, maintenance activities, and operational changes. This information

serves as a valuable resource for analyzing trends, conducting audits, and ensuring regulatory

compliance.

Engineering and maintenance systems, being critical components in industrial environments, are not

immune to potential attacks. Malicious actors may target these systems to disrupt operations, steal

sensitive information, or cause harm to the infrastructure. Some attacks and their potential consequences

for engineering and maintenance systems in ICS are:

1. Malware and Ransomware Attacks: Attackers may deploy malware or ransomware through phish-

ing emails or compromised software in some cases driven by compromised updates to infiltrate

engineering and maintenance systems. This can lead to unauthorized access, data theft, and sys-

tem disruptions. In the case of ransomware, critical engineering and maintenance data may be

encrypted, leading to operational downtime until a ransom is paid or the data is recovered.

2. Denial-of-Service (DoS) Attacks: Cybercriminals may launch DoS attacks against engineering and

maintenance systems, overwhelming the system’s resources and rendering it unavailable. As a

result, engineers and maintenance personnel may lose access to critical tools and information

needed for their tasks, leading to delays in maintenance activities and potential operational risks.

3. Insider Threats: Insider threats from disgruntled employees or individuals with privileged access to

the systems can be especially concerning. These insiders may intentionally disrupt engineering and

maintenance operations, compromise data, or steal sensitive information for malicious purposes.

4. Supply Chain Attacks: Engineering and maintenance systems often rely on vendor-supplied soft-

ware and tools. Attackers may compromise these software packages during the supply chain

22



process, inserting backdoors or malicious code. When the compromised software is deployed in

the industrial environment, it can lead to unauthorized access, data theft, or even sabotage.

5. Zero-Day Exploits: Attackers may discover and exploit previously unknown vulnerabilities (zero-day

exploits) in the engineering and maintenance systems’ software or firmware. This could provide

them with unauthorized access to critical components and sensitive data.

6. Man-in-the-Middle (MitM) Attacks: In cases where remote access to engineering and maintenance

systems is enabled, attackers may attempt MitM attacks to intercept communications and gain

unauthorized access to the systems. This can lead to data manipulation, unauthorized control of

industrial devices, and potential safety hazards.

7. Data Breaches: If attackers successfully breach engineering and maintenance systems, they may

gain access to sensitive information, such as proprietary design data, operational logs, and main-

tenance schedules. Such data breaches can have severe consequences, including intellectual

property theft, safety risks, and regulatory compliance issues.

8. Social Engineering: Social engineering techniques, such as phishing or pretexting, can be used

to trick employees with access to engineering and maintenance systems into revealing sensitive

information or providing unauthorized access to attackers.

The consequences of these attacks can be severe and far-reaching. Operational disruptions, safety haz-

ards, financial losses, damage to reputation, and legal liabilities are among the potential outcomes. Pro-

tecting engineering and maintenance systems through robust cybersecurity measures, employee training,

regular software updates, and secure network configurations is essential to mitigate these risks and main-

tain the integrity and safety of industrial environments.

3.2 Remote Services

Remote services are tools used to provide access to any enterprise network from outside, can be used

to support remote access, data transmission, authentication, and other remote functions allowing end

users or administrators to perform maintenance, repair applications, devices, or another type of resource

remotely or virtually. These services such as Secure Shell (SSH), Remote Desktop Protocol (RDP), Virtual
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Network Computing (VNC), and Server Message Block (SMB) clearly facilitate remote interaction with en-

terprise systems or resources (T1021, 2020).

Attackers always try to get unauthorized access to enterprise infrastructure and today with the merge of

OT and IT exploration of Remote services vulnerabilities becomes notable not only to traverse across as-

sets and network segments but also to get access to Engineering and Maintenance Systems, Engineering

Workstations, Control Server, Human-Machine Interface and perform malicious activity to ICS.

3.2.1 Secure Shell SSH

Secure Shell protocol is a cryptographic network protocol that provides secure communication between

client and server over an unsecured network, allowing authorized users to have access to the resources

and have remote command-line login and execute remote commands. The server can be configured with

a public-private key or a default password for the authentication process and exchange the key with the

user public key (T1021/004, 2020).

Figure 4: Secure shell protocol communication

In the real world, attackers will attempt to get access to a resource using brute force or another type of

technique, zeek logs help us to detect using one of the ssh logs generated, in this case, we can use SSH

Info field ”auth attempts”, more about this detention is detailed in next session.
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3.2.2 Remote Desktop Protocol - RDP

RDP is a Microsoft protocol that allows the remote session to an enterprise Windows system over an

asymmetric network connection, where the keyboard and/or mouse (input devices) from the client to the

remote server. In the past few years has become a popular attack vector, because Attackers could use

brute force methods and crack passwords and then get access to the system for malicious activities such

as dropping malware, elevating user credentials, still or poisoning data, and so many malicious activities

(T1021/001/, 2020). Figure 5 shows RDP stack communication.

Figure 5: RDP stack and communication

3.3 Network Security Monitoring Tools

A network security tool for IDS architecture presents four main components, such as analyzers, sensors,

response units, and storage. Figure 6 shows their relationship.

Figure 6: IDS architecture main components
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3.3.1 Security Onion

Security Onion is an open-source Linux-based distribution that offers a comprehensive platform for network

security monitoring, threat hunting, and log management. It integrates several open-source projects,

including playbook, fleetDM, osquery, CyberChef, Elasticsearch, Logstash, Kibana, Suricata, Zeek, and

Wazuh, which are tailored to facilitate network and system security monitoring. These tools are seamlessly

incorporated into the distribution and can be easily configured and managed through a user-friendly web-

based interface (Security Onion Solutions, 2023).

Figure 7: Security onion high-level architecture Diagram

Overall, Security Onion is an advanced and highly flexible platform that enables security professionals

to efficiently identify and respond to security threats. By integrating a diverse range of tools, Security

Onion aims to provide a comprehensive and cohesive solution for network security monitoring and log

management.

3.3.2 Suricata

Suricata is an open-source network threat detection engine designed to analyze network traffic based on

signatures. Network traffic refers to the data that flows across a computer network between different

devices and systems. This data may include text, images, videos, or any other type of digital information

that is transmitted across the network. The analysis of network traffic can help to detect potential security
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Figure 8: Security onion dashboard

threats, such as unauthorized access, data breaches, malware infections, and other types of attacks.

Figure 9 shows Suricata alerts on the Security Onion environment (Nagadevara, 2017).

Figure 9: Suricata alert

The integration of Suricata with network security monitoring tools such as Security Onion provides secu-

rity professionals with a powerful solution for detecting security threats. The extensive rules and signature

language of Suricata, combined with its support for Lua scripting, allow for the efficient analysis of network

traffic to identify and respond to potential security threats.

3.3.3 Zeek

Zeek is a passive open-source network traffic analyzer that is commonly used as a Network Security

Monitor (NSM) to investigate suspicious or malicious activities. Zeek employs the conventional libpcap
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library for packet capture, intended for employment in network monitoring and analysis, and generates a

comprehensive set of logs that describe network activity, including Conn.log, HTTP.log, DNS.log, SSL.log,

SMTP.log, FTP.log, DHCP.log, Software.log, and Weird.log. Conn.log provides a log of every connection

seen on the wire, while HTTP.log offers a log of all HTTP sessions with their requested URIs, key headers,

MIME( Multipurpose Internet Mail Extensions) types, and server responses. DNS.log provides a log of all

DNS requests with replies, SSL.log provides a log of all SSL/TLS certificate chains seen, and SMTP.log

provides a log of key content of SMTP sessions. Additionally, FTP.log provides a log of FTP control con-

nections and file transfers, DHCP.log provides a log of all DHCP transactions, Software.log provides a log

of all software installs, uninstalls, and updates, and Weird.log provides a log of all unusual or unexpected

behavior that Zeek observes (Team, 2023).

Zeek writes all this information into well-structured tab-separated or JSON log files by default, which can be

processed by external software for post-processing or analysis. Moreover, users can opt to have external

databases or Security Information and Event Management (SIEM) products consume, store, process, and

present the data for querying.

A. Zeek Architecture

At a profoundly elevated level, Zeek is architecturally organized into two principal components. Its core,

known as the event engine, undertakes the task of processing the incoming packet stream, transforming

it into a sequence of higher-level events. These events represent network activities in a policy-neutral

manner, meaning that they describe what has been observed without providing any information about the

underlying reasons or the significance of such observations (Bou-Harb, 2020).

B. Zeek Event Engine

The event engine layer performs intricate analysis on the network packets at a low level. It receives

raw packets directly from the network layer, specifically through packet capture mechanisms, and subse-

quently arranges them based on their respective connections. Additionally, the layer adeptly reassembles

data streams while skillfully decoding application layer protocols. Whenever it encounters any information

that holds potential relevance to the policy layer, it efficiently generates an event, thus facilitating seamless

integration with the broader network monitoring and analysis processes (Bou-Harb, 2020; Team, 2023).
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Figure 10: Zeek architecture

The event engine constitutes a comprehensive assembly of various analyzers, each carrying out well-

defined and specific tasks. These tasks encompass a range of functionalities, such as protocol decoding,

signature-matching, and backdoor identification, among others. Typically, each analyzer is accompanied

by an accompanying default script, designed to implement a general policy that can be easily adjusted to

suit the unique attributes of the local environment. Within its structure, the event engine can be metic-

ulously divided into four major parts, each serving a crucial role in the network monitoring and analysis

process (Bou-Harb, 2020; Team, 2023).

Packet analysis encompasses the examination of lower-level protocols, commencing from the link layer

and progressing upwards. Session analysis, on the other hand, focuses on the scrutiny of application-layer

protocols, such as Hypertext Transfer Protocol (HTTP), File Transfer Protocol (FTP), and others. Further,

file analysis delves into the dissection of file content transmitted across sessions. The event engine features

a sophisticated plugin architecture that enables the seamless integration of additional functionalities, be it

packet analysis, session analysis, or file analysis, from external sources beyond the core Zeek code base.

(Bou-Harb, 2020).

C. State Management

The fundamental data structure employed by Zeek is the connection, which adheres to common flow iden-

tification mechanisms, specifically the 5-tuple approach. This 5-tuple structure encompasses the source

IP address and port number, the destination IP address and port number, and the protocol currently in
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use. In the context of connection-oriented protocols like TCP, defining a connection is relatively straight-

forward. However, for other protocols such as UDP and ICMP, Zeek adopts a flow-like abstraction to

efficiently aggregate packets (Bou-Harb, 2020).

Notably, each packet within Zeek’s analysis belongs to precisely one connection, ensuring a systematic

categorization of network data for further inspection and analysis. This robust data structure forms the

foundation of Zeek’s network monitoring and analysis capabilities, enabling the comprehensive examina-

tion of network flows and the extraction of valuable insights from the observed traffic.

D. Transport Layer Analyzers

On the transport layer, Zeek diligently examines TCP and UDP packets. Specifically, in the case of TCP,

Zeek’s associated analyzer meticulously monitors the multitude of state changes that occur during the

communication process. It proficiently maintains a record of acknowledgments, adeptly handles retrans-

missions, and addresses various other aspects crucial for ensuring reliable and efficient data transmission

over TCP connections. Zeek’s thorough analysis of TCP traffic enables it to capture and interpret the in-

tricacies of this connection-oriented protocol, thereby facilitating comprehensive network monitoring and

analysis (Bou-Harb, 2020).

E. Application Layer Analyzers

The examination of application layer data within a connection is contingent upon the specific service being

utilized. Zeek employs dedicated analyzers for a diverse array of protocols, such as HTTP, SMTP, or DNS,

each tailored to perform in-depth analysis of the corresponding data stream. For instance, Zeek’s HTTP

analyzer scrutinizes HTTP traffic, extracting and interpreting essential information like HTTP methods,

URLs, headers, and responses. Similarly, the SMTP analyzer focuses on the intricacies of email commu-

nication, while the DNS analyzer delves into domain name system traffic, deciphering domain queries and

responses (Bou-Harb, 2020).

By employing these specialized analyzers, Zeek ensures comprehensive and detailed analysis of applica-

tion layer data, thus enabling network administrators and analysts to gain valuable insights into the nature

of communication and data exchanges across various services. This multifaceted approach to application

layer analysis enhances Zeek’s capabilities in network monitoring and facilitates a deeper understanding

of the network’s behavior and potential security implications.
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F. Script Policy Interpreter

Zeek’s second principal component, the script interpreter, plays a pivotal role in establishing the semantic

context surrounding the events. This critical component operates by executing a set of event handlers

meticulously written in Zeek’s custom scripting language. Through the adept utilization of these scripts,

the system becomes capable of expressing a site’s individualized security policy, dictating the appropriate

actions to be taken in response to distinct types of activities identified by the monitoring process (Bou-

Harb, 2020).

The script interpreter serves as the conduit for imparting intelligence and decision-making capabilities to

Zeek, as it transforms raw data into actionable insights. By leveraging the expressive power of its custom

scripting language, Zeek ensures that the monitoring and analysis activities remain closely aligned with the

specific security requirements and desired responses unique to each site. As a result, Zeek’s adaptability

and flexibility are substantially enhanced, enabling it to cater to diverse network environments and security

postures (Bou-Harb, 2020).

In a broader context, scripts within Zeek possess the capability to derive a wide range of desired properties

and statistics from the input traffic. It is worth noting that all of Zeek’s default output is generated from

scripts that are thoughtfully included in the distribution. Zeek’s custom language boasts an array of exten-

sive domain-specific types and support functionalities. A crucial aspect of Zeek’s language is its ability to

allow scripts to maintain state over time, thereby empowering them to effectively track and correlate the

evolution of observed phenomena across connection and host boundaries. This feature proves invaluable

in gaining deeper insights into network activity and establishing meaningful relationships between various

data points.

Moreover, Zeek scripts have the capacity to generate real-time alerts, enhancing its capabilities for detect-

ing and responding to potential security threats promptly. Additionally, scripts can even execute arbitrary

external programs as per demand. This particular functionality provides the opportunity to implement

active responses to potential attacks, thereby bolstering the security posture of the system.
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G. Zeek Control

Zeek Control is an interactive shell designed to facilitate the effortless operation and administration of Zeek

installations. This tool proves invaluable for managing Zeek on a single system or efficiently coordinating

multiple Zeek installations across a traffic-monitoring cluster.

Figure 11: Zeek Control

By employing Zeek Control, network administrators can streamline the process of deploying, starting,

stopping, and monitoring Zeek instances, effectively simplifying the management of complex network

monitoring setups. The interactive nature of the shell enables administrators to perform various tasks

through a user-friendly interface, promoting efficient and seamless management of Zeek installations and

enhancing the overall effectiveness of traffic-monitoring operations.

3.3.4 Elasticsearch, Logstash, and Kibana

Security Onion provides a combination of Zeek, Elasticsearch, Logstash, and Kibana, Zeek produces a

comprehensive set of logs that provide detailed information on network activity, which can be further ana-

lyzed and processed through Elasticsearch, Logstash, and Kibana (see Figure 7). Elasticsearch is a search

and analytics engine that distributes, stores, and indexes large volumes of data. It offers advanced search

capabilities and supports complex queries. Logstash is a data processing pipeline that accepts data from
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different sources and processes it accordingly. It processes and transforms the Zeek logs and includes

additional data before forwarding it to Elasticsearch for indexing.

Kibana is a powerful data visualization tool that allows users to interact and explore data stored in Elas-

ticsearch. This combination offers a robust solution for network security monitoring and threat detection

and It empowers security administrators to process and analyze vast amounts of network data and detect

potential security threats effectively, thereby enabling a timely response.

The stored logs can be viewed and analyzed through various interfaces, including Dashboards, Hunt using

hunt querys, and Kibana. It is possible to configure Zeek to output logs in JSON format and parse those

JSON logs from the command line using jq.

Figure 12: Example of jq
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3.4 Correlation Matrix of Zeek Logs and Attacks Techniques

Table 2: Correlation Matrix of Zeek Logs and Attacks Techniques
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3.5 Detection Framework

Anomaly detection proves advantageous and covers the limitations of heuristics detection methods. It

presents a ”rule-less” approach to identifying threatening behavior. Anomaly detection of remote services

involves the use of some variables like packet sizes, times, directions, flags, and thresholds that can be

used to compare the number of attempts the same ip tried to get access to a resource or the limited

bandwidth allowed.

Our detection approach uses time statistical analysis to detect variations in packet arrival interval times.

Figure 13 shows normal packet arrival T1, T2, T3, T4 and T8. Abnormal packet arrival are T5, T6 and

T7, delta T is the difference between arrival time and DT is defined threshold time according.

Figure 13: Statistical packet time arrival anomaly detection

In this statistical time packet arrivals model, we record the below information numerical values for each

connection to calculate the variance as each packet arrives and compare with the defined time threshold.

• The arrival time of the previous packet

• The actual arrival time of the packet

• The value of the difference in arrival time
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To fulfill the objectives of this work, we use a clean sample of ICS normal operation as baselines of

normal behavior. In this process, we analyze the rate of SYN packets per second (around 2.9 and 3),

the number of ssh and RDP attempts (defined as 3 attempts), and the average number of get and post

requests. Our approach is divided into different phases such as:

• Define the baseline thresholds of packet size and the number of attempts to access a resource.

• Identify and use the zeek fields and events that can help to detect that type of malicious activity.

• Compare the communications fingerprints with the defined thresholds.

• Detect malicious activity and identify the source, destination, port, and activity information.

• Store the results in a new log file according to the type of malicious activity detected.

Figure 14: Architecture of detection framework
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3.6 Prototype Implementation

3.6.1 DOS Syn Flood Attack Detection

The communication between server and client over TCP uses a three‐way handshake mechanism to estab-

lish a connection, in this mechanism the client sends a syn packet to the server where Set SYN=1, which

is a control bit flag that signifies a request to establish connection and data synchronization, set ACK=0,

this is an ACK control bit flag that signifies that there is no acknowledgment of request and define an initial

sequence number ISN which is random unique identifiers in the form of a 32-bit number. The server reply

with syn_ack packet, set ACK=1, meaning acknowledgment of the request, defines the server’s ISN by

adding one to the random ISN sent by the client and allocates resources for this connection to be estab-

lished, then stays in a wait state designated transmission control block until receiving the final Ack that

the client sends, where set SYN=0 that there is no more request, set ACK=1, acknowledgment of request

and add one to the server’s ISN to close the connection.

Figure 15: Syn flood attack example

Denial of services Syn flood explores this last step of tcp three‐way handshake, keeping the server in TCB

state waiting for any ACK coming from the client to finish the connection as successful, this step can be

seen in figure 15. Detection with Zeek can be done by observing the amount of syn sent by the client in

a small time slot as shown in Figure 16.

Figure 16: Syn flood detection example
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3.6.2 DOS HTTP Flood Attack Detection

Denial of services attack can be used to compromise DNS server (not in scope of this study) or web server.

HTTP flood attack is a type of Layer 7 attack that sends a large number of HTTP requests to a web server

involving HTTP GET or HTTP POST methods. In this attack, one or different computers send multiple re-

quests for images, and files to a server, and when the server is inundated it will not receive requests from

a legitimate user. HTTP post deal also with bandwidth capacity because could involve sending amount

of requests with the command to be pushed on the server side (for example a database) causing a large

consumption of resources and leading to saturation of the Server.

Figure 17: HTTP Get and Post flood attack detection example

Detection can be done by analyzing traffic patterns and packet inspection associated to protocol, logging,

messaging, and control network traffic. Our approach is based on the detection of anomalous network

flows or uncommon data flows in time intervals using Zeek connection, HTTP and TCP log as shown

example code in Figure 17.
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3.6.3 Brute Force SSH Attack Detection

Brute force technique acquire to have access to accounts in situations where passwords are unknown or

when password hashes are obtained is a common practice. In the absence of password knowledge for a

specific account or a group of accounts, an Attacker may employ a systematic approach to repeatedly or

iteratively guess the password. The process of brute forcing passwords can occur either through engage-

ment with a service that verifies the authenticity of provided credentials or offline, by testing them against

previously obtained credential data, such as password hashes (T1110, 2013).

Figure 18: SSH brute force detection example

To implement this detection method effectively, the script can be designed to leverage data from log and

event, specifically the ssh.log and event SSH. Within this log and event, certain variables, such as auth_at-

tempts and auth_success, are of particular interest and may serve as focal points for analysis. However,

a well-crafted script should offer sufficient customization options to strike the right balance between sen-

sitivity to potential threats and minimizing false positives.

Timestamps (ts) and uid values within the log entries provide valuable indices that can be used to uncover

potential brute-force attempts. By carefully examining these timestamps and uid values, administrators

can discern patterns indicative of suspicious login activities.

One possible approach involves employing the Zeek method to extract specific fields from the ssh.log and

then obtain the desired information. This selective extraction allows administrators to focus on the es-

sential data points relevant to this detection method. By strategically selecting and analyzing these fields,

network administrators can gain deeper insights into potential security breaches, ultimately enhancing the

network’s monitoring and defense capabilities.
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Another way of Brute force ssh attack detection is by logging and monitoring a number of authentication

failures across the same or various accounts and also detecting the execution of commands used in

brute force techniques. Our approach is based in the analyses of connection or/and ssh logs and SSH

events generated by Zeek, in this case, we define a threshold value, then compare the number of attempts

provided ssh info and if authentication attempts are higher or equal to the threshold value then any potential

brute force attack detected and the results are stored in a bforce.log file as shown example in figure 18.
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Chapter 4

Experimental Tests, Results and Analysis

This chapter focuses on the experiment and evaluation of the detection model. The experiment helps

us determine the accuracy and performance of the IDS in abnormal detection. The experiment contains

malicious which are generated by software components such as hping3 and Slowhttptest and to validate

the model we use a dataset. Furthermore, the performance metric used in this study was the number of

alerts generated by the IDS.

4.1 Experimental Environment

The lab supporting this research was built in a physical server equipped with a type-1 hypervisor, specifi-

cally VMware1 ESXi. The server operated under a free license and hosted the following operating systems:

Security Onion2, Ubuntu Desktop3 22.04, Kali Linux4, and windows5. Additionally, a laptop model HP,

running Windows 10 as host and Ubuntu 20.04, employed a type-2 hypervisor known as VirtualBox6. The

network device employed to distribute network traffic was a TP-Link wireless router that featured five ports,

table 3 shows the used equipment.

Table 3: Technical specifications of equipments

1
https://www.vmware.com [Accessed: 15-Mar -2023].

2
https://securityonionsolutions.com [Accessed: 1-Nov-2022].

3
https://ubuntu.com [Accessed: 20-Nov-2022].

4
https://www.kali.org [Accessed: 20-Nov-2022].

5
https://www.microsoft.com/pt-pt/windows/?r=1 [Accessed: 1-Apr-2023].

6
https://www.virtualbox.org[Accessed: 25-Oct-2022].
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4.2 Topology

The designed environment serves the purpose of simulating real network traffic and conducting compre-

hensive attack tests, aiming to validate the functionality of Zeek in capturing various events and effectively

detecting potential attacks while generating corresponding log files. It is worth mentioning that the network

card of the Security Onion system has been configured in promiscuous mode. The network itself is estab-

lished on the 192.168.0.0 IP address range with a subnet mask of 255.255.255.0. The IP addresses for

the Administrator and a user are assigned via wireless connectivity, while other devices are configured to

receive IP addresses via wired connections.

Figure 19: Topology used for tests in a controlled environment
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4.3 Tools

In the experimental environment, we use a variety of tools to conduct our experiments, such as Hping3,

SlowHTTPTest and Ncrack.

4.3.1 Hping3

Hping3 is an open-source network traffic generator capable of generating ICMP/UDP/TCP packets. Its

functionality is based on utilizing the ping program with ICMP connections. This tool is capable to handle

fragmentation and accommodate arbitrary packet body and size and can be used to transfer files under

supported protocols. Various types of traffic can be directed towards a host, allowing the user to cus-

tomize parameters such as different speeds and numbers of packets. However, it is essential to recognize

that this tool can potentially be misused for malicious purposes, such as conducting Distributed Denial of

Service (DDoS) attacks.

Figure 20: Example command of hping3
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4.3.2 SlowHTTPTest

SlowHTTPTest is an open-source tool designed for testing HTTP server responses to Slowloris-type attacks.

The Slowloris attack is a type of Denial of Service (DoS) attack that aims to exhaust a server’s resources,

particularly its capacity to handle concurrent connections, by sending slow and incomplete HTTP requests.

This tool implements most common low-bandwidth application layer Denial of Service attacks, such as

Slowloris, Slow HTTP POST, Slow Read attack (based on TCP persist timer exploit) by draining concurrent

connections pool, Apache Range Header attack by causing very significant memory and CPU usage on

the server.

Figure 21: Example command of slowhttptest

SlowHTTPTest allows security testers or network administrators to simulate such attacks in a controlled

environment to assess the vulnerability of their web servers. By sending slow and partial HTTP requests,

it can test how well the server responds and whether it can effectively mitigate Slowloris attacks.
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4.3.3 Ncrack

Ncrack is an open-source network authentication cracking tool used for security auditing and penetration

testing. Its primary purpose is to identify weak user credentials and perform brute-force attacks against

various network services such as SSH, RDP, FTP, HTTP, and more. Ncrack is a powerful utility that

allows security professionals to test the strength of passwords and find potential security vulnerabilities in

a network infrastructure.

4.4 Test Methodology

The test methodology is divided into five distinct steps, with consideration given to the proper functioning

of the main tools.

• The first step involves the use of Zeek online test environment 7 to analyze and evaluate the perfor-

mance of the script, ensuring that it operates as intended.

• The second step, the script is integrated into the actual environment of Zeek within the Security

Onion.

• The third step, the execution phase encompasses various tasks. These include selecting appropri-

ate techniques, conducting network reconnaissance to identify potential victims, and executing the

attack itself.

• The fourth step, the analysis of the Zeek log file to assess the effectiveness of the detection frame-

work. This evaluation involves verifying if the framework successfully detects attacks in the experi-

mental environment and generates new log files specific to the type of detection.

• Finally, in the last step, use of Intrusion Detection Evaluation Dataset8 CIC-IDS2017 and validate if

the model can detect malicious activities against a large amount of normal and malicious traffic.

7
https://try.bro.org/#/tryzeek [Accessed: 2-May-2023].

8
https://www.unb.ca/cic/datasets/ids-2017.html [Accessed: 22-Jun-2023].
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4.5 Attack Techniques

In this phase, we initially conduct various types of attacks to calibrate the model. Subsequently, we

introduce a malicious dataset comprising attacks. Upon completion of each validation, we compare the

count of zeek scripts generated with the count of suricata detected rules.

4.5.1 SYN Flood Test - T1499.001

This experiment is used to test and adjust the Syn flood detection module under malicious traffic generated

using the following commands:

Table 4: Syn flood test parameters

The experiment uses different values of the time that should wait before sending the new packet and

analyzes of the number of alerts that are generated by malicious traffic. These are counted using log files

in IDS, table 5 shows the different intervals used in this experiment.

Table 5: Syn flood number of packets

During the attack, security onion generated a new log file called ”icsha_syn_flood.log” shown in Figure

22, where we can analyze the source, destination, and port.

Figure 22: Syn detection log file
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After the training using Kali Linux tools, we tested and validated the script for DOS syn flood detection with

the CICIDS2017. Figure 23 shows the log generated ”icsha_syn_flood.log”, origin IP, destination IP, port,

and a brief description of the detection.

Figure 23: SYN flood detection log

4.5.2 DOS HTTP Flood Test - T1499.002

Denail of services of HTTP methods was carried out using kali-linux tools Slowhttptest, to observe and

correct the script. The experimental test under malicious traffic was done in port 80, using the following

commands:

Table 6: DOS HTTP Test parameters
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This experiment uses different values of connection per second in order to observe the number of alerts

that are generated by malicious traffic, table 7 shows the different test values used in this experiment.

Table 7: DOS HTTP test values

After different tests and detection model adjustments, we move to the next phase where CICIDS2017

was used. Figure 24 shows the result of the detection models log ”icsha_http_methods.log” generated

by Zeek in security onion after the injection of CICIDS2017 traffic.

Figure 24: DOS HTTP detection log

4.5.3 Brute Force Test - T1110

In the execution of brute force attack first, we identify the ip address and mask to be able to execute nmap

and scan the network. Then we use nmap9 to recognize all active hosts on the network which ports 22 is

9
https://nmap.org Accessed: 22-Jun-2023].
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open and hydra To perform ssh brute force. we execute the following command:

hydra -L <user.txt> -P password.txt ssh://192.168.0.102 -t 8

Figure 25, shows the result detection on Zeek’s current log ”/nsm/zeek/logs/current/icsha_bforce_ssh.log”

where we can see the time stamp, source, destination, and the used port. The detection script can be

seen in subsection 3.6.3.

Figure 25: Zeek brute force detection log

4.6 Final results, Evaluation, and Conclusions

The integration of normal traffic samples of industrial networks for model training, coupled with the pre-

dictable nature of industrial environments, has enabled the establishment of acceptable threshold values

for defining normal behavior. This includes determining intervals for legitimate requests and the permissi-

ble frequency interval of such requests. By setting these threshold values, the generation of False Positive

alerts has been significantly reduced.

However, it is essential to recognize that these threshold values may vary depending on the specific type

of industrial environment being monitored. Different industrial sectors, such as energy, manufacturing,

transportation, or water treatment, may exhibit distinct patterns of network activity and communication

behavior. The unique characteristics and operational requirements of each industrial setting can influence

the optimal threshold values for defining normal behavior.

Table 8 represents a sample of the results of the initial testing phase in the experimental environment,

when generating partially malicious traffic to fine-tune the model, it became evident that the process re-
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Table 8: Experimental test results

sulted in a significant consumption of VM resources, notably memory and processor utilization. These

resource indicators, which suggest potential anomalies or malicious activities, could be effectively identi-

fied and detected using alternative tools since Zeek, in its current configuration, may not efficiently capture

such anomalies.

Figure 26: Number of syn flood alerts in experimental tests

The approximate results shown in Figure 26 and Figure 27 as well as in table 8 were taken from mea-

surements over an interval of 8 to 12 seconds and with a threshold value of 10.

In the testing phase of the model, specifically in the detection of syn flood attacks, we utilized a dataset

CIC-IDS2017 that possessed the largest volume and diversity of malicious traffic. Consequently, we suc-
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Figure 27: Number of HTTP get and post-flood alerts in experimental tests

cessfully identified a total of 6406 alerts, employing a threshold value of 50, taking into account that

involves 172.16.0.1 to 192.168.10.50. It was also possible to detect 3638 of 4208 alerts HTTP methods.

However, using the same dataset Suricata detected a total of 4,884 alerts, which encompassed attacks

targeting victim addresses and falling under the category ”ET MALWARE Spoofed MSIE 7 User-Agent Likely

Ponmocup cat A Network Trojan” with a high-risk classification. These findings were derived from a uni-

verse of 5,000 generated alerts. Additionally, It was possible to observe that during the initial experimental

test phase conducted using Kali Linux in the aforementioned illustrated topology the description of the rule

in Suricata, namely ”ET DROP Spamhaus DROP Listed Traffic Inbound group 2” category, differed from

the rule generated for attack alerts in the dataset.

In the context of a brute force attack detection test using the dataset, we were able to make some obser-

vations. Specifically, we identified a cumulative count of 617 alerts generated by Suricata, employing the

defined rules ”ET SCAN Potential SSH Scan OUTBOUND” and ”ET SCAN Potential SSH Scan”. Among

these alerts, there were also additional occurrences related to true positive alerts involving different proto-

cols, including FTP, SMB, and DNS. Furthermore, when utilizing the same dataset in Zeek, we observed

a comparatively higher count of 964 alerts, indicating repeated attempts exceeding a threshold of three

to gain access to port 22 which is the default port of ssh protocol.

Our detection model with script approach empowers administrators to identify potential brute-force at-

tempts, SYN flood, HTTP get, and post-flood and strengthen the network’s resilience against security
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Table 9: Zeek and Suricata attacks detection of CICIDS2017 dataset.

threats. With careful consideration of variables, customization, and data analysis, the detection method

achieves a delicate balance between accuracy and efficiency in identifying potential security incidents and

also reduces the number of False-negative alerts in ICS environment.

In summary, Zeek’s scripting language serves as a powerful tool for network monitoring, analysis and

anomaly behavior detection, enabling the extraction of valuable information, dynamic response mecha-

nisms, and the enhancement of overall network security by generating detailed logs of network activity,

which can be used to investigate suspicious or malicious activities. Its ability to analyze network traffic pas-

sively and generate application-layer transcripts makes it a valuable tool for network security professionals.

By integrating Zeek with Security Onion, security administrators can efficiently process and analyze the

data to identify potential security threats and respond to them in a timely manner.

It is essential to recognize the severity and potential consequences of such attacks on industrial control

systems, as they can pose significant risks to critical infrastructure and public safety. Effective counter-

measures and robust security strategies are crucial in safeguarding these systems against potential DoS

attacks or brute force and ensuring their continued reliable operation.

This research may help in developing tailored and effective security measures to mitigate potential threats

in industrial environments. By identifying potential weaknesses and evaluating the performance of Anomaly-

based IDS, This study can assist in the development of robust and adaptive cybersecurity strategies for

safeguarding industrial control systems. Besides all, it would be important to validate the models using

distinct methodologies and real-world ICS traffic in controlled environments, evaluating the model along-

side other approaches cited in the relevant literature would present a promising challenge and a significant

stride towards advancement.
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Chapter 5

Conclusions and future work

This last chapter presents the conclusions obtained in this dissertation, difficulties, and limitations as well

as the proposals for future work.

5.1 Conclusions

Security of computer networks has become a paramount concern for all companies, and this concern

becomes even more pronounced when these networks are integrated into industrial environments. In-

dustrial control systems and critical infrastructure are prime targets for cyberattacks due to their potential

impact on public safety, operations, and the economy. This thesis focuses on studying and evaluating

anomaly detection-based IDS for industrial environments based on an open-source platform using a model

approach and focusing on the exploration of remote services and DOS which are highly relevant and critical.

The research was guided through the ATT&CK Matrix for industrial environments and through generating

a matrix that correlates the attacks, their indicators and the logs that can be used to mitigate them. An

in-depth study of some tools presented by security onion was carried out with main emphasis on Zeek,

it’s architecture, and script processing for generating alerts and how to record such logs according to the

desired information. On the other hand, some attack techniques that can affect some components of in-

dustrial networks were studied, as well as some industrial network protocols and their main vulnerabilities.

As a result of this research and with the creation of a matrix, it was possible to develop a model that has

three modules, the first for the detection of DOS syn flood, the second for the detection of DOS HTTP get

and post flood and the third for the detection of brute force over the SSH protocol. The modules use zeek

events and logs and statistical network packet time arrival to detect anomalies.

The parameters of this model were adjusted using a sample of normal traffic from industrial networks,

it was tested in an experimental environment and validated using a dataset from the Canadian Institute

for Cybersecurity that contains various malicious activities. The model revealed immense advantages,

highlighting the reduction of false positive alerts, and the results are satisfactory.
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Finaly, we can conclude that Zeek can be used to detect attacks based on the analysis of network traffic

behavior and it is essential to adopt a multi-layered and integrated approach to network security, combining

the strengths of various monitoring tools to effectively identify and respond to cybersecurity threats in

industrial control systems.

5.2 Limitations and Difficulties

Experiencing difficulties at each stage of this research was a constant aspect; however, as time progressed,

we persevered and gained valuable insights from these challenges. Some of the difficulties and limitations

we encountered were:

• The testing phase was delayed due to limitations in computing resources and there was a scarcity

of practical material regarding configurations within the Security Onion environment.

• Limited literature, including articles and books, exists on the subject of utilizing scripts to generate

Zeek logs and alerts within the Security Onion environment.

• The shortage of time-restricted the ability to conduct further tests encompassing various threshold

values and different types of attacks.

• The lack of sufficient samples of Industrial Control Systems (ICS) traffic exhibiting both normal

behavior and malicious activity, particularly in the context of engineering machines and servers

connected to ICS, presents a significant challenge.

5.3 Prospect for Future Work

• Exploit the security onion in order to allow the sending of emails to the security managers after the

detection of an attack by Zeek and build a graphical interface that allows changing the threshold

values according to the environment.

• Explore other Zeek logs and events that can be used to detect abnormal behavior in industrial

environments and frame logs involving protocols in industrial environments.

• Adapt the model to detect other types of attacks, such as malware, ftp and RDP brute force

• Build a model that exploits Zeek statistics to dynamically calculate threshold values.

• Finally, Exploring security onion for work related to network auditing thus opening up a field of

research that is crucial nowadays.
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Appendices
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Appendix A

Detection Details

A.1 Module icsha syn flood

Figure 28: Syn flood detection code
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A.2 Module icsha http methods

Figure 29: Http flood detection code
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A.3 Module icsha brute force ssh

Figure 30: Brute force detection code
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Appendix B

Details of Tests

B.1 Secuity Onion configuration to integrate Zeek script

1. Add Custom scripts /opt/so/saltstack/local/salt/zeek/policy/custom/<$custom-module>

Figure 31: Custom scripts folder

2. Add the custom folder to ”/opt/so/saltstack/local/pillar/zeek/init.sls” and ”/opt/so/saltstack-

/default/pillar/zeek/init.sls”

3. Set permissions on the file

chown socore:socore /opt/so/saltstack/local/pillar/zeek/init.sls

chown socore:socore /opt/so/saltstack/default/pillar/zeek/init.sls

4. Restart ”zeek so-zeek-restart”

5. Check if the script is in loaded logs grep scrip ”grep script /nsm/zeek/logs/current/loaded_scripts.log”

Figure 32: Loaded scripts
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B.2 Datasets

B.2.1 Normal behavior dataset

The normal behavior without attacks, normal testbed operation was extracted from the paper ”Denial

of Service Attacks: Detecting the frailties of machine learning algorithms in the Classification Process”

(Frazão, Abreu, Cruz, Araújo, & Simões, 2018). The environment involves a small-scale process automa-

tion scenario that was developed utilizing MODBUS/TCP equipment. The objective of this scenario was

to create a testbed that emulates a Cyber-Physical System (CPS) process, which was controlled by a

Supervisory Control and Data Acquisition (SCADA) system using the MODBUS/TCP protocol.

Figure 33: Normal behavior syn ack interval

In Figure 33 shown filter for SYN packets with an acknowledgment using the following filter: tcp.flags.syn

== 1 and tcp.flags.ack == 1. We also check SYN packets without an acknowledgment using the following

filter: tcp.flags.syn == 1 and tcp.flags.ack == 0 and identified that the interval between the then is high

then 2.5 ms. Figure 34 shows Wireshark’s graphs for a visual representation of the uptick in traffic and

the number of packets per second.

Figure 34: Normal behavior packet per second
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B.2.2 CICIDS201 Dataset

Intrusion Detection Evaluation Dataset (CIC-IDS2017) was created to test and validate anomaly-based

intrusion detection models. The topology involve use of Modem, Firewall, Switches, Routers, differents

operating systems like Windows, Ubuntu and Mac OS X. Furthermore were generated 25 users traffic

based on the HTTP, HTTPS, FTP, SSH, and email protocols.

Table 10: CICIDS201 dataset information
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