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A B S T R A C T

Throughout the last decades, bacteria have become increasingly resistant to available

antibiotics, leading to a growing need for new antibiotics and new drug development

methodologies. In the last 40 years, there are no records of the development of new

antibiotics, which has begun to shorten possible alternatives. Therefore, finding new

antibiotics and bringing them to market is increasingly challenging. One approach is finding

compounds that restore or leverage the activity of existing antibiotics against biofilm bacteria.

As the information in this field is very limited and there is no database regarding this theme,

machine learning models were used to predict the relevance of the documents regarding

adjuvants.

In this project, the BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms

application was developed to help researchers save time in their daily research. This

application was constructed using Django and Django REST Framework for the backend

and React for the frontend.

As for the backend, a database needed to be constructed since no database entirely

focuses on this topic. For that, a machine learning model was trained to help us classify

articles. Three different algorithms were used, Support-Vector Machine (SVM), Random

Forest (RF), and Logistic Regression (LR), combined with a different number of features

used, more precisely, 945 and 1890. When analyzing all metrics, model LR-1 performed

the best for classifying relevant documents with an accuracy score of 0.8461, a recall score

of 0.6170, an f1-score of 0.6904, and a precision score of 0.7837. This model is the best at

correctly predicting the relevant documents, as proven by the higher recall score compared

to the other models. With this model, our database was populated with relevant information.

Our backend has a unique feature, the aggregation feature constructed with Named

Entity Recognition (NER). The goal is to identify specific entity types, in our case, it identifies
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CHEMICAL and DISEASE. An association between these entities was made, thus delivering

the user the respective associations, saving researchers time. For example, a researcher can

see with which compounds "pseudomonas aeruginosa" has already been tested thanks to this

aggregation feature.

The frontend was implemented so the user could access this aggregation feature, see the

articles present in the database, use the machine learning models to classify new documents,

and insert them in the database if they are relevant.

Keywords: Machine Learning, Feature Selection, Feature Generation, Adjuvants,

Biofilms, Antimicrobial, Django, Django REST Framework, React



R E S U M O

Ao longo das últimas décadas, as bactérias tornaram-se cada vez mais resistentes aos

antibióticos disponíveis, levando a uma crescente necessidade de novos antibióticos e novas

metodologias de desenvolvimento de medicamentos. Nos últimos 40 anos, não há registos

do desenvolvimento de novos antibióticos, o que começa a reduzir as alternativas possíveis.

Portanto, criar novos antibióticos e torna-los disponíveis no mercado é cada vez mais

desafiante. Uma abordagem é a descoberta de compostos que restaurem ou potencializem a

atividade dos antibióticos existentes contra bactérias multirresistentes. Como as informações

neste campo são muito limitadas e não há uma base de dados sobre este tema, modelos

de Machine Learning foram utilizados para prever a relevância dos documentos acerca dos

adjuvantes.

Neste projeto, foi desenvolvida a aplicação BIOFILMad - Catalog of antimicrobial adjuvants

to tackle biofilms para ajudar os investigadores a economizar tempo nas suas pesquisas. Esta

aplicação foi construída usando o Django e Django REST Framework para o backend e React

para o frontend.

Quanto ao backend, foi necessário construir uma base de dados, pois não existe nenhuma

que se concentre inteiramente neste tópico. Para isso, foi treinado um modelo machine

learning para nos ajudar a classificar os artigos. Três algoritmos diferentes foram usados:

Support-Vector Machine (SVM), Random Forest (RF) e Logistic Regression (LR), combinados

com um número diferente de features, mais precisamente, 945 e 1890. Ao analisar todas as

métricas, o modelo LR-1 teve o melhor desempenho para classificar artigos relevantes com

uma accuracy de 0,8461, um recall de 0,6170, um f1-score de 0,6904 e uma precision de 0,7837.

Este modelo foi o melhor a prever corretamente os artigos relevantes, comprovado pelo

alto recall em comparação com os outros modelos. Com este modelo, a base de dados foi

populda com informação relevante.
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O backend apresenta uma caracteristica particular, a agregação construída com Named-

Entity-Recognition (NER). O objetivo é identificar tipos específicos de entidades, no nosso

caso, identifica QUÍMICOS e DOENÇAS. Esta classificação serviu para formar associações

entre entidades, demonstrando ao utilizador as respetivas associações feitas, permitindo

economizar o tempo dos investigadores. Por exemplo, um investigador pode ver com quais

compostos a "pseudomonas aeruginosa" já foi testada graças à funcionalidade de agregação.

O frontend foi implementado para que o utilizador possa ter acesso a esta

funcionalidade de agregação, ver os artigos presentes na base de dados, utilizar o modelo

de machine learning para classificar novos artigos e inseri-los na base de dados caso sejam

relevantes.

Palavras-chave: Machine Learning, Feature Selection, Feature Generation, Adjuvantes,

Biofilmes, Antimicrobiaanos, Django, Django REST Framework, React
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I N T R O D U C T I O N

1.1 context

Alexander Fleming isolated penicillin in 1928, and since then, antibiotics have been

one of the most important discoveries to health. However, the growing AMR led to times

in which antibiotics are not permanently effective. The microbial resistance to antibiotics

affects humans, animals, and the environment, leading to a global health care crisis that is

the main challenge to health care in the 21st century.

Bacteria resist against antibiotics using distinct mechanisms, including the formation

of biofilms. Biofilms are well-organised structures of microorganisms attached to biotic or

abiotic surfaces and whose cells are encased and protected by a self-produced polymeric

matrix. Bacteria within biofilms can exhibit 10 to 1000-fold higher tolerance to antimicrobial

agents than their planktonic (or free-living) counterparts. Due to antimicrobials and immune

defences resistance, up to 80% of the microbial infections associated with biofilms are

considered chronic.

Antibiotics rarely have effect against biofilms which led the clinical community to seek

alternative approaches of improving the in-use antibiotic’s action. A way to mitigate the

gap between new drugs and the supply pipeline is finding antibiotic adjuvants or’ helper

compounds’ that boost their activity against biofilms. Compounds that have the ability to

prevent biofilm formation, disrupt, or disperse biofilm cells to planktonic state might have

the potential to function as antibiotic adjuvants. Over the past years much effort has been

1
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put in to finding antibiofilm compounds, but no antibiofilm compounds reached to market.

All the research of seeking antibiofilm compounds is dispersed in the literature, and there is

no web-based central resource that allows storage, annotation, comparison and analysis of

results, or even tracking the drug development stages making the search exhaustive and

time-consuming. In this project, it will apply machine learning algorithms to systematise

the collection of this information into a public access bioinformatics database, offering an

inexistent resource to researchers search for the literature and obtain information about the

antibiotic adjuvants.

1.2 motivation

The inefficacy of antibiotics to eradicate biofilms forces the community to seek alternative

therapeutic strategies to improve the action of the in-use antibiotics. The combination

between antibiofilm compounds and antibiotics has proven to be a winning strategy in

fighting antibiotic-resistant bacteria and biofilms. However, there are no drug candidates for

approval, which is rather disappointing given the increased number of publications about

antibiofilm compounds. In light of these findings, the main motivation of this work is to

significantly change this scenario by providing researchers with a bioinformatics tool that

addresses the issues of developing an antibiofilm therapy.

1.3 goals

This project aims to develop a framework for the classification of antibiotics adjuvants.

More precisely, this can be divided into several objectives:

• Literature review on ML applied to text mining, NER, biological databases, and other

bioinformatics frameworks.

• Develop ML models to identify relevant bibliographic references for discovering

antibiotics adjuvants.
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• Create the dataset of relevant references and apply annotation using NER to identify

possible antibiotic adjuvants.

• Develop a biological database to collect structured information from the previous

steps.

• Develop a graphical user interface to provide non-bioinformaticians access to the

database.

The long-term objective is to develop a framework to find information on antibiotic

adjuvants. Preliminary studies showed that the information available on this topic is

dispersed. Hence, the development of this framework is of the utmost importance, as it aims

to collect all the dispersed information about antibiotics adjuvants available on a website

ubiquitously accessible.

1.4 dissertation overview

The development of this project is divided into 5 phases, beginning with the state of

the art, followed by the workflow implementation, their respective results, and a conclusion

about all the work done.

Chapter 2 will focus on general subjects such as Bioinformatics, Databases, Text Mining, ML,

implementation of other frameworks, Antibiotics resistance, and Biofilms.

• For Bioinformatics, relevant concepts in the field will be covered systematically.

• For ML, the difference between supervised, unsupervised and reinforcement

Learning, and the assessment of ML models will be explained.

• A brief overview of biological databases, Text Mining, and implementation of other

frameworks will be provided.

• For Antibiotic Resistance and Biofilms, the themes will be introduced and the central

points will be explained
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Chapter 3 details our methods for implementing the machine learning model, server,

and client side. Initially, the construction of the model is described with the specified strategy.

Next, a description of the server and client side is provided.

Chapter 4 presents the results of the implementation of this project and the respective

discussion.

In chapter 5, we highlight our conclusions about the developed work, emphasize some

of our limitations in the development of this project and discuss future work.



2

S TAT E O F T H E A RT

2.1 bioinformatics

2.1.1 What is Bioinformatics?

Contrary to popular belief, bioinformatics studies started more than 50 years ago when

desktop computers were a hypothesis, and DNA was yet to be sequenced [1; 2]. Let’s

begin with the early 1950s, where there was little knowledge about DNA, but scientists

speculated that a molecule could carry genetic information. In 1944, Avery, MacLeod, and

McCarty proposed that the uptake of pure DNA from a virulent bacterial strain could confer

virulence to a nonvirulent strain. However, the scientific community did not immediately

recognise this as most people thought that proteins were the carriers of genetic information.

In 1952, Hershey and Chase proved that DNA and not proteins carried genetic information

encoding molecules, which were then uptaken and transmitted by bacterial cells infected by

a bacteriophage. A year later, in 1953, Watson, Crick, and Franklin made the revolutionary

discovery of the double-helix structure of DNA even though this discovery would take 13

more years before deciphering the genetic code and 25 more years before the first DNA

sequencing became available.

Margaret Dayhoff was considered the first bioinformatician. Dayhoff recognised the

potential of computational resources to solve biomedical problems [1]. From 1958 to

1962, Dayhoff and Robert Ledley developed the first de novo sequence assembler called

5
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COMPROTEIN, created to determine primary protein structure using Edman peptide

sequencing data. In the COMPROTEIN software, amino acid sequences were represented

in three-letter abbreviations, for ex- ample, Cystine – cys. However, Dayhoff developed the

one-letter amino acid code still used today to simplify dealing with protein sequence data.

This one-letter amino acid code was used in 1965 on the first biological sequence database:

Atlas of Protein Sequence and Structure, created by Dayhoff and Richard Eck [1]. Even

if bioinformatics is in the Dayhoff work, the term “Bioinformatics” was only introduced

in 1970 by Hesper and Hogeweg to describe the study of informatics processes (computer

science) in biotic systems (biology science), becoming a multidisciplinary field (Figure 1) [2].

Figure 1: Bioinformatics interdisciplinary field.

Bioinformatics began in the early 1960s with computational methods to analyse proteins

sequences, de novo assembly, biological sequence databases, and substitution models.

Posteriorly, DNA analysis also emerged due to advances in [2]:

1. molecular biology methods - easier manipulation of DNA and its sequencing.

2. computer science - more powerful computers and new and improved software are

used to handle bioinformatics tasks.

In the 1990s through the 2000s, a problem has emerged. The significant improvements

in sequencing technology gave rise to an extraordinary data production called “Big Data.”
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This volume of data can no longer be interpreted by humans alone, leading to new data

mining and management challenges, such as analysis, storage organisation, annotation,

systematisation, and integration into biological databases, thus requiring additional expertise

from computer science into the field [1; 2].

Nowadays, there is a diversity of definitions in the literature and on the world wide

web. Here, the description of the NCBI is presented: “An interdisciplinary field of science in

which biology, information technology, and computer science merge together, to allow new biological

discoveries and insights and also help create a global perspective from which the principles of Biology

can be identified”. The core requirement is computer science, mathematical, and statistical

principles, as most biological data analysis tasks are highly repetitive or mathematically

complex. However, bioinformatics has several components, usually related to biological

molecules, and therefore requires knowledge in different fields like biochemistry, molecular

biology, molecular evolution, thermodynamics, biophysics, molecular engineering, and

statistical mechanics.

Bioinformatics is not only about modelling or data mining. It is about acknowledging the

molecular world. It is a multi-disciplinary field moving from applied to basic science, from

developing tools to developing hypotheses. Three of the primary objectives of Bioinformatics

include [3]:

1. Development of new algorithms and statistics for assessing the relationships among

large sets of biological data;

2. Development of tools for the analysis and interpretation of the various biological data;

3. Development of databases for efficient storage, access, and management of a

considerable amount of biological data.

These actions’ ultimate purpose is to understand better a living cell and how it functions

at the molecular level.

Bioinformatics can provide new insights, a universal perspective, and a better

understanding of the cell by analysing molecular sequence and structural data. The

conventional flow of genetic information is dictated by the central dogma of biology, where

DNA is transcribed to RNA, and RNA is translated to proteins, whose capabilities are
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ultimately associated with their sequences. Therefore, solving functional problems using

bioinformatics has proved to be a productive undertaking [4].

2.1.2 Databases

Hıstorical Perspective

A DB is a collection of data structured according to a specific database management

model, such as: hierarchical, relational, and object-oriented [4]. The most used and popular

are DBs that employ the relational model. The relational database management model is

based on three basic concepts: relationships, attributes, and domains. A relationship is

a table with rows and attributes, that is, columns. Each attribute has a specific domain

corresponding to the set of values it can take, such as real numbers and alphanumeric

characters. A relational DB comprises several tables, each table representing a distinct entity

(e.g., Patient A, Specialty B, Doctor C) and attributes (e.g., Patient name, Speciality name,

Doctor name) of entities. Tables can include [5]:

1. primary keys - a set of attributes that uniquely identify each row and cannot be two

rows of the table with identical values in all attributes belonging to the primary key. A

primary key cannot have a null value;

2. foreign keys - a set of attributes projected onto the primary key of another table, thus

defining explicit associations between tables.

It is possible to have associations between any attributes of different tables, as long as

the respective domains are compatible. Foreign keys only designate explicit associations.

A DBMS is the software responsible for managing a DB, forming a database system.

The principal function of the DBMS is to allow users and applications to access and/or

manipulate data stored in the DB, with the DBMS being responsible for preserving the

consistency of DB data [6]. In other others, the operations requested by the different users

or applications sent in the context of transactions, that can be one or more operations, the



2.1. BIOINFORMATICS 9

DBMS will ensure that the execution of each transaction satisfies four properties, also called

ACID properties [7]:

• Atomicity - ensures that the execution of a transaction. The transaction can be

composed of multiple steps that can only succeed or fail:

– commit - the operations included in the transaction is completed executed

and committed the changes made are visible;

– abort - the operation failed, and the changes made are not visible.

• Consistency - ensures that before and after the transaction the database remains

consistent, whether successfully terminated or aborted.

• Isolation - ensures that despite the eventual execution of several transactions, each

transaction does not see data changed by other transactions that have not been

completed and committed to the memory.

• Durability (Persistence) - ensures that actions performed by a successful and

completed transaction becomes permanent.

Figure 2: Database Management System.

The SQL is used to access and manipulate data stored in a relational database, and it includes

the DDL and DML [5]. DDL commands are used to build and modify the structure of tables

and other DB objects. Also, when they are executed, they take effect immediately, not being

included in transactions. There are several DDL commands [8], such as:

• CREATE TABLE - creates tables;

• ALTER TABLE - - changes tables, like changing attributes, adding Foreign Keys, etc.;
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• DROP TABLE – drops the specified tables.

DML commands allow accessing and manipulating data in tables. These commands can be

grouped into transactions and only take effect after the transaction is successful. There are

several DML commands [8], such as:

• SELECT -perform table queries. For this motive, SELECT commands are also called

queries. These commands return the search results in the form of a table, where the

information to be returned as to be specified in the commands;

• INSERT - insert data into tables;

• UPDATE - actualise data in tables;

• DELETE - delete data from tables.

The SELECT, UPDATE and DELETE commands allow specifying the conditions under

which the operation must be performed through the WHERE clause. This clause specifies

a condition, and only if the condition is true will the command be executed. The WHERE

clause may eventually correspond to the combination of several conditions through other

operators, such as AND, and OR.

It is possible to combine two or more SELECT commands, using the UNION operator,

constructing in this way a table with all the information returned by each command.

Web applications that need to store some information with transactional guarantees

resort to relational DBMS most of the time, such as Oracle and MySQL support SQL. The

integration between web applications and relational DBMS is achieved by including SQL

commands in the web application code.

Types of Databases
Focusing on Bioinformatics, we can have at least seven types of databases: (i) Sequence

Databases; (ii) Protein Structural Databases; (iii) Enzyme Databases; (iv) Microarray

Databases; (v) Pathway Databases; (vi) Chemical Databases; (vii) Bibliographic Databases.

Sequence Databases are biological databases composed of an extensive collection of

automated sequences (DNA, RNA, protein, or other polymers) where the goal is to store and
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distribute this sequence data to the public [9; 10]. The three largest Sequence Databases are:

the NCBI, the EMBL, and DDBJ.

Protein Structural Databases are “archives” of structural data of biological

macromolecules. The goal of most protein structure databases is to provide integrated

structural data resources that correspond to the need of biologists. The database holds

deposition and annotation of structural data, providing the bio- logical community access to

the integrated resource of high-quality macromolecular structures and related data. The key

to structural databases is structural information, while sequence databases are sequence

information and contain no structural information for the majority of records. Some of the

protein structural databases are the wwPDB, PDBE, and PDBj [11].

Enzyme Databases cover enzyme properties and functions, such as occurrence, structure,

or metabolic functions. There are two types of Enzyme databases [12]:

• Generic Enzyme Databases – These databases focus on general data about enzymes,

such as classification and nomenclature, reaction and specificity, functional

parameters, organism-related information, enzyme structure, and Enzyme–disease

relationships, to name a few. Examples of these databases include KEGG and

BRENDA.

• Specific Enzyme Databases – Unlike the generic enzyme database, specific enzyme

databases are specialised only on certain enzyme classes. Some examples of these

databases are MEROPS, CAzy, and PeroxiBase.

Microarray Databases contain microarray gene expression data. These databases store,

annotate, view, analyse and share microarray data [13]. Some Microarray Databases are GEO

from NCBI, SMD, and ArrayExpress from EMBL-EBI.

Pathway Databases are a way to associate proteins with their functions and connect

them into networks that explain the reaction space of an organism. Several pathway

databases have been developed in the past years, such as HumanCyc, KEGG, NCI-PID,

Panther, and Reactome [14].

Chemical Databases are a powerful tool for discovering new lead compounds. The

growth of chemical databases in drug discovery is one of the key points of these databases.
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Using a query that captures the idea of the requirements for biological activity, other untested

compounds with identical types of activity can be identified. Most of the compounds found

in a search will not act as the new drug itself, but it could indicate novel ways to provide

the desired activity giving the researchers a new idea [15]. Some of these databases are

PubChem, ChEMBL, and ZINC.

Bibliographic Databases are defined as “digital collections of references to published sources,

particularly to journal articles and conference proceedings, which are tagged with specific titles, author

names, affiliations, abstracts, and identifiers”. The PubMed and MEDLINE are well- known

bibliographic databases [16].

All the types of databases mentioned before have specific mechanisms to obtain the type of

item that is required, such as keywords to retrieve the information associated with it, making

the user’s experience more accessible. It’s also important to mention that some databases

require subscriptions, and some are free to all users.

2.2 text mining

In his book “Predictive Analytics”, Eric Siegel provides an analogy: “if all the data in

the world was equivalent to the water on earth, then textual data is like the ocean, making up a

majority of the volume” [17]. This analogy is interesting because currently, there is a large

amount of literature in unstructured text, making unstructured text the new frontier of data

science. What for humans can be a straightforward task for computers can be arduous

[18]. Unlike numeric or categorical data, natural language is challenging for computers

because it does not exist in a structured format consisting of rows (of examples) and columns

(of attributes). Given the volume of available documents and still growing, researchers

have been using computers’ capabilities, such as data processing and storage, to hasten the

process [19]. However, as mentioned before, the interpretation of the documents is a complex

task for computers, so this brings the need for tools that can reduce the time and cost of

curation, increase annotation consistency, and provide the relations to support evidence in

the literature, making helpful annotations to researchers, through TM. Some of the first TM

applications came about when people attempted to organise documents.
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Contrary to popular belief, TM is different from a simple web search. In a web search,

the user is seeking something already known and has been written by someone else. The

purpose is to find content, but TM goes further into analysing the text, extracting useful

information, not solely finding and retrieving documents. But the real problem is retrieving

only the material with relevant information to the user [18]. Thus, TM also known as

Intelligent Text Analysis, Text Data Mining or KDT, are the technologies and tools used

to process, analyse and find relevant and non-trivial information in the unstructured and

semi-structured text. TM is an interdisciplinary field specialising in information retrieval,

ML, data mining, computational linguistics, databases, and statistics, as shown in Figure 3

[20].

Figure 3: Venn diagram representing the interdisciplinary field of text mining. Adapted from [20].

TM is applied to transform information in a structured form suitable for analysis or drive

ML algorithms. It has several accomplishments such as annotating databases, sharing
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knowledge between fields, and supporting corporations with decision-making (operational

and strategic) [21].

As mentioned before, TM uses different technologies and tools, making the sub-division

of TM unclear. Therefore, the following points will follow the division by Miner, G. et al.,

which separates TM into seven distinct groups [20]:

1. IR can be defined as software that deals with storage, organisation, evaluation, and

retrieval of information from document databases, predominantly textual information.

The term IR was coined by Mooers (1951), who established that IR is the ability of

the user to express the required information and systems for searching and returning

the information. Thus, IR is the action of obtaining information, namely, text, images,

sounds, and even video sequences, satisfying the users’ needs from the sets of data

stored on databases. However, IR does not unequivocally return the answers the

user wants; it only processes a collection of documents stored in the databases. IR is

also known as “search”, which has been described as an “integral application” in the

modern days. Some examples of the commonly used search engines are Google and

Yahoo[20; 22].

2. Document Clustering: uses data mining clustering methods to group documents,

terms, para- graphs, or snippets. Document clustering can be useful in IR tasks,

such as information retrieval by search engines. Clustering algorithms, such as k-

means or Hierarchical clustering, group documents into clusters using the intra-group

similarities and the low inter-group similarities. The number of clusters will depend

on the method used [20].

3. Document Classification: This technique uses different classification methods to group

and categorise documents, according to models trained on labelled examples. This

will be explained in more detail in subsection 2.2.1, as it plays an essential role in the

present work.

4. Web Mining: Nowadays, the amount of text-based data emerged on the WWW in a

freeway for user’s access. Therefore, the attention of the researchers is on data present
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on the Web, making the need for data mining techniques that focus on the Web, giving

rise to Web Mining [20; 23].

5. IE: Is the process of transforming unstructured text to structured data by identifying

and extracting information such as entities, relationships between entities, and

attributes describing entities. It requires more profound analysis than keyword

searches; therefore, it is not straightforward [24; 25].

6. NLP: Is an area of research and application that investigates how computers analyse

and manipulate natural language. The goal is to collect knowledge on how humans

understand and use language, and develop proper tools and techniques, allowing

computer systems to understand natural language and perform various tasks or

applications. NLP tools will be explained in more detail in subsection 2.2.2, and NER

in subsection 2.2.3 .

7. Concept Extraction: Is the technique of extracting the concepts of a document. It

analyses words (a single word or a multi-word term) and groups them by similarity.

The similarity of the words is measured by modeling a statistical features (e.g.,

frequency of occurrence) and linguistic features (e.g., part-of-speech) [20].

However, the tasks mentioned above are usually case-specific. Hence, existing mining tools

for generic texts may not work or fail when applied to the biological context. As biological

data is particular and complex, a collection of freely available text mining tools adapted to

the needs of the field have been developed. Thus, a sub-field of text mining named BioTM

has emerged. BioTM may have begun with the first paper published on the medical domain

decades ago, almost 30 years since the first paper on TM in the genomics domain [26]. BioTM

has several objectives depending on the literature topic (biology, Chemistry, Patient Records,

etc.) [27]. Here one of the goals of BioTM, which is identifying and extracting information

on biological entities (genes and proteins), phenotypes, or biological pathways is presented.

Moreover, BioTM helps manual curating biological databases [28]. Examples of BioTM tools

and platforms developed for the community are @Note [29] and BioDR [30].

Therefore, BioTM techniques improved access to knowledge to a large audience of

biologists, obtaining results easier and faster.
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2.2.1 Document Classification

Document Classification is sometimes called Text Classification or Text Categorization.

Text Classification presents textual data containing a phrase, a sentence, or a complete

document with paragraphs. In Document Classification, the term “document” can cover a lot

of formats such as writing, videos, drawings, or presentations. Hence, the term “document”

covers the textual data that Text Classification refers to. In Document Classification, the

objective is to classify documents having the same essence as Text Categorization, despite

using classification or a supervised machine learning approach to classify or categorise text

[31].

Document Classification can be defined as the process of assigning a predefined set

of labels to a document [20; 31; 32]. This process can be divided into two classifications

problems [32; 33]:

• binary classification - two labels;

• multi-classification - more than two possible labels.

Document Classification has four different levels [34]:

• document level – the algorithm obtains the relevant categories of an entire document;

• paragraph level - the algorithm obtains the relevant categories of a single paragraph;

• sentence level - the algorithm obtains the relevant categories of a single sentence;

• sub-sentence level - the algorithm obtains the relevant categories of sub-expressions

in a sentence.

Document Classification has broad applications, such as news, music, or movie

categorisation, document sorting, text filtering and indexing, sentiment analysis, language

detection and spam filtering, through algorithms that analyse characteristics/features of a

document (title, length, words used, file name, or URL) [32]. For example, spam filtering

analyses an incoming email and determinates if it is spam or not (this is a binary

classification with two possible labels: “spam” or “not spam”), with a simple features
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analysis, but there are also solid indicators of spam, such as the dollar sign ($) or the

number of exclamation points used (!!!!) on the email [20; 31; 32; 34; 35; 36].

In the early days, document classification was performed manually by specialists

familiar with the documents’ topics, being very accurate. However, the number of

documents to be classified increased exponentially, creating scalability problems [31; 36].

Recently, techniques to improve efficiency and hasten this process, such as employing ML,

have been developed. There are two main types of ML approaches relevant to document

classification, i.e., unsupervised and supervised ML [31]. Unsupervised and supervised

learning algorithms will be detailed in subsections 2.3.1 and 2.3.2.

In conclusion, classification can solve various problems and automate otherwise time-

consuming operations [31].

2.2.2 Preprocessing

Preprocessing has an essential role in TM techniques and applications [37; 38]. ML

models operate entirely with numerical vectors; Thus, text data (words and phrases in

unstructured information) must be converted into numerical vectors. This process is called

vectorization. For this to be possible, preprocessing is usually carried out. There are several

preprocessing techniques, such as:

1. Filtering – it follows a set of rules for eliminating duplicate strings and irrelevant text

[37];

2. Splitting Sentences – used to break text into sentences. This break into a sentence can

be something simple as splitting the string on (.) [39];

3. Tokenization – splitting sentences of textual content into small meaningful elements

called tokens (words, characters, or symbols). The complexity of these tasks varies

according to the needs of NLP and the complexity of the language [37; 39; 40];

4. Stemming – rule-based process to reduce inflectional or sometimes derivationally

related token forms to a common base form (word stem, root, or base) [38; 39; 41; 42];
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5. Stop Words Removal - these words are considered to have little or no importance in

TM, as they make the corpus heavier. Thus, words commonly found in the corpus,

such as articles, prepositions, and pronouns, do not contribute to the meaning of

the documents. Examples of stop words are: ”the”, ”in” and ”a”, to name a few

[37; 39; 41; 43; 44].

NLP enables computers to process human language data through the combination of

computational linguistics and statistical ML models. Several NLP tools are available, such as

the famous Python toolkit NLTK. NLTK is an important platform that provides interfaces to

work with over 50 corpora (large and structured set of texts) and lexical resources, alongside

text processing libraries like those mentioned above [39; 43; 45].

Regarding vectorization, the goal is to decrease the data dimension, by converting them

into significant numerical representations. One of the most used vectorization techniques in

ML is the Bag-of-Words approach that allows representing text as numerical feature vectors.

The idea behind the bag-of-words model counts how often each word occurs in a sentence or

a particular document, e.g., the antibiotic adjuvants can save lives → adjuvants, antibiotics,

can, lives, save, the. There are two reasons for this. The first is that this representation is

computationally easy to work, and the second is that this representation breaks drown the

text into fragments of meaning and serves as a way of capturing the text’s meaning [46].

2.2.3 Named Entity Recognition

Named Entity Recognition, also called NER, is a natural language processing technique.

The goal of NER is to identify all mentions of the named entities in the text. NE are noun

phrases that refer to specific types of entities (e.g., organisations, persons, location, etc.)

[39; 47]. NER can be divided into two tasks, identifying NE in a text and classifying them

into categories, such as proper names, places (e.g., cities, countries, etc.), expressions, etc.

NER allows extracting essential information to understand a text or merely collect necessary

information and store it in a database. This context is used to retrieve different entities such

as bacteria, antibiotics, adjuvants.
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NER has three distinct techniques:

1. dictionary-based: uses dictionaries or lexicons of entities to match entities of interest

with the total document words [48];

2. rule-based: uses the knowledge that can take the form of [48; 49]:

a) general knowledge about how language is structured;

b) specific knowledge about biological entities in the literature, and the variant forms

by which they might be mentioned in the literature;

c) any subset or combination of these, thus matching entities of interest;

3. machine learning-based approaches: train the system through examples with

associated features, then use mathematical models to predict the possible features of

an unannotated dataset [48; 49].

BioTM has several tools and platforms developed for the community to perform this task,

such as the tools mentioned before:

• @Note is a set of user-friendly tools for biomedical document retrieval, annotation,

and curation [29];

• BioDR allows the semantic indexing of the query’s results by identifying relevant

terms in the documents [30].

2.3 machine learning

ML is a subfield of AI to develop computer algorithms that can identify and recognise

non-trivial patterns and underlying connections within the different datasets, allowing the

creation of classifiers for novel data. ML can be applied to various fields, such as biology,

geology, politics, finances. Hence, any problem and field that needs to interpret and act on

data [50; 51; 52]. Suppose you want to buy something and use a search engine that shows

multiple links with relevant content. When opening the links, the search engine will learn.

The spam folder in your email account holds unwanted emails through filtering approaches
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that detect and filter these emails. Companies use ML to improve business by helping

make decisions, detecting disease, forecast weather [53; 54]. The algorithms are the machine

“intelligence” backbone with their distinctive ability to learn from the input data [50].

ML is generally classified into four groups: Supervised Learning, Unsupervised

Learning, Semi-Supervised Learning, and Reinforcement Learning [50; 52].

• Unsupervised Learning uses unlabeled data. There is no correct answer or a

supervisor. Thus, the algorithm uses the learned features to identify the class when

new data is introduced.

• Supervised Learning aims to map an input to an output through a function based

on features and patterns associated with labelled training data.

• Semi-Supervised Learning combines supervised and unsupervised Learning, using

labelled and unlabeled data. The goal is to classify the unlabeled data through the

labelled data.

• Reinforcement Learning takes actions in the surrounding environment to maximise

some notion of reward, being these the final goal of the models.

2.3.1 Unsupervised Learning

Unsupervised learning models are trained using unlabeled data. The machine receives a

set of data (or inputs), such as an image or words in a document, without supervised target

outputs or rewards from its environment to predict the output. The algorithm must learn

and create new labels/classes from which it has learned from the data through self-learning,

where the algorithm can find previously unknown patterns in datasets. In short, the central

goal of unsupervised Learning is to explore the relationships within the given observations

and group them into similar clusters [55; 56; 57]. Imagine this scenario, your friends invited

you to watch a volleyball match, but you do not know anything about that sport. When the

game starts, you are blank, but you begin to learn how the game works. Analysing what

you see, you can obtain certain conclusions, such as there are two teams, different kinds of
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players (libero, setter, etc.), the game has at least three sets that end at 25 points but with the

addition of having at least 2 points difference from the other team and teams switch camp

every set. Thus, you have all material, and you learned volleyball all by yourself without

supervision.

Two examples of classic unsupervised Learning are clustering (e.g., Document

Clustering) and dimensionality reduction (e.g., PCA and t-SNE). The clustering goal is to

find similarities and differences and dimensionality reduction to find a less complex

representation of the data. The commonly used algorithms in unsupervised Learning are

hierarchical clustering, which retrieves more detailed information, and K-means clustering,

being more efficient than hierarchical clustering.

2.3.2 Supervised Learning

Supervised Learning models are trained using labelled data. That is, prior knowledge

about the behavior of the dataset is present, where each input has a specific label attributed.

The goal of Supervised Learning is to find a way to establish the relationship between the

inputs (features) and the output in the best way possible. First, the input dataset is split into

train and test sets. In a first instance, the algorithm will receive the train set, a known set of

input data, and its output to learn patterns. The training process will continue, and when the

level of performance is high enough, the algorithm should predict the output of the test set.

There are two types of outcomes in Supervised Learning: the target output initially assigned

to each training example and the machine-generated output by the algorithm [50; 52; 57; 58].

Supervised Learning uses classification algorithms to map the input to output labels

or regression techniques to map the input to continuous output. There are numerous

Supervised Machine Learning algorithms, such as linear regression, logistic regression, naive

Bayes, SVM, k-nearest neighbors, decision trees, and several others [50].
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2.3.3 Reinforcement Learning

Reinforcement learning implies an existing problem that an autonomous agent faces.

The agent has to learn behavior through trial and error interactions with the surrounding

environment [50; 52; 59].

The goal of reinforcement learning is to maximise a reward through exploitation and

exploration. To conquer a reward, the agent must prefer actions that it has tried in the past

in the environment, and knows to be efficient in producing a reward. However, it has to try

approaches different from those taken previously to perform such actions. The agent has

to exploit what it has already experienced to obtain a reward, but it also has to explore to

obtain more data and improve the actions. The exploration and exploitation take to failure,

making the agent go through several actions and gradually favor the ones that seem to be

best. All the reinforcement learning agents have specific goals, can sense characteristics

of the environment, and can select actions to influence their environments. Examples of

reinforcement learning can be a computer playing chess with the human, self-driving cars,

and learning to recognise spoken words [52; 60].

2.3.4 Evaluation of Machine Learning Models

The classifiers’ performance in Supervised Learning is evaluated by comparing the

actual and predicted labels. The predicted labels from the classifiers are commonly called

positive or negative. These labels are called by their notation [61]:

• TP - when the classifier correctly predicts a positive label;

• FP (Type I error) - when the classifier incorrectly predicts a positive label;

• TN - when the classifier correctly predicts a negative label;

• FN (Type II error) - when the classifier incorrectly predicts a negative label.
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These notations allow computing different metrics, such as Accuracy, Recall, Precision, and

F1-Score, ranging between 0 and 1. Below are the equations of every metric mentioned.

Accuracy = TP + TN / (TP + FP + FN + TN)

Recall = TP / (TP + FN)

Precision = TP / (TP + FP)

F1-Score = 2 x (Precision x Recall/ Precision + Recall)

Accuracy is the exact match of the labels predicted that correspond to the actual labels.

Recall (aka True Positive Rate or Sensitivity) is the ability of the classifier to find all the

positive items. On the other hand, Precision is the ability of the classifier not to label as

positive an item that is negative. The F1-Score can be interpreted as a weighted average of

the Precision and Recall.

Commonly, the metrics above can complement these metrics in binary classification with

ROC curves, PR curves, and the respective AUC, which is a summary of the information in

the curve [62; 63]. ROC plots the proportion of correctly labelled items, - Recall, against the

proportion of incorrectly labelled items - FPR, while the PR plots Precision against Recall

[62; 64].

TPR = TP / (TP + FN)

FPR = FP / FP + TN = 1 - specificity

The dataset balance is of paramount relevance for the interpretation of these metrics.

When the dataset is unbalanced, it contains few elements in one class, such as relevant

documents (positive documents). Thus, in this scenario, ROC curves should not be used, as

they regard TP and FP and do not consider the FN, providing biased results. For this motive,

PR curves are a helpful alternative for the unbalanced datasets because they highlight

performance differences lost in ROC curves [62]. The AUC measure is the capacity of a

classifier to distinguish between classes, helping us visualise how well our classifier is per-

forming, being commonly used to compare distinctive classifiers. The AUC measure ranges

in value from 0 to 1, a classifier whose predictions are best to have values close to 1 or even

1.
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2.3.5 Feature Generation & Feature Selection

The data inputted into an ML algorithm is called “features.” Features are the basic

building blocks of datasets, and the quality of the features significantly impacts the quality

of the insights obtained when using ML models.

Feature generation creates new features from existing features, making further

information more accessible during the model construction and hopefully resulting in a

more accurate classifier. Feature generation is also known as feature extraction, feature

construction, or feature engineering. However, there are different interpretations of these

features. The most common feature generation approach is the Bag-of-Word approach, in

which a document is represented as a vector of length n (number of terms in the paper).

However, this approach has the disadvantage of ignoring semantic correlations between

terms [65].

Feature selection is a process that takes a subset from the original set, obeying criteria.

Its purpose includes reducing dimensionality by removing features that are loosely related

to the output that might affect the learning process by decreasing the effect of the important

ones. Feature Selection is also used to remove features strongly coupled with other features

that do not provide extra information and can make the result wrong. These features can

further lower training performance by straining computational resources such as time and

memory. This subset has the same meaning as the original one, but it better understands

data and Learning. After this process, the algorithm can be applied for text classification

[65; 66].

2.4 web framework

Web Application Framework or simply Web Framework provides tools and libraries

that do common web operations to simplify the development of the application.
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At the beginning of web development, the application was hand-coded. However, in

1995 problems connected with changing the structure of an application were resolved. With

this, web-specific languages emerged as well. Web frameworks can be monolithic or modular.

A monolithic framework provides a tightly coupled codebase (every part of the code makes

assumptions about the other part), usually including all the functionalities required by a

web application. On the other hand, the modular framework is loosely coupled (every part

of the code communicates with other components through more-or-less standardised and

neutral interfaces), providing the minimum of functionalities and structure.

Frameworks have two groups for development, the client-side (the back-end) and the

server- side (the client-side). The front-end is, also known as the user side, is what the user

interacts. The front-end builds the UI (the buttons, inputs, layouts, images, etc.) and the UX

(loading time of the website, the chatbox, etc.). The back-end comprises the server and the

database. Servers control how users access files and databases are organised and structured

data collection. Servers control how users access files and databases are organised and

structured data collection. Some examples of Front-end and Back-end frameworks are:

• Server-side:

– Django [67]: Python Monolithic framework.

– Express [68]: JavaScript Modular framework.

– Flask [69]: Python Modular framework.

• Client-side:

– React [70]: JavaScript Modular framework.

– Angular [71]: JavaScript Monolithic framework.

– jQuery [72]: JavaScript Modular framework.
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2.4.1 Django and Django REST Framework

2.4.1.1 Django

As mentioned before, Django is a free and open-source framework, that accelerates the

development of websites, created by Adrian Holovaty and Simon Willison in 2003. This

framework was built to handle the difficult part which is the creation of database-driven

websites, concentrating on less code, reusable components, and rapid development. Django

is characterized as:

• Fast - releasing the developers from reinventing the wheel and giving them the ability

to focus on creating the application [67].

• Secure - considers the most common security mistakes, such as SQL Injection and

XSS, helping developers to avoid them [67].

• Scalable - uses a “shared-nothing” architecture, meaning that each layer is

independent, which guarantees scalability at any level [67].

• Versatile - can be used for a variety of purposes. Governments, organizations, and

companies have already used this framework [67], including NASA, Spotify, and

Reddit [67].

• Fully Loaded - provides extras that can be used to handle common web development

tasks, such as the creation of models, authentication, the design of the URL’s , writing

views, etc [67].

Django uses Models to manage and access data, defining the structure of the stored

data, such as field types and respective behavior. A model usually maps to a single database

table, where the definition of the model is independent of the database, as Django will

handle the communication with the database after writing the model structure [73].

Models are defined in an application models.py file, being implemented as subclasses of

django.db.models.Model, including multiple fields (corresponding to a database column),

methods, and metadata. Figure 4 presents a model with two fields (title and abstract), of
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type models.CharField, meaning that these fields will have strings of alphanumeric characters.

These field types have arguments that specify how the field can be used or stored.

from django.db import models

class Article(models.Model):

title = models.CharField(max_length=30)

abstarct = models.CharField(max_length=30)

Figure 4: Example model defines an Article, which as a title and abstract fields.

Views are methods that receive a request on a specific URL and return the respective

response. The response can be an HTML template response, redirecting to another page, an

image, a 404 error, etc. The view itself contains the necessary logic to return that response

[74].

All the view functions necessary for the application are defined in a views.py file. Figure

5 presents a view function that takes a HttpRquest object as a parameter named request and

returns an HttpResponse object with the generated response.

from django.http import HttpResponse

import datetime

def current_datetime(request):

now = datetime.datetime.now()

html = "<html><body>It is now %s.</body></html>" % now

return HttpResponse(html)

Figure 5: Example of a view that returns current date and time.

The URLs module is mapps the URL endpoint to the respective view function. In

Django, to design this URL for an app, it is necessary to create a python module URLconf

(URL configuration). URLconf is a collection of patterns that Django will match against the

requested URL to find the specific view [75] [76].
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from django.urls import path

from . import views

urlpatterns = [

path(’datetime/<str:datetime>/’, views.current_datetime),

]

Figure 6: Example of a URLconf.

Figure 6 presents a URLconf. When a user makes a request, this will be the algorithm

the system will follow to definitive which code to execute [76]:

• Determinate the root URLconf module to use. This information will be present in

the setting.py file in the variable ROOT_URLCONF.

• The URLconf model will be loaded and will look for the variable urlpatterns.

• Each URL pattern will be matched against the requested URL in order, stopping

with the first one that matches the path_info (in this case will be the <str:datetime>).

• After the URL patterns matches, Django will import and call the specific view.

• If no URL pattern matches or an exception is raised, Django invokes an error-handling

view.

2.4.1.2 Django REST Framework

DRF is an open-source toolkit for developing a web API. This framework is a library

using the Django structure to build a RESTful API, where it is possible to transfer information

between an interface and a database easily. DRF presents some benefits compared with

writing resources with Django packages:

• Flexible and Refined serializers - DRF serializers work with complex data strucutre

and prevent serialization errors [77].
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• Integrated authentication mechanism - offers the developer the restriction of access

to resources and saves time. Some of the authentication mechanisms that DRF offers

are JSON Web Token, and OAuth2 [77].

• Browsable API - provides a user-friendly output of the resources through the web

browser [77].

The DRF API is composed of 3 layers:

• Serializers – are one of the main building blocks of DRF that converts the data from

the server and serializes it into a format that can easily be transferred through an API

and be read by other technologies [77] [78].

• Viewset – is a group of views which that defines a set of actions - like list, create, and

retrieve- making the code consistent and not repetitive [77] [78].

• Router - specifies the URLs that will give access to each viewset [77] [78].

The utilization of the DRF requires specific knowledge. Therefore, some definitions will

be presented in the Appendices, section A.1, including the definition of APIs and REST.

2.4.2 React

React is often mistaken for a framework [79], but it is actually an open-source JavaScript

library for building user interfaces. React uses its own syntax. JSX is a JavaScript Extension

that provides an HTML-like syntax extending ECMAScript so HTML syntax can co-exist

with JavaScript code [70].

In React the DOM updates, event handling, and attribute manipulation are not made

with the browser DOM but with the VDOM. VDOM is considered a pattern where a virtual

representation of a user interface is maintained in memory and synced with the actual

DOM, improving the efficiency and speed of rendering [70]. React applications are built

using reusable components. Components are reusable blocks of code that divide the user

interface into smaller pieces. A component has its own HTML, and JS file that can be used

anywhere in the application. In a component-based webpage, each section is divided into
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self-contained pieces of interface like the search bar, headers, and main content, where all

are built as separated components and each of them will have their code. React has two

ways of writing components, namely the function-based and class-based [70].

Class Components extends from React.Component being written as JavaScript ES6 classes.

Class components were the only way to include lifecycle and state methods features in React,

being considered stateful. They can encompass variables, functions, props, and states with

this reserved keyword. Figure 7, presents a class-based component [80].

class Welcome extends Component {

render() {

return (

<h1> Hello {this.props.name}! </h1>

}

}

Figure 7: Example of a Class Component.

Function Components (or functional components) are simple JavaScript functions that

can optionally accept data as a parameter. They are described as lighter than class-based

components since are less complex and use less code as shown in figure 8 [80].

function Hello(props) {

return <h1> Hello {props.name}! </h1>;

}

Figure 8: Example of a Function Component.

Function components were stateless until the introduction of Hooks in React 16.8, which

allowed achieving most of the ability of class components such as state and lifecycle methods

[81].

React Hooks promotes cleaner code, which can be simply maintained and reused. This

approach provides a chance to implement all the logic directly inside function components,

like a basic operation with state [81].

Although Hooks are similar to JavaScript functions there are two rules to follow:
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• Only call Hooks at the top level - Hooks should not be called inside conditions,

loops, or nested functions. Instead, they should be used at the top level of React

function to guarantee that they are called in the correct order each time a component

renders, allowing to preserve Hooks between multiple calls [81].

• Only Call Hooks from React Functions - Hooks should be called from custom Hooks

or React function components, not regular JavaScript functions. This rule ensures

that all stateful logic in a component is visible from its source code [81].

2.5 antibiotic resistance

Antibiotics are one of the most significant discoveries for health. They are distributed

into different classes and each class of antibiotics favors a specific mode of action, with

three primary targets in bacterial cells: cell wall synthesis, protein synthesis, or nucleic acid

synthesis. Briefly, each mechanism of action will be described [82]:

1. Inhibition of Cell Wall Biosynthesis - Bacterial cells are surrounded by a cell wall

made of peptidoglycan (long sugar polymers). By the action of transglycosidases, the

peptidoglycan undergoes cross-linking of the glycan strands, and the peptide chains

extend and form cross-links, one peptide to another. In the presence of PBPs, the

D-alanyl-alanine portion of the peptide chain is cross-linked by glycine residues. This

cross-linking strengthens the cell wall lactams and the glycopeptides inhibit cell wall

synthesis.

2. Inhibition of Protein Synthesis - First, there is a process called transcription, where

the information retained in the bacterial DNA is used to synthesise an RNA molecule

referred to as the mRNA, then the translation takes place, where the ribosome

synthesises proteins present in the mRNA. Ribosomes and cytoplasmic factors perform

protein biosynthesis. The 70S bacterial ribosome is constituted by two subunits: 30S

and 50S. Targeting the 30S and 50S subunit of the bacterial ribosome, the antibiotic can

inhibit protein biosynthesis with antimicrobials.
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3. Inhibition of DNA Replication - One of the significant targets of antibiotics is nucleic

acid replication and repair mechanisms. The class of synthetic antibiotics of quinolones

targets DNA gyrase (DNA topoisomerase II), which helps unwind replicated DNA,

making cuts in both strands of DNA, thus relieving torsional stress in the replanting

supercoil. The quinolones bind to these cleavage sites, thus stabilising the DNA and

preventing further system repair.

4. Inhibition of Folate Biosynthesis -Sulfa drugs and trimethoprim inhibit distinct steps

in folic acid metabolism. A combination of sulfa drugs and trimethoprim shows

synergy and a reduced mutation rate for resistance. The sulfonamides competitively

inhibit dihydropteroate synthase with a higher affinity for the enzyme than the natural

substrate (p-aminobenzoic acid), and agents such as trimethoprim act at a later stage

of folic acid synthesis, inhibiting the enzyme dihydrofolate reductase.

However, these mechanisms of action have not prevented from reaching an era in which

bacteria are resistant to antibiotics. The theme “antibiotics resistance” is not ‘new’. Since

early 1945, Sir Alexander Fleming raised the alarm regarding antibiotic overuse, and studies

about this issue have demonstrated a direct relationship between antibiotic consumption

and the dissemination of resistant bacteria strains. Moreover, bacterial infections have once

again become life-threatening due to the lack of efficacy of antibiotics. Besides overuse, there

are other factors such as inappropriate prescribing, extensive agricultural use, and the lack

of new antibiotics. These factors take us to an era where antibiotics are no longer so effective

[83].

This resistance is achievable because bacteria have distinct mechanisms to resist the

antibiotics, such as:

1. Efflux pumps - they are found in Gram-positive and Gram-negative bacteria, and

actively transport small molecules out of the bacterial cell. These pumps are classified

into five families, depending on their structure, species distribution, substrate

specificity, and energy source. Some of these pumps remove various substrates, which

contributes to multidrug resistance [82; 84].
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2. Impermeability of the membrane - The low permeability of the outer membrane in

gram-negative bacteria contributes to resistance of antibiotics. This outer membrane or

“outer membrane barrier” appears to be an extremely sophisticated macromolecular

assemblage that performs the crucial role of providing an extra layer of protection.

The low permeability of the outer membrane is a challenge to antibiotics because it

requires increasingly larger doses of antibiotics for being effective [85; 86].

3. Modification of the target - Mutation or modification of the binding sites of the

antibiotics targets causes rapid resistance because it directly affects the target structure.

These modifications can reduce susceptibility to inhibition of the antibiotic, but the

cellular functions of the target are retained. Due to changing the target, the cell adapts

to compensate for new characteristics of the modified target. In conclusion, the slightest

alteration of the target will change the binding affinity of antibiotics [82; 84; 85].

4. Degradation or inactivation of the antibiotics - This strategy relies on chemical

transformations to lower the effect of the antibiotics. This effect can be fought through

hydrolysis reactions, group transfers, and redox mechanisms, by changing the enzymes’

ability to degrade or inactivate the antibiotic’s structural key elements. One of the

most sensitive antibiotics to inactivation is the lactam because pathogens have evolved

a lactamases enzyme to cleave the critical lactam ring [82; 84].

5. Genetics of Resistance – Many studies have revealed the presence of genetic loci

involved in the resistance. There are two types of resistance (a) natural resistance -

specific property of the bacterium as a result of functional and intrinsic characteristics

and (b) acquired resistance - mutation of the bacterial genes or transferable resistance

to the next generation through cell division and shared among bacteria through

horizontal gene transfer [84; 87].

These antibiotics’ resistance mechanisms are passed to the next generation through cell

division and shared among bacteria through horizontal gene transfer.
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2.5.1 The role of biofilms in antibiotic resistance

Regardless of the variety of antibiotic resistance mechanisms, microbial persistence is

attributed mainly to biofilms because biofilm cells can be 10-1000-fold more resistant to

antibiotics than free-living microorganisms. Biofilms are a heterogeneous congregation of

surface-associated microorganisms encased in a self-synthesised polymeric matrix consisting

of polysaccharides, lipids, protein, and DNA, growing attached to a biotic or abiotic surface.

Moreover, biofilms are coordinated functional communities where microorganisms can

“communicate” to each other and respond using chemical signal molecules. Biofilms are

ubiquitous and thus they can be present in almost every environment condition (e.g. nature,

industry, and hospitals).

Infections associated with biofilms include cystic fibrosis, infectious kidney stones, otitis

media, infective endocarditis, chronic inflammatory diseases, etc [88]. It is estimated that

biofilms cause 80% of microbial infections [89], and their notable tolerance to several classes

of antibiotics leads to chronic infections.

Biofilms are formed through five stages of development: (i) initial attachment, (ii)

irreversible attachment, (iii) maturation, and (iv) dispersion. . The first stage starts with the

attachment of free-floating cells to a solid surface.

1. At the first stage, microorganisms attach to a solid surface and further microorganisms

use cell adhesion structures, e.g. pilli, to attach tightly to the surface. This attachment

is reversible, as bacteria can dissociate and return to the planktonic form [90; 91].

2. In the second stage, the bacteria communicate through signals and once the signal

intensity reaches a threshold, bacteria start to produce a matrix of extracellular

polymeric substances which makes the attachment irreversible [90; 91; 92].

3. The third stage occurs the maturation of biofilms, where cell-to-cell communication

or quorum sensing plays a vital role. At this stage, microbial cells secrete small

chemical signal molecules, and when the amount of these molecules reaches a threshold

concentration, they induce the regulation of a panoply of genes, including those

associated with virulence factors, crucial for infection development [90; 91].
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4. The fourth stage, is the dispersion or detachment stage, where cells detach from

microbial biofilms to seek new areas to form new biofilms [90; 91].

Several factors can accelerate biofilm formation, such as an adequate colonisation area, poor

nutritional conditions, environmental stresses (e.g. altered pH, antimicrobial action, host

immune action).

The biofilms are very resistant to antimicrobial agents, since the mechanisms of

protection working on biofilms appear to be distinctive from those responsible for

traditional antibiotic resistance [93]. The traditional definition of antibiotic resistance is a

rise in the MIC of an antibiotic due to a change in the cells, such as horizontal gene transfer

and acquisition of resistance, among others. However, this definition is not so “linear” when

applied to biofilms. In biofilms, the resistance mechanism prevents the antibiotic from

accessing its target and the tolerance mechanism shuts down the targets of antibiotics [94].

Mechanisms of resistance in the biofilm include (i) slowly penetration of the

antimicrobial agent through the matrix, (ii) cellular slow growth, (iii) persister cells, (iv)

adaptative responses, (v) phenotypic heterogeneity, and (vi) quorum sensing. Each

mechanism will be briefly described:

1. Slowly penetration of the antimicrobial agent– The antimicrobial molecules may fail

to penetrate the biofilm’s surface layer because of slow penetration. These molecules

must diffuse through the biofilm matrix to inactivate the encased cells. If the

molecules penetrate slowly into the biofilm, the enzymes (e.g. beta-lactamases and

chloramphenicol acetyltransferase) produced by the biofilm cells will enter into action

and inactivate or modify the antibiotic. Moreover, the biofilm matrix exhibit properties

identical to a diffusional barrier for the antimicrobial molecules, influencing the

velocity of transport to the interior of the biofilm or the interaction of the antimicrobial

constituents and the matrix constituents [93; 95; 96; 97].

2. Cellular slow growth – Biofilms include slow-growing or stationary phase cells,

making the uptake of antimicrobial agents slower. Bacteria positioned in the biofilm in

the zone called the non-growing zone are in a good position to survive the antimicrobial

agent. This happens due to physiological heterogeneity in biofilms, where the oxygen
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and other nutrients are not equally distributed within the biofilm, thus impacting the

growth rate of biofilm cells. Most antimicrobial agents depend on growth since the

target of these agents is macromolecules. Unexpectedly, they will not have impact

microorganisms present in the biofilm that limit macromolecular production. So

conventional antibiotics are usually not so effective against slow-growing cells [95; 96;

97].

3. Persister cells – Persist or dormant cells are generated stochastically or under

endogenous stress, such as exposure to antimicrobial agents. However, these cells are

very resistant to being killed by antimicrobial agents. This is possible due to the ability

of these cells to slow down or shut down the metabolism, making an ideal situation

where these cells are less susceptible to antimicrobial agents due to targets being

inactive [93; 94; 97].

4. Adaptative Responses – Bacteria have a range of stress responses that enable them to

deal with environmental changes, such as oxidative stress, changes in temperature,

DNA damage, and lower water activity. These responses are present in planktonic cells

and in biofilms enhancing bacterial survivability. The difference is that in biofilms,

the bacteria have an excellent opportunity to express the characteristics as a result

of a slow penetration of the antimicrobial agent or slow growth, allowing biofilms

bacteria to respond to the antimicrobial agent, which does not happen in planktonic

cells [93; 97].

5. Phenotypic Heterogeneity – Biofilms can have cells with different phenotypes and

genotypes. This means that the diversity ensures that some individuals will survive in

situations of extreme stress, such as the action of an antimicrobial agent. The biofilm

cells can switch from one state to other, such as planktonic to persister, to respond to

stress, like the environment. Also, they have a heterogeneous population, promoting

the variability and division of labor [98; 99].

6. Quorum sensing – Quorum Sensing is cell-to-cell communication at the molecular

level through chemical signalling molecules called autoinducers. This enables bacteria

to recognise the population density by captioning the increase of signalling molecules

secreted from community members. The rise in the population density makes the
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signal molecules reach adequate levels to activate the maturation and disassembly.

In certain situations, such as limited nutrients, it is necessary to provide information

through the signals to the bacteria to escape and colonise new niches [97].

2.6 antibiotic adjuvants

The role of antibiotics is to kill bacteria or prevent them from reproducing/spreading

and not to disrupt or disassemble biofilms. Therefore, antibiotics rarely affect biofilms.

Sometimes the only effect they have is on the surface layer of the biofilm, and therefore

antibiotics need adjuvants with antibiofilm properties. To eradicate biofilms, antibiotics

need adjuvants to improve their action. One of the attributes of antibiotics adjuvants is that

they include compounds that can alter antibiotic tolerant cells’ physiological states, even in

biofilms where they are more resistant [100].

By definition, adjuvants or “helper compounds” are compounds with little or no

antibiotic activity that potentiate the activity of antibiotics or block bacteria’s primary

resistance mechanism when administered or co-administered with antibiotics. Adjuvants

can be divided into two classes based on target profile [101]:

• Class I - compounds that block antibiotic resistance, through active or intrinsic

(passive) inhibition. These adjuvants can be subdivided based on their mechanisms

[102]:

– Class I.A - directly inhibit antibiotic resistance mechanism, specifically

inactivating enzymes, bypass mechanism.

– Class I.B - bypasses passive or intrinsic resistance mechanisms (such as

metabolic pathways or physiological barriers) by increasing antibiotic activity,

different from direct inhibition of specific resistance elements, blocking

biofilms, facilitating membrane penetration, and others.

• Class II - Compounds that do not interact directly with bacteria but interact with the

host’s defence mechanisms by enhancing antibiotic action [102].
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2.6.1 Antibiofilm Compounds

As mentioned before, antibiofilm compounds can potentiate the destruction or prevent

biofilms. Many approaches with antibiofilm action have already been investigated, such as

natural, synthetic, or biological [101].

One of the approaches that have highly broad information is the natural antibiofilm

approach. Some examples of these natural compounds are:

• Populus nigra and Populus alba buds were studied to evaluate their antibiofilm and

antimicrobial activity. The extracts of these plants have showed efficient antibiofilm

activity against MRSA ATCC 43300 and Staphylococcus aureus ATCC 6538 with

percentages of inhibition grater then 70% for P.nigra extracts and more than 50% fot

P.alba extracts. However, none of them was able to inhibit the biofilm completely. The

P.nigra also apresented better results in the evaluation of the inhibition of biofilms

formation of Bacillus subtilis. The researches think that the biofilm potential can be

related to the presence of one or more bioactive coumpounds that apresent

antibiofilm properties. So further studies will be needed to isolate and identify these

bioactive molecules responsible for the antibiofilms properties [103].

• Kim SW and his partners reported that Ethyl acetate fraction of Cocculus trilobus has

anti-adhesion effects at the adhesion stage of biofilm formation in Gram-positive

bacterias [104].

• Cranberry polyphenols inhibits biofilm formation and prevents the attachment and

colonisation of cariogenic and periodontopathogenic bacteria [104].

• Herba patriniae extract inhibits biofilm formation and reduced matrix production in P.

aeruginosa [104].

• Phloretin as an antioxidant is able in apples. Lee et al. observed that reduced biofilm

formation in Escherichia coli [104].

• Citrus limonoids can interfere with the cell-cell signaling and biofilm formation in

Vibrio harveyi [104].
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To eradicate biofilm-associated infections, antibiofilm compounds must be combined with

antibiotics. However, the number of studies testing this combination is not that abundant,

and thus there is a lack of knowledge about the possible synergies between these compounds

Nevertheless, few studies investigated this kind of dual therapy and the potential of biofilm

eradication is quite promising. For instance are:

• aspartic acid and succinic acid were successfully combined with ciprofloxacin and

both successufuly inbhit the formation of P. aeruginosa biofilms [101].

• Mentha piperita, Cinnammonum zeylanicum, Thymus vulgaris, and Origanum vulgare

essential oils in combination with antibiotics (norfloxacin, oxacillin, and gentamicin)

showed efficacy in the destruction of the biofilm growth of Staphylococcus aureus ATCC

29213,Enterococcus faecalis ATCC 29212, Staphylococcus epidermidis IG4, Staphylococcus

aureus IG22 [105].

• (+)-Medioresinol isolated from the stem bark of Sambucus williamsii in combination

with antibiotics (such as ampicillin, cefotaxime, and chloramphenicol) demonstrated

that it has antibiofilm activity [106].
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W O R K F L O W I M P L E M E N TAT I O N

BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms was developed as a web

application with client-service architecture. It was built as a three-tier application with a

presentation tier or client side, a logic tier or server side, and a data tier, corresponding

to the database to store articles. The frameworks used to implement the server side were

Django and DRF, and the client side was React.

Figure 9 shows the workflow structure of BIOFILMad - Catalog of antimicrobial adjuvants

to tackle biofilms divided into three four steps, which will be detailed below.

Figure 9: Worflow to develop BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms.

40
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As seen in figure 9, the first step in this project is to develop a machine-learning model

that allows us to classify relevant articles to the theme. After that implementation, the

relevant articles will populate our database and start building the server side with Django

and DRF. On the server side, there will be a particularity, an aggregation feature where

we will use NER to classify relevant entities. Finally, we will integrate the client side to

demonstrate the relevant information present in the database.

3.1 machine learning

The development of this project was done with Python 3.8, using the conda environment

that BioTMPy [107] provided. In Figure 10 it is possible to see the steps and scripts used.

Figure 10: Scheme of the ML model development steps.
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3.1.1 Data Collection

Bacteria have become increasingly resistant to the available antibiotics, and developing

new ones is a process that takes a lot of time. One approach is finding compounds that

can restore the activity of existing antibiotics. However, the information about this topic is

dispersed in literature, and no database entirely focuses on this topic. Thus, it was necessary

to start from scratch and create a dataset to develop the ML model. The development of a

suitable dataset is an important step when developing a model able to differentiate between

relevant and non-relevant articles. For that, the BioTMPy package [107] pubmed_reader.py

script was used.

• pubmed_reader.py - Script pubmed_reader.py was used to retrieve appropriated

data from PubMed a search engine with free access to the MEDLINE database, using

BioPython function "Entrez.esearch" and “Entrez.efetch” [108].

From the pubmed_reader.py three function were used, the "get_data_from_term",

"get_data_from_pmid" and "pmid_to_docs".

The first step was to collect a set of keywords that could help obtain articles with

relevant information. This set of keywords involved analysing a sample of articles known to

be relevant, and the following keywords were selected:

• antibiotic adjuvants biofilms

• resistance breakers biofilms

• antibiotic potentiators biofilms

• anti-resistance drugs biofilms

• biofilm regulators

• biofilm disruptors

• antibiofilm therapeutics
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The "get_data_from_term" was used to obtain the identifiers of the articles that fit the

best with this set of keywords. In total 850 identifiers were retrieved with this function.

Following the "get_data_from_pmid" function used these identifiers to retrieve the respective

title and abstract of PubMed. Finally, the "pmid_to_docs" function permitted to transform

data into a DOC from BioTMPy Document class.

To transfer the data to a CSV another function was used the the "docs_to_pandasdocs"

present in the pandas_wrapper.py.

3.1.2 Pre-Processing

ML algorithms learn from data, so manual curation was required to extract relevant

articles, as the algorithm must learn which extracted articles (titles and abstracts) are

relevant for training. For being able to perform the manual curation, the content extracted

was saved into a CSV file. The CSV file consists of three columns , title, and abstract,

which allows attribution of labels – i.e., relevant or non-relevant – that will later support the

training of the supervised models. This was accomplished with "indexing_series_docs" and

"docs_to_pandas_docs" functions from BioTMPy.

Labelling is time-consuming, as all titles and abstracts must be read carefully. Hence,

after labelling a few articles manually, labels were assigned programmatically to the rest of

the articles. This was accomplished by attributing a score to each document. Articles with

lower scores are less likely to be relevant, and those with higher scores are more likely to be

relevant. This procedure involved:

• Convert text to lower case - python is lowercase sensitive, which means it considers

the same word differently if one is uppercase and the other lowercase.

• Removal of stop words - Stop words are words that generally do not add much

information to a sentence, so they can safely be ignored without sacrificing their

meaning and potentially improving performance.
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• Punctuation removal – Punctuation is removed as it is used frequently in the text

(divide sentences, phrases, and paragraphs). These are seen as noise in data as scores

are computed according to the occurrence of words, thus punctuation is not relevant.

The first step in assigning these scores was to convert labelled articles into document

objects, using the "csv_to_docs" function, and getting the relevance (label) of the respective

article, using "dictionary_to_relevances" function. With the results of these functions, four

other functions were used the "docs_to_pandasdocs" and "relevances_to_pandas" to get the docs

and the relevances as pandas to be used in "analysis_dataframe" function. These functions

will get the full text, the word count, the number of sentences, and each label and put

this information in a data frame. Lastly, the data frame resulting from "analysis_dataframe"

function will be passed as a parameter of the "plot_top_n_words" function generating the top

30 words without stop words.

With the results obtained from the generated plot, three lists were formed, one containing

the words from the relevant articles, another from the non-relevant articles, and a list with

the word "review" to penalize the articles that are reviewed and discard them since we are

not interested in reviews. Subsequently, the respective assigned scores were inserted into a

spreadsheet with the articles in descending order of scores, to facilitate the labelling process.

3.1.3 Feature Generation

Feature Generation was implemented through the feature_generation.py script to get the

maximum amount of information that characterizes the articles by performing, thus adding

this information to train the models. Therefore, it will likely result in a more accurate model.

The generation of the new features was accomplished through the feature_generation.py.

• feature_generation.py - Script was used to create 14 new features that characterize

the articles on the subject of this project. To generate the 14 features this script

contains 14 functions, each one dedicated to a different aspect.
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Table 1 shows the features generated and the respective description in the script

feature_generation.py.

Table 1: Name and respective description of the developed features.

Features Description

Number_of_species Number of species present in the title of the document

Vowels Number of vowels present in the document (title + abstract)

Tokens Number of tokens in the document (title + abstract)

Title_size Size of the title

Number_stopwords Number of stopwords in the document (title + abstract)

Upper_letters Number of upper words in the document (title + abstract)

Lower_letters Number of lower words in the document (title + abstract)

Nouns Number of nouns in the document (title + abstract)

Proper_nouns Number of proper nouns in the document (title + abstract)

Verbs Number of verbs in the document (title + abstract)

Adjectives Number of adjectives in the document (title + abstract)

Adverbs Number of adverbs in the document (title + abstract)

Personal_Pronouns Number of personal pronouns in the document (title + abstract)

Tokens_mean Mean of number of tokens present in the document (title + abstract)

In a second approach, to obtain more information to characterize our articles, the

calculation of TF-IDF was used. This statistical measure evaluates how relevant a word is

to an article in a collection of articles by multiplying two metrics: the number of times a

word appears in an article and the inverse article frequency across a set of articles; this is

particularly useful for scoring words in machine learning algorithms.

3.1.4 Feature Selection

This is a crucial step in training a model. Selecting the most relevant features to improve

model performance, reduce the complexity of the model, reduce overfitting, and reduce

the time spent training. This was accomplished using the "SelectPercentile" from Scikit-learn
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package [109], selecting the features according to a percentile of highest scores. It takes two

arguments the "score_func" and percentile.

Table 2: "SelectPercentile" function values tested for each parameter.

Parameters

Algorithms score_func percentile

SVM 10 20

Random Forest 10 20

Logistic Regression

f_classif

10 20

Table 2 shows that for each algorithm the "f_classif " function was used for "score_func"

parameter. This function performs ANOVA F-value between feature/label, being suitable for

classification tasks. For the "percentile" parameter different percentages of features were used

in each algorithm to determine their impact on the models’ performance, in this case, 10

and 20. Only 10 and 20 were selected because in a previous attempt with 30, 40 and 50 the

scores of the metrics in each model were much lower than with 10 and 20.

3.1.5 Model Optimization

3.1.5.1 Models

One of the most challenging parts of solving a problem is finding a suitable estimator,

as different estimators can be better suited for different data types and problems. For this

project three different algorithms were used:

• SVM using the “SVC” function from Scikit-learn - can be used for classification

(distinguishing between several groups or classes) and applied to both linear and

nonlinear problems. SVM Classifiers offer good accuracy and perform faster

prediction and use less memory because they use a subset of training points in the

decision phase.
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• Logistics Regression using the “LogisticRegression” function from Scikit-learn -

is one of the simplest and most commonly used Machine Learning algorithms for

binary classification problems. The logistic regression presents a sigmoid function,

called the logistic function, which can take any real number and map it between 0

and 1, giving an S-shaped curve. If the output of the sigmoid function is higher than

0.5, we can classify the outcome as 1, and if it is less than 0.5, we can classify it as

0, so if our output is is 0.75, we can say in terms of the probability that there is 75%

chance that the article will be relevant.

• Random Forest using the “RandomForestClassifier” function from Scikit-learn

has a variety of applications, and one of them is classification. Decision trees are

generated on a randomly split dataset and this collection of decision tree classifiers is

also known as the forest. In a classification problem, each tree votes and the most

popular class is chosen as the final result.

3.1.5.2 Performance Evaluation

The "StratifiedKFold" function from the Scikit-learn package [109] was used to perform

the stratified 5-fold cross-validation, as this function preserves the percentage of samples

for each class in train and test sets. A CV with 5-folds was applied by the function

“cross_validate”, allowing to specify multiple evaluation metrics. The metrics chosen to

determine the performance of the models were the ‘f1 score’, ‘accuracy score’, ‘recall score’,

and ‘precision score’ from the Scikit-learn package [109]:

• ‘f1 score’ can be interpreted as a weighted average of the precision and recall; ,

‘accuracy score’ is the exact match of the labels predicted that correspond to the

actual labels.

• ‘recall score’ is the ratio TP / (TP + FN), where the recall is the capability of the

classifier to find all the positive elements.

• ‘precision score’ is the ratio TP / (TP + FP), where the Precision is the capability of

the classifier not to label wrongly as positive an element that is negative.
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In addition, confusion matrices were created using the function “plot_confusion_matrix”,

after applying the “cross_val_predict” function with 5 folds.

3.1.5.3 Optimization

Model hyperparameters must be improved in order to increase the model’s performance.

The best models hyperparameters were selected using the model_optimization.py were it is

applied the Grid method with CV to the selected models, using “GridSearchCV” function

from the Scikit-learn package [109]. This function performs an exhaustive search over the

specified parameters’ values for an estimator, thus determining the best parameters for each

model. These test values presented in table 3 were selected experimentally.

Table 3: Hyperparameters of each model and values tested for each parameter.

Algorithm Parameters Values Tested

’C’ 1, 10, 20, 100, 1000

’gama’ auto, 0.001, 0.012, 0.1SVM

’kernel’ linear, rbf

’max_depth’ 3,5,10

’min_samples_split’ 2,5,10

’min_sample_leaf’ 2,5,10

Random Forest

’n_estimators’ 20, 50, 100

’solvers’ ’newton-cg’, ’lbfgs’, lib-linear’

’penalty’ ’none’, ’l1’, ’l2’Logistic Regression

’c_values’ 100, 10, 1.0, 0.1, 0.01

Another parameter included the random state uses the function "randrange" from

the random package [110] to generate a number between 0 and 2147483647, allowing

to determine which seed was used to obtain the accuracy, precision, recall and f1-score.

Therefore the results can be replicated by using the same seed.
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3.2 backend

The BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms backend application

is a web application programming interface (API), developed using Django DRF that allows

relevant data and functionalities to be available via the internet and that can be accessed, for

instance, by a Web frontend application that displays the data to a user in a web browser.

It is built upon Django and DRF, with several other components like: DRF authoken to

provide token-based authentication, an aggregation feature using spacy and SciSpaCy to

aggregate relevant data, a database layer that uses SQLite3; and a biopython Entrez module

that is used to obtain external data based on user input.

Figure 11: Application backend implementation.

This figure shows the respective frameworks to implement the back-end of this application. Also
presents the main packages used to implement the aggregation feature.

3.2.1 Database Models

The BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application uses

an SQLite3 database system in order to store and interact with the data. SQLite3 meets

the desired requirements for the application functionality but it may be necessary for the

future to use a more scalable database technology. Django automatically gives a database-
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abstraction API that allows the creation, retrieval, update and deletion of objects for multiple

database systems, which eases the task of changing to a more reliable and scalable database

in the future. In particular, all models created as abstractions of the database tables will

remain the same independent of the database used.

For the construction of this application 18 models were created to incorporate important

information extracted from PubMed through the biopython Entrez module, and information

generated by the aggregation module. Figure 12 shows an example of the Author model. An

Entity Relationship diagram is shown in Appendices, section A.2, illustrating the established

database tables.

class Author(models.Model):

identifier = models.CharField(max_length=30)

forename = models.CharField(max_length=30)

lastname = models.CharField(max_length=30)

initials = models.CharField(max_length=10)

collectivename = models.CharField(max_length=30)

affiliationInfo = models.ManyToManyField(AffiliationInfo)

Figure 12: Author model present in BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms
application.

Figure presents the Author model with six fields: identifier, forename, lastname, initials,
collectivename and affiliationInfo.

3.2.2 Django REST Framework

In order to make data, aggregations and the ML framework itself accessible to several

different platforms, an API was built using DRF that makes it easy to provide all the relevant

data and functionalities via a JSON API. To construct the API with DRF there were three

main steps taken:

• Create the serializers to convert complex data (model instances, querysets,etc) into

Python datatypes.

• Create the viewsets to return data to the user in JSON format.
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• Creating the endpoints of API to make the viewsets available.

In specific, for rendering JSON based models the ModelViewSet was used and for custom

content the APIView, e.g the download and upload of CSV files to be used by model

framework. Figure 29 in the Appendices, section A.3 demonstrates the DRF view inheritance

diagram. DRF provides a powerful visualization of the data in JSON format at the API

endpoint helping visualise the data. The JSON returned by this request will be rendered on

the web page, as seen in figure 13.

Figure 13: API Articles View.

Figure shows information of "Triclosan Is an Aminoglycoside Adjuvant for Eradication of Pseudomonas
aeruginosa Biofilms" [111] in JSON format.

3.2.2.1 Django REST Framework authtoken

The Upload and Download of data should only be done by authenticated users. DRF

authtoken adds DRF the capability of token based authentication. Token-based

authentication is a good authentication method because allows for a generic authentication

across platforms (e.g. browser, mobile apps, etc.). For example, a cookie-based

authentication only makes sense for browser-based applications. For the routes that need

permission to be accessed @authentication_classes and @permission_classes decorators are

used. DRF and DRF authtoken provide decorators that are used to authorize access to

private routes. These decorators guarantee that only authenticated users can use the API

routes.
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3.2.3 Entrez module

Authenticated users can upload data to the application in a CSV format with PMIDs

to be evaluated - by the ML framework - and added to the database. To get additional

information from the PMIDs supplied by the user, the Entrez module is used to communicate

with PubMed API. An example of the retrieved data is presented in figure 14.

{

"PubmedArticle": [{

"MedlineCitation": {

"SpaceFlightMission": [],

"KeywordList": [

["Pseudomonas aeruginosa",

"biofilm",

"persister",

"tobramycin",

"triclosan"

]],

"PMID": "29661867",

...]

"PubmedBookArticle": []

}

Figure 14: Information extracted from PubMed through the Entrez module [108].

Figure shows pseudo information extracted from PubMed about the article "Triclosan Is an
Aminoglycoside Adjuvant for Eradication of Pseudomonas aeruginosa Biofilms".

The resulting data from the Entrez module is mapped to the correct Django models,

such as Article, Author, Keyword, etc and inserted into the database.

3.2.4 SciSpacy and Aggregation Feature

spaCy [112] is an open-source library that implements the algorithms to process and

analyze data in NLP tasks with Python. It uses container objects that characterize elements
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of natural language texts (sentences, words, labels, etc.), and has established steps to extract

information from a text. These consist of certain chained components, acting on the text

forming a DOC object that contains the extracted structured data from the text [113; 114].

The language models, which are among the most remarkable features of spaCy [112],

allow performing NLP tasks such as NER. NER identifies entities present in the text. For

this project theme, the SciSpaCy library was used, as satisfies the text processing, focusing

on the biomedical field, and containing spacy models. SciSpaCy is composed of two main

packages [115]:

• en_ core_ sci_ sm - Full pipeline for biomedical data.

• en_ core_ sci_ md - Full pipeline for biomedical data with a larger vocabulary and

50k word vectors.

A table with the total vocab size, vector count, min word freq and min doc freq is presented

in Appendices, section A.4.

Since the goal is to give relevant information about antibiotics/antimicrobial,

bacteria/disease and compounds the en_ ner_bc5cdr_md model seems to meet all the

requirements, since identifies DISEASE and CHEMICAL entities. A table with all the

models of SciSpaCy is presented in Appendices, section A.5.

Figure 15 shows an example of the identification of the entities.

Figure 15: Identification of the entities thrown by the en_ner_bc5cdr_md model.

This text was taken from the publication "Fostering Innovation in the Treatment of Chronic Polymicrobial
Cystic Fibrosis-Associated Infections Exploring Aspartic Acid and Succinic Acid as Ciprofloxacin Adjuvants"
[101]. The words encircled with red are chemicals, and with blue is a disease.
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The CHEMICAL entity was divided into Antimicrobial Compounds and

Antibiotics/Antimicrobials since the SciSpaCy classifies both of them as chemicals. These

entities extracted with SciSpacy were used to construct the Aggregation feature. This was

accomplished with the creation of two models, where in one each entity is saved and in the

second the relation between two entities at the article level is made. This allows the users to

know for specific entity found by SciSpaCy which other entities are related to that one and

in which article that happens. To improve the ScispaCy entity detection, the python library

Inflect was used to join singular / plural words in one entity (e.g SciSpaCy may detect

Pseudomona and Pseudomonas as two separte entities).

3.3 frontend

The frontend of the BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms

application is a web based user interface that gets data from the Django backend API. It

is a standalone web application that can be deployed to any web server and was built

using React and Material-UI component library that provides pre-built UI components like

Buttons, Icons and DataGrids (figure 16. It is important to highlight three main aspects

of BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms’s frontend, namely its

structure, the client-side routing and its authentication capabilities.

Figure 16: Application architecture with front-end and back-end implementation.

This figure shows each tier of the application with the respective frameworks, database used and the
main packages implemented.
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3.3.1 Structure

To provide the user with the relevant information and functionalities, the application is

composed of nine main routes/pages, mapped to nine react components:

• HomePage is a page that contains a description of application and a search bar.

• Articles displays and allows search’s and filtering of the articles present in the

database.

• Article shows the content of specific article.

• About contains information about the purpose of the application and the team

members’ contacts.

• Antimicrobial Search List all antimicrobial entities- compounds, diseases - extract

from the articles by the ScispaCy component of the backend.

• Antimicrobial Statistics shows relations between entities.

• Login to authenticate a user.

• LogOut to logout a user.

• Model allows authenticated users using to interact with the ML framework.

3.3.2 Routing

The frontend is SPA, a route-based navigation tool, meaning that part of the interactions

of the user are passed as parameters in the URL, which allow users to access the

functionality of the application directly. For example, accessing an URL like

www.adjuvants-snap-url.com/entities-stats/pseudomonas will always show the latest entity

relations for pseudomonas and the user can save that URL as a favourite in the browser and

use it later. To ensure a seamless user experience during navigation a browser-only routing

react-router-dom is used, and for getting data from the API asynchronously the promised
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based HTTP client Axios [116] is used. Figure 17 shows multiple routes to determine which

component should render based on the clicked link.

import React from "react";

import { BrowserRouter as Router, Routes, Route } from "react-router-dom";

function App() {

return (

<Router>

<Routes>

<Route path="/" exact element={<Home />} />

<Route path="/about" element={<About />} />

<Route path="/article/:id" element={<Article />} />

</Routes>

</Router>

);

}

Figure 17: Example of multiple routes of the BIOFILMad - Catalog of antimicrobial adjuvants to tackle
biofilms frontend using the react-router-dom.

3.3.3 Authentication

The interactions with the ML framework should only be available to authenticated users.

The Login React component was created to provide an authentication form where the user

can provide the credentials used to authenticate against the login URL of the backend. The

backend responds with the authtoken saved on the local storage. The authtoken is added to

the HTTP requests header made to the backend API when required (e.g when uploading a

new model for the ML Framework). The LogOut component is an interfaceless component

that erases the token from the local storage and redirects the user to the HomePage.
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R E S U LT S A N D D I S C U S S I O N

This chapter presents the results and evaluation of the ML algorithms and the final result

of the BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application. First, a

description of the results of ML is provided as well as an interpretation. Then it is described

each page of the application and its respective functionality and aspect.

4.1 machine learning

Creating a model to classify relevant articles involves determining which ML

algorithms are suitable for the data type. Three different models were created and evaluated.

Manual curation was implemented as part of the data pre-processing to create a dataset and

accomplish the goal of training a model to classify relevant articles. Thus, the features

influence the model’s performance, so feature generation and feature selection were applied.

The models were further optimized, and the best parameters were selected and applied to

the training process.

4.1.1 Data Pre-processing

After getting the data from PubMed to create a dataset manual curation was done.

However, labeling is a time consuming task, so labels were assigned programmatically with

57
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the help of the "plot_top_n_words" function from BioTMPy package resulting in the following

graphics:

Figure 18: Top 30 Words (without stopwords) created with BioTMPy package.

This figure shows a graphic withe the top 30 words present in the (a) relevant articles or (b) non-
relevant articles.

These graphs indicate the top 30 words present in relevant and non-relevant articles.

The focus is on the words with a white bar, as this color shows that these words are only

present either in the relevant articles (Figure 18 a) or in non-relevant articles (Figure 18

b). With these results, three lists were formed to help attribute the respective label to each

document faster, saving some time in the labeling process to train the models further.
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4.1.2 Feature Generation & Feature Selection

The goal of performing feature generation was to get the maximum amount of

information that characterizes our articles, thus adding this information to train the models.

Therefore, it will likely result in a more accurate model. The created futures are presented

in Table 1, section 3.1.3. These features were made to give value or emphasize certain

aspects that our dataset presents. Of the features created, the one that has the most impact

and adds the most value is the Number_of_species since it goes to each title and abstract

and counts how many species are mentioned. The remaining features can be said to be

more general. A good approach in the future would be to add more features, such as the

number of antibiotics or antimicrobials or the number of compounds present in the

respective title and abstract. Also, in a second approach, to obtain more information to

characterize the articles of the dataset, the calculation TF-IDF was used.

Feature Selection was implemented to improve the scores for each metric since the

scores were always low without it. Table 4 shows the scores for each metric without feature

selection.

Table 4: Scores of the selected models obtained with the metrics of the sklearn package without
feature selection.

Without Features

Accuracy Precision Recall F1 Score

SVM 0.60 0.54 0.30 0.39

Random Forest 0.58 0.61 0. 27 0.37

Logistic Regression 0.68 0.63 0.30 0.42

The results demonstrate that probably there were a lot of redundant features to be

considered to train our models. With the implementation of the feature selection, the power

of prediction of the algorithms was increased, and the process became more accurate, as

seen in Table 7.



4.1. MACHINE LEARNING 60

Regarding the features selected by the "SelectPercentile" from Scikit-learn package [109],

when the parameter "percentile" is 10% of the features selected we have a total of 945 features

and in 20% we have 1890 features selected.

Table 5: List of the first 50 features selected by "SelectPercentile" function from Scikit-learn package
and the number of total features.

Percentile First 50 Features Selected Total of Features Selected

10 %

’gram’, ’tokens_title’, ’tokens_total’, ’stats_mean’, ’stats_min’,

’sentence_size’, ’upper_letters’, ’nouns’, ’token_stats_mean’,

“cv026”, , "staphylococcus",

"mrsa", "fungicida", "edta", "glycopeptide",

"resistant", "disease", "virulence", "approaches",

"pseudomonas", "staphylococci", "eradicated", "klebsiella", "albicans",

"patients", "biofilms", "adjuvant", "adaptation", "aeruginosa",

"inhibiting", "potentiator","disrupters", “266”,

"mutations", "tobramycin", "polyethylenimine", "pneumoniae",

"aureus", "inhibition", “7a”, "bacteria","cystic", "therapy", "antibacterial", "inhibits",

"flavonoids", "antibiofilm", "disrupting", "combined", "potentiators", "regulator"

945

20 %

’gram’, ’tokens_title’, ’tokens_total’, ’stats_mean’, ’stats_min’, ’sentence_size’,

’upper_letters’, ’nouns’, ’token_stats_mean’,

"transcription", "biofilm", "methylthiazolyldiphenyl" "ncib3610", "patients"",

"disruption", "je2", "potentiator’", "098’", "ciprofloxacin", "staphylococcus",

"bacterial’", "726’"„ "irradiated’",

"biofilms", "43300", "rifampin’", "miconazoctylium’", "biofilm", "pa060’", "fibrosis",

"352083", "regulator", "aeruginosa’", "02", "7", "pseudomonas", "adjuvant", "rna" , "91’",

"research’", "inhibit", "cryptococcus", "1620", "edta",

"vitro", "col", "fd2", "potentiate", restores", "ppy"

1890

This table presents the first 50 features selected to train our models since the number of total features
is too large to be presented in this table.

From what it is possible to observe from the results with the small sample of features

selected presented in Table 5 taking into account the total number of features from each

percentile, it is possible to notice that it can add value to the training of the models. From the

50 first features the “staphylococcus”, “aureus”, “pseudomonas”, “aeruginosa”, “adjuvant”,

“biofilms”, “regulator”, “inhibition”, “bacteria”, “antibiofilm”, “antibacterial”, “resistant”,

“potentiators”, “approaches” are some of the selected features.Bearing in mind the theme

of this project, it is possible to make a connection between these features and point to

the problem at hand. For example, Staphylococcus aureus and Pseudomonas aeruginosa

were classified as antibiotic-resistant ”priority pathogens” by the WHO since they become
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resistant to a large number of antibiotics. Also, the goal is to find potentiators/antibiofilm

compounds to combat the resistance of bacteria to antibiotics/antimicrobials. As expected,

only some selected features will be meaningful for training the models. Table 5 presents

“je2”, “1620”, and “fd2” features that are not proper to the theme and would not help much

to train the model.

4.1.3 Model Optimization

The hyperparameters of the selected models were optimized to obtain the best models for

predicting the relevant articles, using the the methods of GridSearchCV. The hyperparameters

optimized for each model and the values tested for each parameter are described in Table 8

(section 3.1.X). The table 6 presents the parameters values that originate the best results for

each model using GridSearchCV. Also, the means test score, precision, and recall, accuracy

are presented for the optimized models.

Table 6: Values selected for each hyperparameter and mean of scores, Precision and Recall for each
optimized model GridSearchCV from Sckit-Learn.

10 % of Features 20 % of Features

Algorithm Parameters Selected Values Mean test score Precision Recall Mean test score Precisison Recall

’C’ 100

SVM
’kernel’ ’linear’

0.82 0.83 0.74 0.75 0.80 0.68

’max_depth’ 10

RF
’n_estimators’ 20

0.84 0.70 0.52 0.78 0.77 0.60

’C’ 100

’penalty’ ’l2’LR

’solver’ ’liblinear’

0.85 0.84 0.70 0.68 0.70 0.61

In Table 6, shows the algorithms and the respective parameters selected for the different

percentiles of features by the "GridSearchCV" function. It’s possible to denotate that in

general the hyperparameters obtained better results with 10% of the selected features.
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4.1.4 Models Performance

The dataset formed througth the data collection were used to create models to classify

if a article is relevant or non-relevant. The dataset formed througth the data collection were

used to create models to classify if a article is relevant or non-relevant. The algorithms SVM,

RF, and LR were used in to train the model with a different percentile of features selected

and the evaluated by a 5-fold CV. The models with “– 1” have 10% of all features, while

those with “– 2” have 20% of all features. Table 3, shows the models scores to each metric.

Table 7: Scores of the selected models obtained with the metrics of the sklearn package.

Model Algorithm Accuracy Precision Recall F1 Score Features

SVM – 1 Support Vector Machine 0.7514 0.6595 0.5438 0.5961 945

RF – 1 Random Forest 0.7633 0.6666 0.3333 0.4444 945

LR – 1 Logistic Regression 0.8461 0.7837 0.6170 0.6904 945

SVM – 2 Support Vector Machine 0.7810 0.7777 0.2978 0.4307 1890

RF – 2 Random Forest 0.7988 0.793 0.4509 0.575 1890

LR - 2 Logistic Regression 0.7159 0.6666 0.2545 0.3684 1890

The analysis of results shows that the models with 20% of features selected generally

have better scores. However, the LR - 1 model stands out for having higher accuracy, recall,

and precision. Only the precision is slightly below the RF - 2 model.

Confusion matrices were created to mainly determine the number of fn provided by

each model, as shown in tables 8 and 9.

Table 8: Confusion Matrix of the optimized SVM - 1, RF -1 and LR - 1 models, with prediction values
for 10% of features selected.

10% of Features Selected

SVM - 1 RF - 1 LR - 1
PPPPPPPPPPPPP

Real

Predicted
Relevant Non-Relevant Relevant Non-Relevant Relevant Non-Relevant

Relevant 31 26 16 32 29 18

Non-Relevant 16 96 8 113 8 114

The model attributes the classification through 0 and 1. To show the results that were substituted
with Relevant and Non-Relevant, respectively.
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Table 9: Confusion Matrix of the optimized SVM - 2, RF -2 and LR - 2 models, with prediction values
for 20% of features selected.

20% of Features Selected

SVM - 2 RF - 2 LR - 2
PPPPPPPPPPPPP

Real

Predicted
Relevant Non-Relevant Relevant Non-Relevant Relevant Non-Relevant

Relevant 14 33 23 28 14 41

Non-Relevant 4 118 6 112 7 107

The model attributes the classification through 0 and 1. To show the results that were substituted
with Relevant and Non-Relevant, respectively.

The results presented in tables 8 and 9, shows that the model with more FN was LR - 2.

Taking in consideration that the objective of the models is to correctly classify articles about

antibiotics adjuvants, having a higher number of FN is not the best option, since it essential

to identify the articles that can give important information to the researches.

Considering all the models, the LR - 1 is the model with most TN and the second with

most TP, meaning that it was the best to predict the correct labels. Also, it is the model with

fewer FN, which is a good pint because this model does not misclassify the real relevant

articles present in the dataset, even if that costs some of the FP. These results confirm that,

the LR - 1 model is the most suitable model to perform the classification task.

4.2 biofilmad - catalog of antimicrobial adjuvants to tackle biofilms

interface

The BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application’s primary

purpose is to let users navigate to see interesting content in searching for antibiotics adjuvants

with antibiofilm activity, being accomplished with the server side and the client side.

When entering the BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms

application, the user will first have contact with the Homepage (figure 19 that introduces

a Navigation bar, a description, and a road map through the application. The goal of the

Homepage is to let the user know more about the problem that we face nowadays and to let
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the user know how he can use this application. There is also present a search bar on top of

the Homepage. This search bar can redirect the user to two places:

• Suppose the user’s input in the search bar is an entity available in our database table.

In that case, the user will be redirected to a page where the aggregation of that entity

is presented.

• If the input is unavailable, it will redirect the user to the articles page, which will

show the articles where the input appears. Since the relation between entities is made

with NLP, it is not certain that it will identify every intended entity in the text. This

is the motive for the user will be redirected to the articles in case of identification

failure.

This search bar has the particularity of having an auto-complete function, so if an entity

is presented in the database, the user will know immediately.

Figure 19: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application Homepage.
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Heading now to the tabs of the application (figure 20), we can see four tabs.

Figure 20: Navigation bar of BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application
with four tabs.

Let us start with the About tab. The About tab redirects the user to a page where it is

possible to find an insight into what motivated the development of this application, letting

the user know the issue and how this tool can help them. It also presents the contacts of the

team involved in this development, as seen in figure 21.

Figure 21: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application About page.
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The Antimicrobial Search tab redirects the user to a page that presents three sections:

"Microorganism/Disease", "Antibiofilm Compounds," and "Antimicrobials". Each of these

sections has a search bar and respective examples of how to search entities. The goal of this

page is to let the user search directly by a specific type of entity. Suppose the user searches

for "pseudomonas" on the "Microorganism/Disease" search bar. Three results appear, as seen

in figure 22. By clicking on one of these results, the user will be redirected to a page where

it is possible to see the aggregation of that entity.

Figure 22: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application Antimicrobial
Search page.

Figure 23 shows an example of an output of a search by "pseudomonas aeruginosa". The

page to the user comprehends the entity’s name, the number of articles where the entity

appears, and the relations between the other entities listed in alphabetic order. This way, the

user can have an idea of which compounds and "Antimicrobials" the "pseudomonas aeruginosa"

entity is related to. Below each entity is the title of the articles where the entity emerges,
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and clicking on it will redirect the user to the specific article to see more information about

that study. It is also possible to click on another entity to see its statistics.

Figure 23: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application aggregation
page.

Figure shows a pseudo relati of the "pseudomonas aeruginosa" with antimicrobials.

Proceeding to the Articles tab delivers a table with the articles saved in our database

(figure 24). There are two ways to proceed to this page: via the search bar on the Home page

or by clicking on the tab Articles. This page also has a search bar if the user wants to search

directly for an article with its title, phrase, or merely by a specific word(s), getting a result

that will fit the content searched. Also, the left side of the page has a filter that enables the

user to filter the articles by type if only a specific article is required, making the search easier

by filtering it.

Figure 24: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application articles page.

Articles page demonstrate the articles present in the database with a search bar.
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A click on an article from the table will redirect the user to the particular article (figure

25), presenting the title, authors, keywords, abstract, etc. This page has some particularities,

such as:

• Clicking in a will redirect the user to the URL or services related to a single resource.

• Clicking on the author will redirect the user to the articles page only with the specific

author’s articles.

• Clicking on MeSH terms will redirect the user to the National Library of Medicine

and return the results for that term.

Figure 25: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application article page.

Figure shows pseudo information about "Triclosan Is an Aminoglycoside Adjuvant for Eradication of
Pseudomonas aeruginosa Biofilms" [111].

Figure 26 shows the content presented by clicking on the Login tab. The Login was

implemented for specific users to utilize the model developed to classify articles as relevant

or non-relevant. Because it was decided that only a particular user can use this functionality,
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there is no option to create a new user. Only the administrator of the BIOFILMad - Catalog

of antimicrobial adjuvants to tackle biofilms application can do it.

Figure 26: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application log in.

When the user logs in successfully, the user is sent to the Home Page. The navigation

bar now shows the Model tab, which redirects the user to a page where it is possible to see

a description of how to use the model (figure 27). This page presents three buttons:

• Upload CSV - where the user can upload a CSV with a specific format to the model

classifies.

• Download CSV - where the server side returns a CSV with an additional column

with the respective classification.

• Update Data - where the user can insert information on the database.

Figure 27: BIOFILMad - Catalog of antimicrobial adjuvants to tackle biofilms application model page.

Model page that permits the user to classify articles and to load data to the database.
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C O N C L U S I O N S , L I M I TAT I O N S A N D F U T U R E W O R K

Six models that allow predicting the relevance of an article regarding adjuvants of

antibiotics have been developed throughout this work. All models have been tested using

CV with 5-folds. The scores of the selected models, obtained through the sklearn package,

were low, perhaps due to the redundancy of the features. Therefore, feature selection and

optimization have been applied. The comparison of the results of six different models shows

that the best results obtained for each metric were: Accuracy = 0.8461, Recall = 0.6170, F1

score = 0.69904 in the LR - 1 model, and Precision = 0.793 in the RF - 2. Analyzing all metrics

carefully, it is possible to conclude that the best model for classifying relevant articles would

be the LR –1. It offers an accuracy of 0.8461, a recall of 0.6170, an f1-score of 0.6904, and a

precision of 0.7837. These results show that this model is the best at correctly predicting

relevant articles, as proven by the higher recall score compared to other models. The model

also wrongly predicted irrelevant articles, which led to a lower f1-score. The high accuracy

shows that this model is capable of predicting correctly relevant and irrelevant articles.

Regarding precision, this model is the second best, having more FP than the RF –2 model.

Even though this model is not perfect, the model would classify more articles correctly than

the other models. Also, this model will have fewer results, which is preferable because the

model does not misclassify the true relevant articles in the dataset, even if that costs some of

the FP.

The backend and frontend were developed using Python Django and DRF to construct

the API and React for the user interface. BIOFILMad - Catalog of antimicrobial adjuvants to

tackle biofilms is an application with filtered articles that can help to find new compounds to

70
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develop anti-biofilm therapies. Researchers spend hours searching in literature compounds

that have already been tested. This application can help with this liability. It has a unique

feature that shows the relations between the antibiofilm compounds, antimicrobials, and

microorganisms/diseases, helping researchers saving time. Instead of spending hours

searching in literature what has already been tested, this feature can show that information

to the researchers in a naive way. It is essential to consider that the ML model was trained to

consider everything that was tested with antibiotics or not. Hence, in addition to antibiotics,

there are articles about other antimicrobials that have already been tested, which can now be

analyzed and help researchers find new combinations with antibiotics.

Regarding limitations, collecting relevant data is challenging as the literature is scattered,

and there is not much relevant information on this topic. Also, the fact that the information

provided to the model to learn how to assign a label is diverse can make the model itself not

so accurate. This can be an analogy to the problem faced nowadays. It is difficult to find

articles on antibiotics adjuvants; thus, the model also has some difficulties classifying them

as relevant.

Also, devising a way to show the content in a clean and straightforward manner that

facilitates the study of anti-biofilm therapies was challenging. The key was using the

ScispaCy library with the NER by classifying the eligible entities for biomedical research.

However, we faced issues with the task of identifying entities, as some abbreviations were

present in the text, and ScispaCy identified them as entities. Hence, as a solution, we

converted most to their extended form, but not all were possible to convert. This led

to abbreviations being shown on the user interface instead of the extended and more

straightforward form. Likewise, the Scispacy classified the same entity as different if the

letters were uppercase or lowercase. The solution was converting all entities to lowercase

using Inflect, and with that, much of the duplicated entities disappeared, making cleaner

content.

The main goal proposed for this thesis, the development of an application that helps

researchers find anti-biofilm therapy studies, was accomplished. However, some steps can

be improved in the future:
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• Include more articles in the training and test sets to help the models learn how to

classify articles correctly and efficiently;

• Implement more features with a different perspective or even create completely

different features from the beginning and see their impact on the model’s

performance;

• Add more articles to the database to give the user more information;

• Improve the aggregation feature, maybe by using AI to have a perspective through

the abstract if the result of the article’s research was positive or negative;

Altogether this application can help researchers save time researching anti-biofilm

therapies. This potentiates the discovery of compounds that potentiate existing

antimicrobials, such as antibiotics, in less time than nowadays, saving countless lives.
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A
S U P P L E M E N TA RY M AT E R I A L

a.1 apis

APIs enable applications to exchange data and functionality easily and securely,

simplifying software development. More precisely, an API is a set of rules explaining how

the applications and computers communicate with each other, designed to be used by a

computer and applications. The API connects the web server and the application, becoming

a layer that processes the data transfer between the systems [117].

The API works essentially in four steps. The first step comprises the application making

a request, thus initiating an API call to retrieve the desired data in the request. The API will

receive this request and will make a call to the web server. This web server will retrieve the

request information and will send a response to the API. The API now has the user-requested

information, and this data will be transferred to the application. This data transfer will

depend on the web service being used, but the process of request and response happens

through an API [117].

These data transfers have to follow a specific protocol to facilitate information exchange.

Different protocols have specific rules with the available commands and data types. Examples

of API protocols are listed below:

• SOAP is a protocol built with XML , that sends and receives data through SMTP and

HTTP [118].
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• XML-RPC is a protocol that uses a specific format of XML to transfer data.

• is similar to XML-RPC, as it uses remote procedure calls, though using the JSON

format to transfer data.

• REST was intrduced by Roy Fielding [119] in his dissertation thesis in 2000. REST

(or RESTful API) is characterized by not following a protocol or a standard, making

it easier for systems to communicate with each other [118] [120]. Instead, they have

the following architectural constraints:

– Client-Server Architecture – This means that the implementation of the client

and the server are independent of each other. The client side does not have to

know how the server-side is implemented and vice versa. The only thing each

side knows is the format of the messages sent between the two [121] [120]

[122].

The request made by the clients are intended to retrieve or modify resources,

and the servers will send responses to those requests. This request generally

consists of [120]:

* An HTTP verb defining the operation to perform (GET, POST, PUT or

DELETE).

* A header to pass information with the HTTP request.

* A path to the specific resource.

* The body of the message encompassing data (optional).

– Statelessness – Client-server communication is stateless; this means that the

client does not know in which state the server is and vice versa, each request

is separate and unconnected, so there is no information stored about the client

[121] [120] [122].

– Cacheable – The objective of caching the data is to save the server to generate

the same response more than once. This reduces the client-server interactions

by reducing server load and increasing the velocity of the response [121] [122].
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– Layered System – This system has organized servers, each responsible for a

single purpose (i.e., security, storing data, etc.) involved in retrieving requested

information. These layers are invisible to the client, and the client does not

know to which server they are connected to [121] [122].

– Uniform Interface – this interface provides a standard form of communication

between client and server, decoupling the interface from the implementation.

There are four principles of this interface [122] [121]:

* Resource-based: the requested resources are identifiable (using URIs)

and are separated from the representations returned to the client. For

example, the server will not send the database, instead, it will send a

representation of database records in a format like JSON [119].

* Manipulation of resources through these representations: clients can

manipulate the resource on the server through the representation they

receive (if they have permission to) [121].

* Self-descriptive messages: this message returned to the client has

sufficient information to describe how to process it [121].

* HATEOAS: means that hypertext/hypermedia is available. After access

to a resource, the client can go to the other links available and get to

other resources [121].

– Code on demand (optional) - enhancing client functionality by sending

executable code, when requested, from the server to the client [122] [121].
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a.2 entity relationship diagram

Figure 28: Entity Relationship Diagram of database tables.
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a.3 django rest framework viewsets

Figure 29: Django REST Framework view inheritance diagram.

a.4 scispacy two main packages

Table 10: Description and vocabulary statistics for the two main packages.

Mark Neumann, Daniel King, Iz Beltagy, Waleed Ammar [123]

Model Vocab Size Vector Count Min Word Freq Min Doc Freq

en_core_sci_sm 58,338 0 50 5

en_core_sci_md 101,678 98,131 20 5
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a.5 scispacy other packages

Table 11: Models of ScispaCy.

Mark Neumann, Daniel King, Iz Beltagy, Waleed Ammar [123]

Model Description Entity Types

en_core_sci_scibert

A full spaCy pipeline

for biomedical data

with a ∼785k vocabulary and

allenai/scibert-base

as the transformer model.

-

en_core_sci_lg

A full spaCy pipeline

for biomedical data

with a larger vocabulary

and 600k word vectors.

-

en_ner_craft_md
A spaCy NER model trained

on the CRAFT corpus.
GGP, SO, TAXON, CHEBI, GO, CL

en_ner_jnlpba_md
A spaCy NER model trained

on the JNLPBA corpus.

DNA, CELL_TYPE,

CELL_LINE, RNA, PROTEIN

en_ner_bc5cdr_md
A spaCy NER model trained

on the BC5CDR corpus.
DISEASE, CHEMICAL

en_ner_bionlp13cg_md
A spaCy NER model trained

on the BIONLP13CG corpus.

AMINO_ACID, CANCER,

CELL, ORGANISM, TISSUE,

MULTI-TISSUE_STRUCTURE,

ORGAN, SIMPLE_CHEMICAL,

GENE_OR_GENE_PRODUCT,

DEVELOPING_ANATOMICAL_STRUCTURE,

ANATOMICAL_SYSTEM,

CELLULAR_COMPONENT,

IMMATERIAL_ANATOMICAL_ENTITY,

ORGANISM_SUBDIVISION,

ORGANISM_SUBSTANCE,

PATHOLOGICAL_FORMATION
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