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Resumo

Um sistema inteligente de apoio à decisão para estimar o lead
time para melhorar a estimativa do stock de segurança

O stock de segurança desempenha um papel crucial na manutenção do equilíbrio entre o excesso

de inventário e a perda de vendas, o que leva a um melhor desempenho da cadeia de abastecimento.

É adotado pelas organizações para cobrir tanto a incerteza da procura como a do Lead-time (LT), a fim

de atingir o nível de serviço prometido aos clientes e evitar a ruptura de stock. A incerteza do LT de

fornecimento representa um parâmetro central que afeta o dimensionamento do stock de segurança e o

desempenho da cadeia de abastecimento. Abordagens baseadas em dados, tais como Big Data Analytics

(BDA), têm sido cada vez mais exploradas na gestão da cadeia de abastecimento para a melhoria do

processo de tomada de decisão logísticos.

Esta tese propõe um sistema inteligente de apoio à decisão para estimar o LT para um melhor

dimensionamento do stock de segurança utilizando uma arquitetura escalável de Big Data (BD). Foca-se

na melhoria da estimativa do LT para promover um melhor dimensionamento do stock de segurança.

O estado da arte do dimensionamento do stock de segurança sob incertezas e riscos retrata as difi-

culdades em determinar as varianções do LT do fabricante numa cadeia de abastecimento com múltiplos

produtos. O preenchimento desta lacuna identificada é de grande relevância e motivou-nos a realizar este

trabalho. Assim, este projeto propõe duas principais abordagens: 1. uma nova abordagem baseada em

aprendizagem automática para prever o risco de atraso de fornecimento, o que representa o principal

fator com impacto no LT e no desempenho global da gestão de inventário. 2. uma abordagem supervisi-

onada multivariada para estimar o lead time de forma a melhorar as estimativas de stock de segurança,

combinando ténicas de aprendizagem automática e de BD. Estas abordagens foram testadas no contexto

da Bosch AE/P e reveleram-se muito úteis no suporte à tomada de decisão, na melhoria do desempenho

do sistema de gestão de inventários e na gestão proativa e dinâmica dos atrasos de fornecimento.

Palavras-chave: Incerteza do Lead time, Atraso do fornecedor, Stock de segurança, Aprendizagem

automática, Big Data.
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Abstract

An intelligent decision support system for estimating supply lead
times towards improved safety stock dimensioning

Safety stock plays a crucial role in maintaining the balance between excess inventory and lost sales,

which leads to better supply chain performance. It is adopted by organizations to cover both demand

and LT uncertainty in order to achieve the promised service level to the customers and prevent stock-

outs. Uncertainty in supply LT represents a core parameter that affects the dimensioning of safety stock

and supply chain performance. Data-driven approaches such as BDA have been increasingly explored in

supply chain management for the enhancement of the logistics decision-making process.

This thesis proposes an intelligent decision support system to estimate supply LT for improved safety

stock dimensioning by using a scalable BD technology architecture. It focuses on improving LT uncertainty

estimation to promote better safety stock dimensioning.

The state-of-the-art of safety stock dimensioning under uncertainties and risks portrays the difficulties

of determining upstreammanufacturer’s variations of supply LT in the supply chain with multiple products.

Fulfilling this identified gap is of major relevance and motivated us to conduct this work. Thus, this work

proposes two main approaches: 1. a novel machine learning-based approach for predicting the risk of

supply delay, which represents the main factor impacting supply LT and overall inventory management

performance. 2. a multivariate supervised approach to estimate supply LT towards the improvement

of safety stock estimations, combining machine learning and BD techniques. These approaches were

tested in the context of the Bosch AE/P and proved very useful in supporting decision-making, improving

the performance of the inventory management system and supply delays management proactively and

dynamically.

Keywords: Lead time uncertainty, Supplier delay, Safety stock, Machine learning, Big Data.
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1 Introduction

Summary: This first chapter initiates with the motivation that led to addressing the research problem

for this doctoral thesis. Afterwards, the research objectives are outlined, followed by the research

methodology which conducts the research process. Moreover, all scientific contributions produced

are listed. Lastly, this chapter closes with a description of the structure of this document.
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CHAPTER 1. INTRODUCTION

1.1 Motivation

The Supply Chain (SC) is a complex and unique network that integrates different business processes

involved in fulfilling customer needs, that includes production, warehouses, retailers, transportation, sup-

pliers and even customers (Chopra & Meindl, 2016). All these elements are involved in the entire product

life cycle, from procurement to manufacturing, distribution and customer service (Balfaqih et al., 2016).

The importance of the Supply Chain Management (SCM) in business strategy, in attracting and retaining

customers and markets, in the effectiveness of operation management and the profitability of compa-

nies has become a valuable way to ensure the competitive advantage and improve the organisational

performance (Balfaqih et al., 2016; Carvalho et al., 2017; Trkman et al., 2010). Today’s supply chains

are characterised by being a very complex network and more exposed to uncertainties and risks, caused

mainly by the influence of globalisation and global market competitiveness. In particular, the recent and

current pandemic of Coronavirus (SARS-CoV-2) has made the SC even more exposed to these uncertain-

ties and risks, causing severe supply and demand problems in SC network, affecting both the customer

satisfaction levels and supply chain-related costs negatively.

The automotive industry has incorporated the Just-In-Time (JIT) concept, which is concerned with

demand-driven production to reduce overall waste, particularly inventory levels. Thus, adopting this philos-

ophy allows for reducing inventory on-hand, yet, becoming even more vulnerable to uncertain occurrences

(Vieira et al., 2019). Therefore, managing these uncertainties and risks becomes a fundamental challenge

for such SCs. MRP buffering techniques such as Safety Stock (SS) are adopted to cover these uncertain-

ties to achieve the promised customer service level and avoid stock-outs. SS is crucial to maintain the

balance between excess inventory and lost sales.

Customer demand and supply LT uncertainties are two core parameters to determine safety stock.

Thus, it is common sense that these uncertainties can cause stockouts or supply chain disruptions. How-

ever, researchers have paid more attention to demand uncertainty rather than to supply LT uncertainty

(Dolgui & Prodhon, 2007; Heydari et al., 2009). Conceptually, supply LT uncertainty remains a core

parameter that varies and affects not only the inventory management but also SC performance (Chahar-

sooghi & Heydari, 2010; B. Dey et al., 2021; Heydari et al., 2009; Z. Li et al., 2019).

Most of the traditional inventory models have assumed supply LT as deterministic or normally dis-

tributed stationary, which is not realistic in the real-world supply chain due to the random events that

cause delays. Such delays may require incurring in special/premium freights to avoid stockouts and con-

sequently an extra cost for organizations. This statistical assumption of the normal distribution can lead

to a higher service level than desired, resulting in an overestimation of safety stock and consequently

higher inventory costs (Ruiz-Torres & Mahmoodi, 2010). Only few literature contributions considered the

existence of LT uncertainty issues (see, e.g., Abdel-Malek et al., 2005; Chopra et al., 2004; Digiesi et al.,

2013; Disney et al., 2016; Kanet et al., 2010; M. Louly & Dolgui, 2009; Ruiz-Torres & Mahmoodi, 2010;

Saad, Perez, & Alvarado, 2017; Talluri et al., 2004).
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1.2. RESEARCH OBJECTIVES

Our research is motivated by the difficulties of determining upstream (manufacturer’s) variations of

supply lead-time in supply chains with multiple products. ML techniques to estimate supply LT towards

improving the dimensioning of safety stocks has been explored. Data-driven approaches allow to consider

other variables that impact the dynamics of a supplier LT, contrarely to the standard and conventional sta-

tistical methods. Moreover, these variables allow capturing recent changes in supplier response patterns

with more significant flexibility.

1.2 Research Objectives

The main purpose of this thesis is to propose, design, implement and validate an approach to improve

the safety stock levels estimations, in order to promote the optimization of the trade-off between holding

inventory costs and special/premium freight costs while attending to a certain service level. Specifically,

the goal is to develop ML-based approaches to estimate the replenishment time of supply orders and,

ultimately, to promote a better estimation of safety stocks. In order to accomplish this purpose, this thesis

address the following Research Objectives (RO):

• RO1 - Development of a Systematic Literature Review (SLR) related to safety stock dimensioning

strategies under uncertainties and risks in the procurement process. The main goal is to identify

the literature gaps and research opportunities regarding this research topic.

• RO2 - Design, implement and validate a machine learning-based framework to predict supply

delay risk. Supply delays have a direct influence on supplier performance and also represent

one of the major causes of long supply lead times, leading to failures in stock replenishment.

Anticipating potential delays helps to ensure an appropriate logistics performance and control,

allowing to generate cost savings and the optimization of the trade-off between holding inventory

costs and special freight costs.

• RO3 - Design, implement and validate an Intelligent Decision Support System (IDSS) for estimating

supply lead times towards improved safety stock dimensioning. This IDSS aims to predict supply

lead time using a scalable technological Big Data architecture, focusing on enhancing lead time

uncertainty estimation to ultimately promote better safety stock estimations.

1.3 Research Methodology

To perform this PhD thesis was adopted two main methodologies: The Design Science Research

Methodology for Information Systems (DSRM-IS) and CRISP-DM. The DSRM-IS was adopted because this

work is based on the development and evaluation of an artifact to address or solve an identified organiza-

tion problem, in that case, a logistics problem faced by Bosch AE/P regarding safety level estimations. On

the other hand, the CRISP-DM provides useful guidelines for conducting a real-world data mining project.
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The CRISP-DM will be applied in the third step (Design and development) of the DSRM-IS methodology,

i.e., it will conduct the design and development step of DSRM-IS. However, there are several overlaps or

complementarities in several steps of these two methodologies, namely in steps 1 and 2 of DSRM-IS with

step 1 of CRISP-DM, and in step 5 of both methodologies. The following sub-sections will describe these

two methodologies.

1.3.1 Design Science Research Methodology for Information System

Two different paradigms can be adopted for research in the Information System (IS) discipline: be-

havioral science or design science. The behavioral science paradigm consists of developing and verifying

theories that explain or predict human or organizational behavior. On the other hand, the design sci-

ence paradigm consists of achieving the knowledge and understanding of the problem and its solutions

by building and application of the Information Technology (IT) artifact (Hevner et al., 2004). “Design

science… creates and evaluates IT artifacts intended to solve identified organizational problems”(Hevner

et al., 2004; Peffers et al., 2007).

Two design processes and four types of artifacts are produced by using DSRM-IS: constructs, models,

methods, and instantiations.

• Constructs - consists of a vocabulary and symbols used to define problems and communicate

the solutions (Hevner et al., 2004);

• Models - are abstractions and representation of the real-world and the constructs are the bases

for this representation (Hevner et al., 2004);

• Methods - provides guidance to solve the problem, algorithms, and practices. The methods can

be formal through mathematical algorithms, or informal method through the textual description of

best practice approaches (Hevner et al., 2004);

• Instantiations - are the operationalization of the constructs, models, and methods. The instanti-

ation demonstrates feasibility in the design process and designed product (Hevner et al., 2004).

And, the two design processes are: build and evaluate. In the build design process, the artifacts are

built to solve a real-world problem; And, in evaluating design process the artifacts are evaluated regarding

their utility in solving those problems (Hevner et al., 2004);

The DSRM-IS cover principles, practices, and procedures required to carry out this type of research

and attend three objectives: consistent with prior literature, provides a nominal process model for doing

Design Science research and provides a mental model for presenting and evaluating Design Science re-

search in IS (Peffers et al., 2007). The DSRM process model consists into six steps/activities: problem

identification and motivation, definition of the objectives for a solution, design and development, demon-

stration, evaluation, and communication, and four different research entry points: problem-centered initi-

ation, objective-centered solution, design and development-centered initiation and client/context initiated
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(Peffers et al., 2007), as depicted Figure 1. This process is structured sequentially but is not mandatory

to follow the steps in a sequential way. It can start at any step. The problem-centered initiation research

starts with step 1 because the idea for research resulted from the problem observation or from future re-

search suggested in a paper from a prior project. The objective-centered solution research starts with step

2, in a way that the research is trigged in the industry due to the problem that they face to or the research

is oriented for artifact developing. The design and development-centered initiation start with step 3, and

the research result from the existence of an artifact that was developed to solve other problems, in order

to identify functionalities and performance requirements for a new artifact. And lastly, the client/context-

initiated research starts with step 4 and is based on practical observation of the final solution, this is,

consists to identify the impact of the solution (Peffers et al., 2007).

The research entry point of this work is considered to be problem-centered. This doctoral thesis was

assigned and conducted at Bosch AE/P company in order to address or solve a real-world problem faced

by the organization. As such, the objectives were already pre-defined and aligned with the needs of the

organization. However, it was necessary to a priori review the literature in order to align with existing gaps

in the literature and research opportunities.
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Figure 1: DSRM Process Model adapted from Peffers et al. (2007).

A. Problem identification and motivation: this step consists to define the research problem and

justify the value of a solution (Peffers et al., 2007). At this point, a SLR was employed in order to

analyse literature contributions regarding the safety stock problems research under uncertainties

and risks in the procurement process, focusing on the dimensioning problem. Moreover, this SLR

analysis allowed the identification of literature gaps and research opportunities, providing a road

map to guide future research in this topic (see, Chapter 3);

B. Define the objective for a solution: consists to define objectives of a solution from the problem

definition and the definition of feasible tasks. The objectives can be qualitative or quantitative

(Peffers et al., 2007). As aforementioned, the objectives of this thesis are aligned with the needs

of the organization. Furthermore, this thesis is also part of a real innovation project. As such,
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the objectives, purposes and goals are already defined, thus ensuring also the alignment of these

objectives, as specified in Section 1.2;

C. Design and development: consist of determining the functionalities for the artifact and its ar-

chitecture, and then create the artifact. The produced artifacts can be constructs (vocabulary and

symbols), models (abstractions and representations), methods (algorithms and practices), instan-

tiations (operationalization of the constructs, models, and methods) or new properties of technical,

social, and/or informational resources (Peffers et al., 2007). At this point, two IT artifacts based

on ML-based technique were developed in this thesis;

D. Demonstration: consists to demonstrate the use of the artifact in order to solve at least one

instance of the problem identified in the beginning. This demonstration can be by experimentation,

simulation, case study, proof, or other appropriate activity (Peffers et al., 2007). Two industrial case

studies are demonstrated in this PhD thesis in order to solve real problems: predicting supply delay

risk and lead time variability towards improving safety stock estimations;

E. Evaluation: consists to observe and measure the effectiveness of the artifact as the solution for

the problem by comparing the objectives of a solution to the actual observed results obtained in

the demonstration (using metrics and analysis techniques). The evaluation can be done by com-

paring the artifact functionality with the solution objectives (defined in the second step), objective

quantitative performance measures (for example, budgets, produced items, system availability and

response time), the results of the surveys satisfaction, client feedback or simulations (Peffers et

al., 2007). The evaluation of the demostration cases aims to observe and measure how well the

proposed ML-based approaches works regarding the problems solutions. Besides comparing the

proposed artifacts with the solution objectives, several evaluation metrics were also adopted (see

Section 1.3.2):

• Machine learningmetrics - evaluation of the overall predictive performance of MLmodels;

• Supply chain performance - evaluation of the proposed ML-based approaches in terms

of the inventory-related total costs (inventory holding costs and special freight costs) and

advantages of the proposed approach in comparison with the actual used by the case study

company.

F. Communication: consists to communicate the importance of the problem and the problem prop-

erly speaking. Also consists to communicate the artifact and it’s utility, novelty, rigor, design, and

effectiveness to relevant audiences (Peffers et al., 2007). This activity mainly includes the writing

and publishing of this doctoral thesis, and scientific publication in journals, as described in the

Section 1.4. In addition, the status/updates of the work carried out were presented in the annual

presentations to the management (direction board) of Bosch AE/P.
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1.3.2 Cross-Industry Standard Process for Data Mining

CRISP-DM is a methodology that was created in 1996 and in that time the data mining market was

new and immature (Chapman et al., 2000). A set of companies including Daimler Chrysler (then Daimler-

Benz), SPSS (then ISL), NCR Corporation, formed a consortium to create the standard approach to Data

Mining (DM). The result of their work was the CRISP-DM (Chapman et al., 2000; North, 2012).

The CRISP-DM methodology provides an overview of the life cycle of a DM project and consists of six

different phases, as depicted in Figure 2.

Business 
Understanding

Data 
Understanding

Data 
Preparation

Modeling

Evaluation

Deployment

Data

Figure 2: CRISP-DM methodology adapted from Chapman et al. (2000).

A. Business understanding: the focus of this phase is to understand the project objectives and

requirements from a business perspective, then formulate the data mining problem based on this

acquired knowledge and perform a preliminary plan designed to accomplish the objectives. As

aforementioned, this phase is related to the first and second step of DSRM-IS (see Section 1.3.1);

B. Data understanding: this phase aims to collect data, familiarize with these data (e.g., explore

the data) and perceive or verify their quality. Two reports are developed in order to familiarize with

dataset, as follows:

• Data Quality report - overview of data cardinaly, correlation, missing values and zeros;

• Data Exploration report - development of a Exploratory Data Analysis (EDA) in order to

explore the dataset and create graphical display of the data.

C. Data preparation: this phase is very important to achieve good results. It covers all activities

to construct the dataset. The data preparation task includes a table, record, attribute selection,

and transformation and cleaning of data that will be used in modeling tools. In this work, the
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knowledge of the domain expert has become fundamental to performing both feature selection

(selection of variables than can impact the problem under consideration from the original dataset)

and feature engineering tasks (construction of new features from the original dataset variables, in

order to enrich the dataset and therefore used as input from the ML models);

D. Modeling: various modeling techniques, such as decision trees, neuronal networks, genetic al-

gorithm, association rules, clustering, and others are selected and applied in this phase, and their

parameters are calibrated to optimize the results (Chapman et al., 2000). In DM, the model repre-

sents the application of algorithms to search, identify, and display patterns or messages in a given

dataset (North, 2012). Focusing in the work developed in this thesis, several ML algorithms were

tested to address the binary classification problem (supervised learning) related to the prediction

of supply delay risk, such as RF, Logistic Regression (LR), Gradient-Boosted Tree (GBT), Multilayer

Perceptron (MLP) and Decision Tree (DT). On the other hand, for the regression problem (super-

vised learning) regarding to the prediction of the supply lead time were tested RF, Linear Regression

(LR), GBT, Generalized Linear Regression (GLM) and DT ML algorithms;

E. Evaluation: this phase consists to evaluate the ML model. Before proceeding to the final de-

ployment of the model is important to evaluate it, verifying and analysing that the results meet

the business objectives, and review the steps executed to create the model. As aforementioned,

we adopted several metrics to evaluate the ML models. The overall performance of classification

models (R02) is given by the AUC of ROC analysis, which measures the quality of the probabilistic

classifier. A model with an AUC of 50% represents a random classifier, 60% a reasonable classifier,

70% a good classifier, 80% very good classifier, 90% an excellent classifier and 100% a perfect clas-

sifier (Ribeiro et al., 2022). Moreover, other classification metrics were also considered, such as

True Positive Rate (TPR) and False Negative Rate (FNR). Regarding the regression problem (R03),

the overall performance of ML models is given by MAE metric, which provides the difference be-

tween the actual value and the model predicted values. Other regression metrics such as Mean

Squared Error (MSE), Root Mean Squared Error (RMSE), Coefficient of Determination (𝑅2) and Area

under the Regression Error Characteristic (AUREC) curve were also considered. As a complement

to the regression metrics, model prediction bias was also considered in order to measure how

far is the estimated value from the real value. Furthermore, for both classification and regression

problems were measured the supply chain performance based on the inventory-related total costs

(e.g., inventory holding costs and special freight costs);

F. Deployment: the obtained knowledge needs to be organized and presented in order to be used

by the customer. Besides that, activities in this phase include generating or producing a report,

performing a monitoring and maintenance plan, and reviewing the project (Chapman et al., 2000).

The deployment of ML models in BD cluster were configurated by a set of workflow schedules in

order to train and re-train the MLmodels in a pre-defined time frame so that to allow new predictions.
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Figure 3 presents an overview of CRISP-DM phases, including the generic tasks and outputs for each

phase.

Business
Understanding
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Understanding
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3. Business Sucess 
Criteria
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Dataset
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1. Assessment of Data
Mining Results with
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1. Review of Process

Determine Next Steps

1. List of Possible Actions
2. Decision

Plan Development

1. Deployment Plan
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Maintenance
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Produce Final Report
1. Final Report
2. Final Presentation

Review Project
1. Experience
Documentation

Figure 3: Generic tasks (bold) and outputs of the CRISP-DM methodology adapted from Chapman et al.
(2000).

1.4 Contributions

This PhD thesis resulted in the publication of 4 scientific publications, which aim to address the

objectives outlined, as follows:

• Title: A systematic literature review about dimensioning safety stock under uncertainties and

risks in the procurement process

Authors: Júlio Barros, Paulo Cortez and M. Sameiro Carvalho

Journal: Operations Research Perspectives (ORP)

DOI: https://doi.org/10.1016/j.orp.2021.100192

RO: RO1

• Title: Advancing Logistics 4.0 with the implementation of a Big Data Warehouse: A Demonstration

Case at the Automotive Industry

Authors: Nuno Silva, Júlio Barros, Maribel Y. Santos, Carlos Costa, Paulo Cortez, M. Sameiro

Carvalho and João N.C. Gonçalves

Journal: Electronics

DOI: https://doi.org/10.3390/electronics10182221

RO: RO2
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• Title: A Machine Learning-based framework for predicting supply delay risk using Big Data tech-

nology

Authors: Júlio Barros, Nuno Silva, João N.C. Gonçalves, Paulo Cortez, M. Sameiro Carvalho,

Maribel Y. Santos and Carlos Costa

Journal: Submitted to a Journal

RO: RO2

• Title: A machine learning strategy for estimating supply lead times towards improved safety stock

dimensioning

Authors: Júlio Barros, João N.C. Gonçalves, Paulo Cortez and M. Sameiro Carvalho

Journal: Submitted to a Journal (re-submitted after first revision process)

RO: RO3

1.5 Document Structure

This thesis is divided into six chapters. With the exception of the first and the last chapters, the

remaining chapters were structured using the research papers written during this PhD program. The six

chapters are structured as follows:

• Chapter 1 - Introduction

This first chapter presents the main motivations behind this thesis, the research problem and

opportunities identified, the outlined objectives, the research methodology adopted and also the

structure of chapters regarding this document.

• Chapter 2 - Background

The second chapter is related to important background concepts related to this thesis, namely

Industry 4.0, Decision Support Systems and Business Analytics, Business Analytics and Industry

4.0 and generic concepts related to SC and Logistics.

• Chapter 3 - State of Art

Chapter 3 presents a critical literature review regarding main topics surrounding this PhD thesis. It

covers a systematic literature review about dimensioning safety stock under uncertainties and risks

in the procurement process. Several literature gaps and research opportunities were highlighted,

which provides a road map to guide future research regarding this topic. The work developed

related this chapter was presented in the following journal article:

– Júlio Barros, Paulo Cortez, M. Sameiro Carvalho, A systematic literature review about

dimensioning safety stock under uncertainties and risks in the procurement pro-

cess, Operations Research Perspectives, Elsevier, 8:100192 (2021)

DOI: https://doi.org/10.1016/j.orp.2021.100192

10



1.5. DOCUMENT STRUCTURE

Note that, the development of the BDW is framed within the research project in which this thesis

is as well inserted, and both of approaches proposed in Chapter 4 and 5 are used to validated the

BDW.

• Chapter 4 - Supervised learning of supply delay risk

This chapter focus on the first research problem and comprises the development of the proposed

framework for predicting supplier delay risk. Moreover, comprises also the specification of the im-

plemented BDW, in which aims to store, integrate and provide real data the proposed framework.

The BDW was designed and implemented using the constructed data model, basing on the pro-

posed logical and technological architectures. Focusing in the upstream SC, supply delays have

a strong impact regarding the overall inventory management performance, often leading to SC

disruptions. As such, identifying supply delay risk in a proactive fashion reveals to be valuable to

organization towards improving the efficiency of inventory management process and consequently

leads to cost saving. We address this research problem adopting the ML and BDA modeling tech-

niques. Thereafter, we adopted a realistic and robust RW scheme in order to compare the predictive

power, as well the supply chain inventory-related costs (namely, special freight and holding costs)

of the six tested learning classification models. To the best of our knowledge, this work is the first

in the SC management literature that combines the adopted modeling techniques in the context of

supply risk identification. It should be essential to highlight that the implementation of BDW is not

the main scope of this thesis. The proposed ML-based approaches use the data stored in the BDW

and, on the other hand, are used to validate the BDW implementation. The work developed in this

chapter resulted in the following journal articles:

– Silva, N.; Barros, J.; Santos, M.Y.; Costa, C.; Cortez, P.; Carvalho, M.S.; Gonçalves, J.N.C.

Advancing Logistics 4.0 with the Implementation of a Big Data Warehouse: A

Demonstration Case for the Automotive Industry, Electronics 2021, 10(18), 2221

DOI: https://doi.org/10.3390/electronics10182221

– Júlio Barros, João N.C. Gonçalves, M. Sameiro Carvalho, Paulo Cortez, AMachine Learning-

based framework for predicting supply delay risk using Big Data technology,

submitted to a Journal

• Chapter 5 - Supervised learning of estimating supply lead-time

Chapter 5 tackles the second research problem. It covers the development of the artifact addressed

regarding the safety stock estimations. It is well-kwnow that enhancing the estimation of demand

and LT leads to the improvement of safety stock estimations. Therefore, in this work, we focus

on the enhancement of the LT estimation. LT has been given scarce attention compared to the

demand uncertainty even though it constitutes a core parameter that varies and affects the SC

performance and inventory parameters. In that sense, we introduce a IDSS that aims to enhance

the LT uncertainty prediction supported by a BDW described in the previous chapter. Moreover, it
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also provides a systematic approach to determine safety stock (using a well-known method used

in the literature) minimizing the holding inventory costs while attending to a certain Service Level

(SL). We evaluated empirically this real-world case study regarding the predictive power of five tested

learning regression models and inventory holding costs from the selected model. To the best of our

knowledge, this work is the first one on the SC management literature that combines ML and BDA

to predict supply LT for the Material Requirements Planning (MRP) environment in the multinational

automotive electronics industry (Bosch AE/P). The work developed in this chapter resulted in the

following journal article:

– Júlio Barros, João N.C. Gonçalves, M. Sameiro Carvalho, Paulo Cortez, A machine learn-

ing strategy for estimating supply lead times towards improved safety stock di-

mensioning, submitted to a Journal

• Chapter 6 - Conclusion

This last chapter concludes this document, summarizing the scientific contributions and exposing

the limitations of the developed work. In addition, suggestions for future work are also presented.
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2 Background

Summary: This chapter provides an overview of fundamental concepts related to the content of

this doctoral thesis. It starts introducing the Industry 4.0, focusing on providing an overview of the

industrial revolution, followed by the definition of Industrial Internet of Things (I-IoT) and Industrial

Cyber-Physical Systems (I-CPS). The second section comprises concepts related to Decision Support

Systems (DSS) and Business Analytics (BA), followed by BA and Industry 4.0. Lastly, this chapter ends

with an overview of Supply Chain (SC) and Logistics and Logistics processes at Bosch Automotive

Electronics, Portugal (AE/P).
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2.1. INDUSTRY 4.0

2.1 Industry 4.0

The industrial Hannover Fair (Germany) in 2011 was the place where the term “Industry 4.0” was

firstly used (Boyes et al., 2018; Drath & Horch, 2014; Y. Liao et al., 2017; Wollschlaeger et al., 2017) and

was raised numerous discussions and the major question was: is it a hit or hype? This term is referred

to as the application of generic concepts of Cyber-Physical Systems (CPS) to industrial production sys-

tems (Drath & Horch, 2014). Industry 4.0 represents the introduction of the information technologies into

the industry so that to achieve a higher level of operational efficiency, productivity, and automatization

(Drath & Horch, 2014; H. Xu et al., 2018; L. Yang, 2017). It brings a set of disruptive technologies that

are transforming industrial production, business models and business processes, such as, autonomous

robots, simulation, cybersecurity, cloud computing, augmented reality, artificial intelligence, big data and

analytics, and other technologies. The design principles of industry 4.0 are interoperability, virtualization,

decentralization, realtime capability, service orientation, and modularity (L. Yang, 2017). Two key con-

cepts emerged with industry 4.0: I-IoT and I-CPS. I-IoT and I-CPS are extensions of the traditional Internet

of Things (IoT) and CPS. IoT is directed to a consumerbased system and on the other hand, I-IoT consists

of the interconnection of intelligent industrial devices in order to improve the operational efficiency and

productivity of the industrial system. In a similar way, the CPS are directed to critical infrastructures or con-

sumer application and I-CPS consists to support the manufacturing and industrial production applications

(H. Xu et al., 2018).

2.1.1 Overview of the industrial revolution

Figure 4 represents the evolution of the industry. The first industrial revolution started at the end of

the 18th century and was the mechanizations of production using water and steam power. The second

industrial revolution started at the beginning of the 20th century and was the introduction of mass pro-

duction powered by electricity, and combustion engines and the introduction of assembly lines. The third

industrial revolution began in the 1970s and was the digital revolution. This revolution represented the

introduction of electronics, IT technologies and industrial robotics for advanced automation of the produc-

tion process (Drath & Horch, 2014; Y. Liao et al., 2017; Wollschlaeger et al., 2017; L. Yang, 2017). The

fourth industrial revolution represents the digitalization of the industry. Consists of integrating CPS with

production, logistics, and services in the current industrial practices (Drath & Horch, 2014; Wollschlaeger

et al., 2017; L. Yang, 2017).

2.1.2 Industrial Internet of Things

There are numerous definitions for the internet of things in the literature and the three more relevant

definitions are (Boyes et al., 2018):

15



CHAPTER 2. BACKGROUND

Industry 1.0

1800s 1900s 1960s Today Time

C
om

pl
ex

ity
, P

ro
du

ct
iv

ity

Manual Labor

Mechanization

Industry 2.0Electrification

Digitalization Industry 3.0

Industry 4.0

Figure 4: Overview of industrial revolutions adapted from (Drath & Horch, 2014)

• “A definition for the IoT would be a group of infrastructures, interconnecting connected objects and

allowing their management, data mining and the access to data they generate where connected

are sensor(s) and/or actuator(s) carrying out a specific function that is able to communicate with

other equipment”;

• “The terms Internet of Things and IoT refer broadly to the extension of network connectivity and

computing capability to objects, devices, sensors, and items not ordinarily considered to be com-

puters. These smart objects require minimal human intervention to generate, exchange, and con-

sume data; they often feature connectivity to remote data collection, analysis, and management

capabilities”;

• “The IoT represents a scenario in which every object or thing is embedded with a sensor and is

capable of automatically communicating its state with other objects and automated systems within

the environment. Each object represents a node in a virtual network, continuously transmitting a

large volume of data about itself and its surroundings…”.

Basing in these definitions of IoT, I-IoT can be defined as a global network infrastructure that allows

interconnection of industrial devices and equipment’s through sensory, communication, networking, and

information processing technologies, so that to share information between them and coordinate decisions

(Al-Fuqaha et al., 2015; Boyes et al., 2018; H. Xu et al., 2018; L. D. Xu et al., 2014), this is, I-IoT consists

to use IoT technologies in industrial environments in order to interconnect industrial assets (smart objects

and cyber-physical assets) (Boyes et al., 2018; H. Xu et al., 2018). And this network infrastructure can be

used to monitor and control physical objects in CPS (H. Xu et al., 2018). The generic I-IoT architecture

consists of three layers, as depicts in Figure 5. These three layers are: application layer, communica-

tion/network layer and physical layer (Al-Fuqaha et al., 2015; H. Xu et al., 2018; L. D. Xu et al., 2014). The

application layer refers to different industrial applications, such as smart factories, smart plants, smart

supply chains, and other applications. The main responsibility of this layer is to link the gap between user

and applications. This layer provides a timely monitoring, accurate control, and efficient management

through numerous sensors and actuators in those smart industrial applications (Al-Fuqaha et al., 2015;

16



2.1. INDUSTRY 4.0

H. Xu et al., 2018). The communication/network layer consists to connect all “things” through numer-

ous communication networks and technologies, such as Wireless Sensor and Actuator Network (WSAN),

5G, Wireless Personal Area Networks (WPAN), Machine-to-Machine (M2M), Software-Defined Networking

(SDN) in order to share information’s between them, this is, the communication layer provides networking

support and data transfer for communication between “things” (H. Xu et al., 2018; L. D. Xu et al., 2014).

Finally, the physical layer is composed by smart objects and cyber-physical assets, such as sensors,

actuators, Radio Frequency-based Identification (RFID), manufacturing equipment’s, and other industrial

objects (Al-Fuqaha et al., 2015; H. Xu et al., 2018; L. D. Xu et al., 2014). These smart objects and cyber-

physical assets are responsible for acquiring and processing information (Al-Fuqaha et al., 2015; L. D. Xu

et al., 2014).
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Computing/
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Figure 5: I-IoT Architecture adapted from (H. Xu et al., 2018)

2.1.3 Industrial Cyber-Physical Systems

In 2006, Helen Gill proposes the term CPS in the National Science Foundation (NSF) CPS workshop

and after those numerous definitions of CPS were proposed in the literature (Alguliyev et al., 2018). Some

example of those definitions are:

• “CPS is a system that can effectively integrate cyber and physical components using the modern

sensor, computing and network technologies” (Alguliyev et al., 2018);

• “CPS is the integration of computing and physical processes. They include embedded computers,

network monitors, and controllers, usually with feedback, where physical processes affect compu-

tations and vice versa” (Alguliyev et al., 2018; Colombo et al., 2017);

• “CPS are systems of collaborating computational entities which are in intensive connection with the

surrounding physical world and its on-going processes, providing services available on the internet”

(Monostori et al., 2016);
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• “A system comprising a set of interacting physical and digital components, which may be central-

ized or distributed, that provides a combination of sensing, control, computation and networking

functions, to influence outcomes in the real world through physical processes” (Boyes et al., 2018).

I-CPS is defined as a vertical industrial system based on cyber and physical systems (H. Xu et al.,

2018), as depicts in Figure 6. Every real physical object has at least one cyber representation, and each

cyber system can be associated with a physical representation (Colombo et al., 2017). I-CPS provides

productive and efficient manufacturing and automation, and enable themonitoring and control of industrial

physical processes (Colombo et al., 2017; H. Xu et al., 2018). The I-IoT represents the integration of

communication/network layer of the I-CPS (H. Xu et al., 2018(H. Xu et al., 2018).

Prepare

Produce

TransportUtilize

Recycle

Control

ComputingNetworking

DataPhysical Systems Cyber Systems

Figure 6: I-CPS Architecture adapted from (H. Xu et al., 2018)

2.2 Decision Support Systems and Business Analytics

This section presents concepts related to Decision Support Systems, Machine Learning and Predictive

Analytics.

2.2.1 Decision Support Systems (DSS)

DSS is the area of Information System (IS) discipline that consists to support and improve the decision

making (Arnott & Pervan, 2016). This concept was proposed in the early 1970s by Scott-Morton and was

defined as “interactive computer-based system, which helps decision makers utilize data and models to

solve unstructured problems”. Keen and Scott-Morton provided another DSS definition: “Decision support

systems couple the intellectual resources of individuals with the capabilities of the computer to improve

the quality of decisions. It is a computer-based support system for management decision-makers who
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deal with semi-structured problems” (Turban et al., 2011). The term Intelligent Decision Support System

(IDSS) was termed at the early 1980s and aimed to embed the artificial intelligence and expert system

tool into DSS (Arnott & Pervan, 2016; Kaklauskas, 2015). It consisted of an interactive tool for decision

making for the well-structured decision, planning situation that used expert system techniques and specific

decision models (Arnott & Pervan, 2016).

After a few years, in the early 1980s emerged the concept of Executive Information Systems (EIS) from

the DSS and this new concept expanded the computerized support to top-level managers and executives

through the introduction of the Online Analytical Processing (OLAP) tool that enables users to analyze

multidimensional data interactively from multiple perspectives (Turban et al., 2011).

The term Business Intelligence (BI) was proposed by Howard Dresner in 1989 and it gained a widespread

attraction until the early 2000s (Arnott & Pervan, 2016; H. Chen et al., 2012; Turban et al., 2011). The

change from executive information systems to BI is warranted through the introduction of dimensional

modeling and data warehousing concepts (Arnott & Pervan, 2016; Turban et al., 2011). The BI concept

consists to combine architectures, tools, databases, analytical tools, applications, and methodologies

(Turban et al., 2011).

Finally, the concept of BA has also risen, and Thomas H. Davenport popularized this new concept

through his widely real professional article in the Harvard Business Review in 20006 (Arnott & Pervan,

2016; H. Chen et al., 2012). It emerged by the junction of the BI with a set of new capabilities, such as

optimization, forecasting, predictive modeling, and statistical analysis. Davenport and Harris defined BA

as “the extensive use of data, statistical and quantitative analysis, exploratory and predictive models, and

factbased management to drive decision and actions” (Arnott & Pervan, 2016). Because the definition

provides by Davenport is quite similar to the definition of BI and a wide range of practitioners do not

distinguish the differences between BA and BI, H. Chen et al. (2012) suggested regarding the Davenport’s

definition that the term BA represents the key analytical component in BI. Consequently, is proposed

Business Intelligence and Analytics (BI-A) as a unified concept (H. Chen et al., 2012). All these terms,

IDSS, BI, BA originated from the evolution of the DSS are illustrated in Figure 7.

There are four levels of analytics: Descriptive, Diagnostic, Predictive and Prescriptive analytics. The

value chain model of analytics developed by the Gartner Group represents a better visualization of these

levels, as depicted in Figure 8:

• Descriptive Analytics - consists to answer the question such as “What happened?”, this is,

consists to know what is happening in the organization (Delen & Demirkan, 2013; Koch et al.,

2015; Sharda et al., 2015; G. Wang et al., 2016);

• Diagnostic Analytics - is related to the question “Why did it happen?”, this is, consist to identify

the cause of the problem (Koch et al., 2015; Sharda et al., 2015);

• Predictive Analytics - attempts to answer the question “What will happen?”, this is, aims to

determine what is likely to happen in the future (Delen & Demirkan, 2013; Koch et al., 2015;
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Figure 7: Overview of the evolution of DSS adapted from (Arnott & Pervan, 2016)

Sharda et al., 2015). It uses mathematical algorithms and programming to find explanatory and

predictive patterns within data (Delen & Demirkan, 2013; G. Wang et al., 2016);

• Prescriptive Analytics - aims to answer the question “How can we made it happen?”, this is,

aims to recognize the likely forecast and decision- make to achieve the best performance (Delen

& Demirkan, 2013; Koch et al., 2015; Sharda et al., 2015; G. Wang et al., 2016). Prescriptive

analytics include multi-criteria decision-making, optimization, and simulation (Delen & Demirkan,

2013; G. Wang et al., 2016).

The Predictive and Prescriptive analytics are crucial elements in helping companies to make an ef-

fective decision regarding the strategic direction of the organization. For problems such as the changes

in organizational culture, sourcing decisions, supply chain configuration, and design and development of

products or service, these two levels of analytics can be applied (G. Wang et al., 2016).

2.2.2 Machine Learning and Predictive Analytics

Machine Learning (ML) is considered a branch of Artificial Intelligence (AI) technologies that focus in

the design and development of algorithms that allow computers learn based on historical data (Turban

et al., 2011). ML uses computers programs to automatically learn complex patterns and make intelli-

gent decisions based on data (Domingos, 2012; Han et al., 2012). ML has three different categories:

Supervised learning, Unsupervised learning and Reinforcement learning (Han et al., 2012; Turban et al.,

2011).
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Figure 8: Gartner’s Value Chain Model of Analytics adapted from (Koch et al., 2015)

• Supervised learning - this process consists to induce knowledge from a set of observations that

include known outcomes, this is, algorithms learn from labeled data (Han et al., 2012; Turban

et al., 2011). The supervised learning algorithms include classification and regression (Russel &

Norving, 2010; Turban et al., 2011);

• Unsupervised learning - consists of discovery knowledge from a set of data without explicit

outcomes, this is, the algorithms learn from unlabelled data (Turban et al., 2011). Typically, is

used clustering to discover classes within the data (Han et al., 2012). The unsupervised learning

algorithms include clustering segmentation and association (Turban et al., 2011);

• Reinforcement learning - in this process the algorithms learn from a series of reinforcements

– rewards - good-result information or punishments - bad result information (Russel & Norving,

2010). This category differs from supervised learning because there is no historical data to learn,

and from unsupervised learning because there is no natural grouping of things. This type of learning

is applied to control the flight of helicopters, in autonomous search robots and other situations. The

reinforcement learning algorithms include Q-Learning, Adaptive Heuristic Critic (AHR), State-Action-

Reward State-Action (SARSA), Genetic Algorithms and Gradient Descent (Turban et al., 2011).

Figure 9 represents the categories of ML and exemplary methods for each category.

Predictive analytics consists of diverse techniques that predict the future based on historical and

current data. The core of Predictive analytics aims to uncover patterns and determine relationships in

data (Gandomi & Haider, 2015). It includes statistical models and other empirical methods that aim to

create empirical prediction and methods for assessing the quality of those predictions in practice, this

is, predictive power. Predictive power or predictive accuracy represents the ability of models to generate

accurate predictions of new observation (Shmueli & Koppius, 2011).

Predictive analytics techniques can be divided into two groups (Gandomi & Haider, 2015):
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Figure 9: ML categories and respective methods adapted from (Turban et al., 2011)

A. techniques that consist to discover the historical patterns from the outcome variables and extrap-

olate them to the future, such as the moving averages;

B. and, techniques that capture the interdependency between the outcome variables and explanatory

variables and exploit them to predict the future, such as the linear regression.

2.3 Business Analytics and Industry 4.0

Industry 4.0 represents the introduction of the information technologies into the industry to achieve

a higher level of operational efficiency, productivity, and automatization (Drath & Horch, 2014; H. Xu et

al., 2018; L. Yang, 2017). The I-IoT and I-CPS are the two key concepts that emerge with industry 4.0,

transforming traditional factories into smart factories (H. Xu et al., 2018). These factories of the future

or smart factories generate a massive amount of industrial data from a wide range of sources, such as

the Enterprise Resource Planning (ERP) systems, distributed manufacturing environments, orders, and

shipment logistics, customer buying patterns, product lifecycle operations, and technology-driven data

sources, such as Global Positioning Systems (GPS), RFID tracking, and others sources (Božič & Dimovski,

2019; Govindan et al., 2018; Trkman et al., 2010; Waller & Fawcett, 2013; G. Wang et al., 2016). The

generated data can be converted to valuable insights for the company through data analysis and integra-

tion. In this context, Business analytics and big data analytics have come up with tools and techniques to

improve the decision-making process and create business value and competitive advantages to compa-

nies (Božič & Dimovski, 2019; Waller & Fawcett, 2013; G. Wang et al., 2016). BA has been increasingly

considered to become an integral part of the organization business process and provides several benefits
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to companies. Such benefits are the increasing of revenues, increase of customer satisfaction, increase

of product quality, better resource planning, better insights on customer needs, optimized supply chain,

better demand forecast, lower cost base (cost cutting), better compliance with regulations, and others

benefits, this is, the main benefits are the improvement of the operational efficiency and the empower-

ment of the organizational (Božič & Dimovski, 2019; Lueth et al., 2016; Trkman et al., 2010). BA can

be used to solve generical problems from different areas of the industry, such as manufacturing, and

logistics and supply chain, in order to enhance organizational performance. In manufacturing/operation,

BA can be applied for predictive maintenance of equipment, machinery and assets (e.g., rescheduling

the maintenance plan so that to act before the equipment failure according to historical and real-time

machine performance analysis), decision-support system for industrial processes (e.g., using data from

operations to automate purchase order or production scheduling decisions), manufacturing network opti-

mization (e.g., correlating and optimizing performance across multiple plants), and optimizing individual

machine parameters for smooth operations and optimal quality (e.g., correlating cause and effect of pa-

rameters such as machine speed). In the logistics/supply chain it can be applied for monitoring of moving

assets (e.g., goods in transit), cross-supplier supply chain optimization (e.g., analysing warehouse stock

level and real-time supply data to forecast shortages, reduce overall inventory levels and bring efficiency

to the supply chain), fleet management (e.g., analysing transportation data and fuel consumption to op-

timize the distribution network), and strategic supplier management (e.g., continuously analyse quality

metrics of individual suppliers) (Lueth et al., 2016). There are several examples of practical application

of BA in industry, such as the HPE – predictive maintenance of wind turbines from the Hewlett Packard

Enterprise that use Predictive/ML techniques on data collected from turbines to predict when the wind

turbine needs maintenance. Another example is provided by the Comma Soft AG that uses a BA tool for

reducing the complexity-driven cost that consists to use optimizing available product variants through the

elimination of rarely chosen product variants and very expensive product options that led to millions in

saving of costs (Lueth et al., 2016). Moreover, DHL also uses BA for combining the external operational

and macroeconomic data to improve the operation efficiency of their supply chain (G. Wang et al., 2016).

2.4 Supply Chain and Logistics

Often times, Supply Chain Management (SCM) is confused with Logistics Management (LM) and this

situation led to the Council of Supply Chain Management Professional (CSCMP) to propose the official

definitions for these two terms, as following (Council of Supply Chain Management Professional - CSCMP,

2013a):

• “Supply chain management encompasses the planning and management of all activities involved

in sourcing and Procurement, conversion, and all logistics management activities. Importantly, it

also includes coordination and collaboration with channel partners, which can be suppliers, inter-

mediaries, third-party service providers, and customers. In essence, supply chain management
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integrates supply and demand management within and across companies”;

• “Logistics management is that part of supply chain management that plans, implements, and

controls the efficient, effective forward and reverses flow and storage of goods, services and related

information between the point of origin and the point of consumption in order to meet customers’

requirements”.

SCM includes all activities of logistics management and manufacturing operations. Also, it coordi-

nates the activities and processes of different areas, such as marketing, sales, product design, finance,

and information technology. On the other hand, logistics management activities involve inbound and

outbound transportation management, fleet management, warehouse, materials handling, order fulfill-

ment, logistics network design, inventory management, supply/demand planning, and management of

third-party logistics services providers. Others functions such as sourcing and Procurement, production

planning and scheduling, packaging and assembly, and customer services are assigned to the logistics

(Council of Supply Chain Management Professional - CSCMP, 2013a).

SCM includes five main processes, as depicts in Figure 10 (Council of Supply Chain Management

Professional - CSCMP, 2013b):

• Planning or Planning process - is carried out over all remaining supply chain processes. It

aims to create effective long and short-range strategies for the supply chain. The strategies for the

integrated supply chain should be developed from the design of the supply chain network to the

prediction of the customer demand;

• Procurement or Buying process - focusing on the purchasing of the required raw materials,

components, and goods;

• Production or Make process - includes the manufacture, conversion, or assembly of materials

into finished goods or parts for other products;

• Distribution orMoving process - this process aims to manage the logistic flow of goods through

the supply chain. This flow of goods is ensured by the transportation companies, third-party logistics

firms, and others;

• Customer Interface or Demand process - corresponds to all issues that are related to planning

the interactions with customers, satisfying their needs, and fulfill their orders;

Logistics management is based on the following five activities (Council of Supply Chain Management

Professional, 2010):

• Planning - the planning process aims to plan activities related to the operationality of the supply

chain. It includes gathering customer requirements, collecting information, and balancing require-

ments and resources in order to determine planned capabilities and resource gaps;
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Figure 10: Supply Chain adapted from (Council of Supply Chain Management Professional - CSCMP,
2013b)

• Source - this process consists to determine the ordering or scheduling, and receipt of goods and

services. It includes purchasing orders, scheduling deliveries, receiving, shipment validation and

storage, and accepting supplier invoices;

• Make - this process specifies the activities related to the conversion of materials or the creation

of the content for services. It is focusing on the conversion of materials, such as assembly, chemi-

cal processing, maintenance, repair, overhaul, recycling, refurbishment, remanufacturing, among

others;

• Delivery - this process describes the activities related to the creation, maintenance and fulfillment

of the customer order. Deliver process includes the receipt, validation, and creation of customer

orders, scheduling order delivery, shipment and invoicing the customer; and;

• Return - this process determines the activities related to the reserve flow of goods back from the

customer. It includes the identification of the need of return, the disposition decision making, the

scheduling of the return, and the shipment and receipt of the returned goods.

Logistics consists of a set of fundamental supply chain processes that facilitates the fulfillment of the

customer’s demands. It aims to supply the right product or service, the right customer, at the right time,

at the right place, at the right condition, in the right quantity and at the right cost as depicts in Figure 11

(Gibson et al., 2014).
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Figure 11: Logistics Management adapted from (Council of Supply Chain Management Professional -
CSCMP, 2013b)
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As described previously, logistics management activities involve inbound and outbound transporta-

tion management, fleet management, warehouse, materials handling, order fulfillment, logistics network

design, inventory management, and others. These activities can be grouped into processes, such as

Procurement, production, distribution and customer interface. In the following sub-sections is described

these processes.

2.4.1 Procurement

The terms purchasing and procurement are often used as the same concept, although they differ

in scope. Purchasing is related to the actual buying of materials and the buying process activities. In

the other hand, Procurement has a broader scope comparing with purchasing. It includes purchasing,

warehousing, and all activities of receiving inbound materials (Lambert et al., 1998). Purchasing is the

first step in procurement within a process-based supply chain.

Chopra and Meindl (2016) defines Procurement as “the process of obtaining goods and services within

a supply chain”. Also, the Council of Supply Chain Management Professional - CSCMP (2013a) provides

a definition for Procurement: “the activities associated with acquiring products or services. The range

of activities can vary widely between organization to include all of parts of the functions of Procurement

planning, purchasing, inventory control, traffic, receiving, incoming inspection, and salvage operations”.

Procurement and supply represent two of the key processes in the supply chain and can influence

the success of the entire organization. They consist to ensure the sufficient supplies of raw materials at

the right price, of the required quantity, in the right place and at the right time (Rushton et al., 2014). The

typical Procurement cycle progress sequentially on the following steps (Rushton et al., 2014):

A. The identification of the need to procure a good or service;

B. Production of requisition document that needs to be approved and passed to the Procurement

department;

C. A Request for Quotation (RFQ) is sent to a selection of suppliers;

D. Suppliers respond with prices and a period of negotiation may be entered into;

E. A supplier is selected, and Purchase Order (PO) is raised containing detailed records of the agreed

price, delivery terms and place, and items or services to be provided;

F. The PO is signed and authorized by a manager. It is then sent to the supplier;

G. The goods or services are delivered and inspected;

H. The supplier sends an invoice;

I. The invoice is approved and paid or held pending resolution of any discrepancies found;
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J. The Procurement department assesses the performance of the supplier based on quality, timelines,

price and the completeness of the order. This is known as a post-contract review.

The procurement process includes activities such as the ”make or buy”decision process, purchasing,

Procurement, and supplier and contractor appraisal. Figure 12 represents the Procurement cycle in a

resumed way.

A. Sourcing - also known as Strategic procurement consists of a set of business processes that are

required to purchase goods and services (Chopra & Meindl, 2016; N. R. Sanders, 2012). It includes

processes such as formulize specification, selecting suppliers and contracting process (Carvalho

et al., 2017; N. R. Sanders, 2012).

B. Purchasing - Purchasing or Operational procurement consists of the processes of buying goods

and services (N. R. Sanders, 2012). It includes processes such as the ordering of material and

services, monitoring and evaluation (Carvalho et al., 2017).
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Purchasing/ordering 

(operational procurement) 
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(strategic procurement) 
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Figure 12: Steps of procurement process adapted from (Carvalho et al., 2017)

2.4.2 Production

The production process, also known as manufacturing logistics or Operations Management (OM), con-

sists of all the activities that are involved in the production of goods and services (Rushton et al., 2014).

Greasley (2009) provides a description of OM as “Operations Management is about the management of

the processes that produce or deliver goods and services. Not every organization will have a functional

department called operations, but they will all undertake operations activities because every organization

produces goods and/or services” (Rushton et al., 2014; N. Sanders, 2014). It involves planning, organiz-

ing, coordinating, and controlling the resources needed to produce goods and services (N. Sanders, 2014).

The OM is a system-based process, which the inputs of the system are converted into outputs through the

transformation process, as depicts in Figure 13. In the context of logistics management, OM is the con-

version process between the procurement and finished product storage, and distribution (Rushton et al.,

2014). Is important to not confuse operations management with operational management.
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Figure 13: Operations Management process adapted from (Rushton et al., 2014)

The production, production planning, and production sequencing are increasingly important areas for

logistics, due to the implications between these activities and the management of materials flow, and the

management of the stocks (Carvalho et al., 2017; Lambert et al., 1998). Because the planning should

start through the demand, the logistics have a key role to link the demand forecasting to the production,

both at the level of planning and sequencing (Carvalho et al., 2017).

The production process includes activities such as production strategy, production activity, production

control, and bottleneck optimization. Some of these activities or sub-activities of these activities are the

critical ones and drives the success of the business operation, such as the production planning, Master

Production Schedule (MPS), Material Requirements Planning (MRP), and Rough Cut Capacity Planning

(RCCP) (N. Sanders, 2014).

2.4.3 Distribution

Distribution is related to all steps needed to move and store goods from the supplier to a customer

in the supply chain. It includes activities such as distribution strategy, distribution network optimization,

transportation, and warehousing, material handling, and packaging. This process effects directly the

supply chain cost and customer value, thereby making a key driver of the company profits (Chopra &

Meindl, 2016).

There are three different strategies that can be adopted for goods distribution, as depicts in Figure 14

(Chopra & Meindl, 2016; Ghiani et al., 2004; Simchi-Levi et al., 2000):

• Direct shipment - this strategy consists to ship goods directly from the manufacturer to the final

customer without going through distribution centers;

• Warehousing - is the traditional approach used and aims to receive goods in warehouses and

store them in tanks, pallet racks or on shelves. When one order is received, the items are retrieved,

packed and shipped to the customer;

• Cross-docking - this strategy is also known as just-in-time distribution and consists of tranship-

ments facilities where the incoming shipments are sorted, consolidated with other products and

transferred directly to outgoing trailers without intermediate storage or order picking.

Transportation as an integral part of the distribution process is one of the most structured activities

in logistics and is responsible for a large part of the logistics costs (Carvalho et al., 2017). Transportation
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Figure 14: Distribution strategy process adapted from (Ghiani et al., 2004)

aims to provide the flow of inventory from the origin point in the supply chain to the destination and

effects both responsiveness and efficiency (Chopra & Meindl, 2016; Goldsby et al., 2014; Lambert et

al., 1998). Almost all the companies manage both inbound and outbound logistics, this is, to manage

the Procurement of material and goods from suppliers and the distribution of materials and goods to

customers. And to perform this, it is necessary to include the transportation (Goldsby et al., 2014).

The selection of the transportation modes, the contracting of transport service providers (external to

the company) and contractual management of these transport service providers are critical activities for

logistics (Carvalho et al., 2017).

Another integral part of the distribution process is warehousing. Warehouses are one of the most

crucial components of the logistics and consist to facilitate the movement of goods through the supply

chain to the final customer (Lambert et al., 1998; Rushton et al., 2014). Warehouses need to be designed

and operated regarding the specific requirements of the supply chain (Rushton et al., 2014).

Another activity very important in logistics, and also an integral part of the distribution process, is the

industrial packaging in a sense of the protection of materials during transportation and storage of goods

(Carvalho et al., 2017). The packaging use unit loads such as pallets, cage and box pallets, roll-cages,

tote bins, dollies and Intermediate Bulk Container (IBC) (Rushton et al., 2014). Handling of materials

is important and critical for several areas, including production planning, warehousing design, and its

efficiency. There are various types of storage and handling equipment’s for palletized and non-palletized

goods, such as conveyors, forklift trucks, overhead cranes, retrieve (ASRS systems) (Carvalho et al., 2017;

Lambert et al., 1998; Rushton et al., 2014).

2.4.4 Customer Interface

The customer interface can be considered an activity and either the principal output of the logistic

system. As an activity or a set of activities, customer interface is related to the possibility to make available

materials or services, this is, have the right product/material/service, to the right customer, in the right

quantity, at right place, at the right time, in the right condition, at the right cost or the minimal cost.
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Customer interface can be regarded as the availability of products/materials/services, but also as the

process of interaction with the customer, in order to influence them to place an order. It can be also

understood as the service levels (several dimensions and variables) that companies provide to their internal

and external clients (Carvalho et al., 2017).

Companies measure the quality of their products or services through internal quality assurance, exter-

nal customer satisfaction and customer value. Internal quality measures the number of defeats, customer

satisfaction measure the satisfaction of clients with the company products and the impression of their ser-

vice and customer value promote a broader view regarding the offering of the company and customers.

This aims to go deeper and answer the following question: “why customers purchase and continue to

purchase?”, “what are the customer preferences and needs?”, “how can they be satisfied?” and ”which

customers may incur losses”. Customer value is important to determine which type of supply chain is

required to serve the customer and what services are required to retain customers (Simchi-Levi et al.,

2000).

The customer interface process includes activities such as customer segmentation, customer offering,

customer management, order entry, fulfillment and reverse logistics. Reverse logistics consists of moving

of materials in the opposite direction, this is, from the end customer to suppliers (Carvalho et al., 2017;

Rushton et al., 2014). Generally, the reverse logistics is linked to the product recall for quality or safety

reasons, to return of unwanted goods and used packaging or products for recycling or disposal (Rushton

et al., 2014). Companies have been developing more flexibles return policies in order to reduce the risk

of customers, increase their satisfaction and consequently increase sales.

2.5 Logistics Processes at Bosch Automotive Electronics

The Logistics Planning Management (LPM) processes at Bosch aim at establishing the right product,

in the right quantity, in the right condition, in the right place, at the right time, and at the right cost

(minimal cost), in order to ensure the accomplishment of the Original Equipment Manufacturer (OEM)

requirements. Figure 15 illustrates the process chain map that is common to all Bosch plants of Business

sector Mobility Solutions (BBM).

The processes featured in blue in Figure 15 illustrates the LPM processes at Bosch. Themain concepts

are described in the next Sections (see Sections 2.5.1, 2.5.2 and 2.5.3).

In logistics, material and goods flow goes from suppliers to customers, and logistics planning scope

goes from customer to suppliers, as depicted in Figure 16.

Logistics management adopted at Bosch stands on the Supply Chain Operation Reference (SCOR)

model (see Figure 17), which is composed of the following six primary management processes:

• Plan - this process consists of developing plans to operate the SC. It includes collecting require-

ments, gathering information on available resources, balancing requirements and resources in
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Figure 15: Process chain map of BBM.

Figure 16: Logistics management value chain.

order to determine planned capabilities and gaps in demand or resources, and finally identifying

corrective actions for these gaps;

• Source - this process aims to describe the ordering and receipt of goods and services, i.e., seeks

to produce goods and services to meet planned or actual demand. The source processes include

purchase order issuance, receiving, validation and storage of goods and accepting the invoice from

suppliers;

• Make - this process consists of transforming products into a finished state in order to meet planned

or actual demand. It describes all activities associated with the conversion of materials or creating

of the content for services, which includes assembly, chemical processing, maintenance, repair,

overhaul, recycling, refurbishment, remanufacturing and other common names for material con-

version processes;

• Deliver - this process aims to describe the activities associated with creation, maintenance and

fulfilment of customer orders. It includes the receipt, validation and performing customer orders,

scheduling order delivery, pick, pack and shipment;

31



CHAPTER 2. BACKGROUND

• Return - this process describes all activities related to the reverse flow of goods. It includes the

identification of the need to return, disposition decision making, scheduling of the return, and

shipment and receipt of the returned goods;

• Enable - this process describes all activities related to supply chain management. It includes the

management of business rules, performance management, data management, resource manage-

ment, facilities management, regulatory compliance management and risk management.

Figure 17: SCOR model adopted at Bosch.

The Bosch Production System (BPS) follows the push production philosophy, i.e., the production

orders are carried out based on forecast demands and inventory information. The logistics management

starts with the demand planning process (Delivery activity in Figure 16), which aims to plan and estimate

the forecast of final product shipment to the OEM. After this first process, the production planning process

(Make activity) starts to plan the internal production required to fulfil the OEM requirements. And finally, the

procurement planning process (Source activity) seeks to identify and plan all the materials to manufacture

the products ordered by the OEM. Figure 18 represents an overview of the three processes of LPM at

Bosch.

Supplier Make Customer

Procurement Planning Production Planning

Creates Production Plan for  
in-house production of finished 
and semi-finished goods and 
generates material requirements

Demand Planning

Involves receipt, confirmation, and 
forecasting of customer orders in 
the planning system and provides  
production demand

Involves planning, ordering, and  
controlling of materials from  
internal and external suppliers 

Figure 18: Overview of procurement, production and demand planning processes.
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2.5.1 Demand planning

Demand planning process consists of receiving, confirming and forecasting the OEM orders using the

planning system, and afterwards providing the production demand information. The main functions of

this process are:

• Planning the OEM orders - this process is associated with the process of examining and pro-

cessing the orders from OEM, reviewing and confirming customer demand;

• Forecast planning - this process aims to plan personal andmachine capacity, making feasible the

identification of possible bottlenecks and provide long-term demand forecasts to Bosch suppliers;

• International Production Network (IPN) planning - this process is related to the organization

of BBM divisions. All plants of an IPN produced finished goods of the same product subclass. IPN

is composed of a principal (lead) plant and several sister plants, as depicted in Figure 19. The lead

plants develop consolidated planning at least once a month for assigned finished goods.

Figure 19: IPN planning process.

2.5.2 Production planning

The production planning process aims to plan the sequence of activities and required resources (man-

power, machines, and materials) to produce a certain quantity in order to satisfy OEM requirements. It

involves the creation of an assembly or production plan for in-house production of finished and semi-

finished goods at Bosch and generates material requirements. Moreover, it also allows using the produc-

tion capability through adequate production sequence, with no idle time or over-use, so that to maintain

the inventory at an optimum level. The production planning represents the bond link between demand

and procurement planning, as depicted in Figure 18. Two main phases composed this process:

• Pacemaker - this phase represents a process where the levelled customer signals are fed into

production, defining the production rate (aims to align the production/manufacture to customer

demand) and production sequence. The pacemaker involves creating levelling pattern (Pull) and

sequence plan (Push), performing the production capacity check and measuring levelling adher-

ence;
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• Production planning and control - The production planning is a process that involves per-

forming MRP run, creating a sequence plan (Push), performing the capacity check and reviewing

MRP.

2.5.3 Procurement planning

Procurement planning is a process that involves continuous improvement of projects with suppliers

and within the value stream. This process plays a fundamental role in managing and controlling the raw

material inventory levels. There are three types of the procurement:

• Standard procurement - consists of acquiring products or services from suppliers;

• Plant-to-plant - represents the procurement of rawmaterial or finished good in other Bosch plants;

• Trading goods - consists of purchasing materials from its suppliers by Bosch and then selling

those materials to another company (is not used in any manufacturing operation).

The procurement planning aims to order materials required through production planning (Make ac-

tivity). However, at Bosch, the procurement planning does not only consists of ordering the required

materials, but also producing detailed planning and scheduling of the raw material deliveries from exter-

nal and internal suppliers. Moreover, it also aims at meeting the raw material demands of the production

lines and controlling the arrival of these materials. This process represents an interface between produc-

tion planning (Make) and the suppliers (Source). Also, it involves several departments and activities, such

as a raw material receipt, purchasing, inventory levels, warehouses, customer order planning, products

planning, and logistics change management. It also supports the planning of some special situations,

such as the ramp-up, ramp-down and reallocation.

The role of the procurement planning is to run the MRP for getting necessary raw materials and

generating orders for these materials. MRP technique focuses for the inventory optimization.
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3 State of Art

Summary: This chapter presents a Systematic Literature Review (SLR) regarding setting safety stock

under uncertainties and risks in the procurement process. The goal is to identify gaps in the literature

and research opportunities/trends used to guide the work inherent to this doctoral thesis (addressed

in the next chapters).
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3.1. INTRODUCTION

A systematic literature review about dimensioning safety stock

under uncertainties and risks in the procurement process

Júlio Barros1 · M. Sameiro Carvalho2 · Paulo Cortez3 ·

Operations Research Perspectives, Elsevier, 8:100192 (2021)

(https://doi.org/10.1016/j.orp.2021.100192)

Abstract This paper analyses literature contributions in the search for safety stock problem under

uncertainties and risks in the procurement process, focusing on the dimensioning problem (determina-

tion of the safety stock level). We perform a SLR from 1995 to 2019 in relevant journals, covering 193

selected articles. These selected articles were classified into three safety stock main issues: safety stock

dimensioning, safety stock management, and safety stock positioning, allocation or placement. The SLR

analysis allowed the identification of literature gaps and research opportunities, thus providing a road map

to guide future research on this topic.

Keywords Safety stocks, Inventory management, Procurement, Supply chain risk management, Un-

certainty factors, Systematic literature review.

3.1 Introduction

The supply chain is a complex and unique network that integrates different business processes in-

volved in fulfilling the customer needs, which includes planning, procurement, production, distribution and

customer interface (Chopra & Meindl, 2016; Council of Supply Chain Management Professional - CSCMP,

2013a). All these are involved in the entire product life cycle, from procurement to manufacturing, dis-

tribution and customer service (Balfaqih et al., 2016). The importance of the supply chain management

in business strategy, in attracting and retaining customers and markets, in the effectiveness of operation

management and the profitability of companies results becomes a valuable way to ensure the competitive

advantage and improving the organizational performance (Balfaqih et al., 2016; Carvalho et al., 2017;

Trkman et al., 2010). Logistics plays an essential role in supply chain management and it is one of the

crucial factors of the supply chain success. The logistics planning management processes aims at estab-

lishing the right product, in the right quantity, in the right condition, to the right place, at the right time,

and at the right cost (i.e., minimal cost).

1ALGORITMI Research Centre, University of Minho, Guimarães 4800–058, Portugal.
2ALGORITMI Research Centre, Department of Production and Systems, University of Minho, Braga 4710–057, Portugal.
3ALGORITMI Research Centre, Department of Information Systems, University of Minho, Guimarães 4800–058, Portugal.
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The supply chain management deals with a significant number of uncertainty factors that affect its

performance. These uncertainty factors introduce a large number of random factors and events, affecting

all dimensions of the supply chain activities, and also makes the risk and vulnerability a major challenge

for organizations (Yu et al., 2015). Risks and uncertainty factors have a direct influence on both customer

satisfaction levels and supply chain related costs. To deal with some of these factors, buffering techniques

such as safety stock is included as the way for aiding the operational planning of manufacturing stages to

cover both demand and supply uncertainties so that to provide the promised service level to the customers

(C. A. Chang, 1985; Jung et al., 2008). Although a higher safety stock level represents a higher service

level, it must be optimized in order to not increase the total costs of the supply chain (Jung et al., 2008).

Several authors have studied the safety stock research problem and proposed their inventory models

considering different types of uncertainty and risks, using different approaches. The research problems

related to safety stock involve typically issues such as dimensioning, management, and positioning, place-

ment or allocation (Caridi & Cigolini, 2002a). Safety stock dimensioning consists of setting the appropriate

safety stock level for each item. Safety stock management involves setting of both the safety stock levels

and the time for replenishments. And, safety stock allocation, positioning or placement consists on setting

safety stock levels and determine where to allocate them on supply chain structure. There are several

terminologies in the literature for the same problem of safety stock placement. Safety stock placement,

safety stock allocation and safety stock positioning represent the same problem (Graves & Willems, 2000;

K. Kumar & Aouam, 2018b; H. Li & Jiang, 2012). In this Systematic Literature Review, we adopt the

terminology safety stock placement to portray this problem.

Although the scope of this research is on safety stock dimensioning strategies, we extend it and

consider all safety stock dimensions (this is, dimensioning, management and placement), since the di-

mensioning issue is present in each of these dimensions. Schmidt et al. (2012) argued that is very difficult

to survey scientific publication related to safety stock dimensioning. Within our knowledge, there are only

three surveys/reviews that cover totally or partially the safety stock problem. Caridi and Cigolini (2002a)

analysed and classified safety stock damping methods for manufacturing systems by considering uncer-

tainty factors. Schmidt et al. (2012) analysed mathematical methods for safety stock dimensioning and

perform a simulation study to compare these methods regarding service and safety stock level. Finally,

Eruguz et al. (2016) focused only on safety stock placement issue, more specifically on the guaranteed-

service modelling approach.

A comprehensive SLR was made by analysing research papers from 1995 to 2019 of safety stock

research efforts by considering uncertainty factors or risks, or even both, in the procurement process.

The selected papers were filtered manually and reduced to 193 papers in this review and classified into

three dimensions of safety stock problem: safety stock dimensioning, safety stock management, and

safety stock placement, allocation or positioning. Furthermore, literature gaps were identified, allowing to

disclose future research opportunities.

This paper is organized as follows. Firstly, Section 3.2 provides an overview of the main concepts
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related to procurement, supply chain risk and uncertainty, sources of uncertainty and risk in procure-

ment processes and some traditional safety stock dimension strategies. Section 3.3 presents the review

methodology followed for analysing the literature contributions. Section 3.4, we present a descriptive and

co-occurrence analysis of selected papers. Then, in Section 3.5, the selected papers are categorized

according to the research problem. Section 3.6 presents the literature gaps and research opportunities.

Finally, we conclude this paper in Section 3.7.

3.2 Theoretical background

3.2.1 Procurement: sourcing and purchasing

The terms purchasing and procurement are often used as the same concept, although they differ in

scope. Purchasing is related to the actual buying of materials and the buying process activities. On the

other hand, procurement has a broader scope comparing with purchasing (Lambert et al., 1998; Mon-

czka et al., 2010). It includes purchasing, warehousing, and all activities of receiving inbound materials

(Lambert et al., 1998). Purchasing is the first step in procurement within a process-based supply chain.

Chopra and Meindl (2016) defined Procurement as “the process of obtaining goods and services

within a supply chain”. Also, the Council of Supply Chain Management Professional - CSCMP (2013a)

provides a definition for Procurement: “the activities associated with acquiring products or services. The

range of activities can vary widely between organization to include all of the parts of the functions of

Procurement planning, purchasing, inventory control, traffic, receiving, incoming inspection, and salvage

operations”.

Procurement represents one of the key processes in the supply chain and can influence the success of

the entire organization. It ensure the sufficient supplies of raw materials at the right price, of the required

quantity, in the right place and at the right time (Rushton et al., 2014).

The procurement process includes activities such as the “make or buy” decision process, purchasing

and appraisal of both supplier and contractor. Figure 20 represents the procurement cycle in a resumed

way.

3.2.1.1 Sourcing

Sourcing, also known as strategic procurement consists of a set of business processes that are re-

quired to purchase goods and services (Chopra & Meindl, 2016; N. R. Sanders, 2012). It includes pro-

cesses such as formalize specification, selecting suppliers and contracting process (Carvalho et al., 2017;

N. R. Sanders, 2012).

• Formalizing specifications - in this process are defined the requirements of purchasing, as well

as the “make or buy” decision (decision to make goods or provide a service rather than buying this
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goods/service) (Carvalho et al., 2017; Rushton et al., 2014). The first step of this process consists

to define functional and technical specifications of items to be purchased (Carvalho et al., 2017);

• Selecting suppliers - this process consists of searching and identifying suppliers in the market

(Carvalho et al., 2017; N. R. Sanders, 2012). Important decisions, such as the method of subcon-

tracting to be adopted (e.g., partial or total subcontracting, payment in fixed-price or in refundable

cost), the criteria for the preliminary qualification of potentials suppliers, the requisition and anal-

ysis of received proposals and selection of suppliers are necessary to be taken (Carvalho et al.,

2017; Rushton et al., 2014);

• Contracting - in this process are defined the terms of the contract (e.g., delivery conditions and

price, payments conditions, penalty clauses, and warranty conditions) and afterwards the signing

of the contract (Carvalho et al., 2017).

3.2.1.2 Purchasing

Purchasing or operational procurement consists of the processes of buying goods and services (N. R.

Sanders, 2012). For efficient purchasing is necessary to know the on-hand stock quantity so that to order

the correct amount. An efficient purchasing requires inventory control management. Hence, safety stock

as an extra inventory held to deal with uncertainties in demand and supply is used to plan future purchase

quantities.

Purchasing includes processes such as the ordering of material and services, monitoring and evalu-

ation (Carvalho et al., 2017).

• Ordering - this process consists to submit the purchasing order, but firstly is necessary to guar-

antee the definition of the contracting terms and consequently the signature of the contract;

• Monitoring - this process involves a set of different tasks related to the monitoring of submitted

orders, such as visits to suppliers facilities, as well as negotiations related to changes regarding

technical specifications, requisition of production plans and expected delivery date, verification of

concordance of the delivered products with the agreed specifications, and lastly, the exchange of

the commercial correspondences with customers;

• Evaluation - this process consists basically of the execution of complaints, activation of penalty

clauses (when is applicable), and organization of documentation related to the project and supplier.

3.2.2 Supply chain risk and uncertainty

Often-times, the risk is confused with uncertainty, but these two terms are not the same (Colicchia &

Strozzi, 2012; Sydow & Frenkel, 2013). Knight (1921) differentiate risk from uncertainty arguing that risk is
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Figure 20: Steps of Procurement process adapted from (Carvalho et al., 2017)

something measurable while uncertainty is not quantifiable and unpredictable (with unknown outcomes).

Manuj and Mentzer (2008) argues that risk is an expected outcome of an uncertain event, and Rao and

Goldsby (2009) view risk as an event and uncertainty as possible outcomes.

There are several definitions in the literature regarding the risk in the supply chain context. But, do

not exists a universal definition, although there have been several attempts (Baryannis, Dani, & Antoniou,

2019; W. Ho et al., 2015). Tables 1 and 2 presents some of the key definition of risks and Supply Chain

Risks (SCR).

Table 1: Risk definitions

References Definitions
March and Shapira (1987) “the variation in the distribution of possible SC outcomes, their likelihoods, and their subjective values.”
Royal Society (1992) “The probability that a particular adverse event occurs during a stated period of time, or results from a

particular challenge. As a probability in the sense of statistical theory, risk obeys all the formal laws of
combining probabilities.”

Mitchell (1995) “the probability of loss and the significance of that loss to the organization or individual.”
Harland et al. (2003) “a chance of danger, damage, loss, injury or any other undesired consequences.”

Table 2: SCR definitions

Reference Definitions
Christopher (2003) “the identification of potential sources of risk and implementation of appropriate strategies through a coordi-

nated approach among supply chain members, to reduce supply chain vulnerability.”
Jüttner et al. (2003) “any risks for the information, material and product flows from original supplier to the delivery of the final

product for the end user.”
Zsidisin (2003) “supply chain risk is the potential occurrence of an inbound supply incident, which leads to the inability to

meet customer demand.”
Peck (2006) “anything that (disrupts or impedes) the information, material or product flows from original suppliers to the

delivery of the final product to the ultimate end-user.”
C. Tang (2006a) “the management of supply chain risks through coordination or collaboration among the supply chain partners

so as to ensure profitability and continuity.”
W. Ho et al. (2015) “the likelihood and impact of unexpected macro and/or micro-level events or conditions that adversely influ-

ence any part of a supply chain, leading to operational, tactical or strategic level failures or irregularities.”

3.2.3 Uncertainty factors and risks in the procurement process

There are a variety of uncertainty factors and risks associated to the procurement process, such as

uncertain lead time, demand fluctuations, variations of prices, uncertain yield, supplier delays and order

crossover, as follows described.
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• Lead time uncertainty - supply lead time represents the average of time between when the

order is placed and when the product arrives (Chopra & Meindl, 2016; Disney et al., 2006). The

uncertainty in supply lead time must be controlled properly in order to not increase the total cost

and reduce customer service level (Hong, Lee, & Zhang, 2018). Besides that, the high variation

of supply lead-time increases the difficulty in procurement planning (C. Ho et al., 2018), more

properly to perform the MRP process. For an efficient production is necessary to estimate properly

the procurement lead time and on-time delivery in order to prevent delays on deliveries that can

lead to a shortage of inventory and consequently manufacturing disruption, increasing the total

cost and revenue losses. Several strategies are used to cope with this type of uncertainty, such

as safety stock, safety lead time and supplier backups. Safety stock is the most used strategy to

increase the supply chain flexibility under both demand and supply uncertainty (Angkiriwang et al.,

2014; Hong, Lee, & Zhang, 2018);

• Demand uncertainty - demand uncertainty includes factors such as errors in demand forecast,

changes in customer orders and uncertainty about the product specification that the customers will

order (Angkiriwang et al., 2014). Demand forecast consists to estimate the future Stock Keeping

Units (SKU) in order to meet customer demands. The demand forecast is a complex task (C. Ho

et al., 2018; Lambert et al., 1998) and when demand is not estimated accurately (forecast error)

can lead to inventory short supply or surplus, low service level, rush orders, inefficient utilization of

resources and bullwhip effect propagation along the supply chain (Chopra & Meindl, 2016; C. Ho

et al., 2018; Nenni & Schiraldi, 2013). This type of uncertainty assumes an important role in the

dimensioning of production lines, dimensioning of transportation modes, line assembly, distribution

centres and cross-docking platforms (Carvalho et al., 2017) and also plays an important role as input

for procurement planning (Nenni & Schiraldi, 2013). Component commonality, risk pooling, safety

stock, safety lead time, flexible supply contracts, subcontracting/outsourcing and postponement

are examples of strategies to cope with demand uncertainty (Angkiriwang et al., 2014; Hong, Lee,

& Zhang, 2018);

• Price uncertainty - represents the fluctuations in the suppliers selling price of materials or raw

materials due to the constant price fluctuation in the market or discount campaigns (Hong, Lee,

& Zhang, 2018). Pricing must be considered as an important factor in the procurement process

because it influences the logistics total cost, as well as the operational decisions (Choi et al., 2017).

Flexible contract and price risk hedging are examples of strategies that can be used to deal with

price uncertainty (Angkiriwang et al., 2014; Hong, Lee, & Zhang, 2018);

• Yield uncertainty - limited capability or defective products (quality issues) represent possible

causes for yield uncertainty. There are two main approaches used to mitigate this type of uncer-

tainty: supplier diversification (select multiples suppliers for unreliable supplier) and collaboration
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with suppliers (Hong, Lee, & Zhang, 2018). Another approach/strategy to cope with this uncertainty

is capacity buffer (Angkiriwang et al., 2014; Hong, Lee, & Zhang, 2018);

• Supplier delay - on-time delivery is a standard objective of procurement and when is not properly

estimate can lead to a shortage of inventory and consequently manufacturing disruption. Some-

times suppliers delays are caused by their quote delivery dates that cannot be achieved (Baily et al.,

2015). Strategies such as supplier backups are the common strategies used to cope with this type

of uncertainty (Angkiriwang et al., 2014; Hong, Lee, & Zhang, 2018);

• Supplier constraints - supplier constraints, also known as supply disruptions consist of situations

that sometimes are unusual which can affect the supplier performance or even lead to a partial

and complete failure of supply (Schmidt et al., 2012; Tinani & Kandpal, 2017). This constrains are

important to be considered, so that to be mitigated (the negative effect) when they occur. Supplier

constraints can be caused by factors such as earthquakes, power failures, terrorist attacks, snow-

storms, customs delays, fires, slow shipments or workers strikes that can lead to shutdowns or

temporary closures or causing lead-time delays due to loss of production/or transportation capa-

bility (B. He et al., 2015; Schmidt et al., 2012). Supplier backups are the most common strategies

to deal with this risk (Angkiriwang et al., 2014; Hong, Lee, & Zhang, 2018);

• Order crossover - order crossover happens when orders are received in a different sequence

from the one that they are placed (Bradley & Robinson, 2005; Chatfield & Pritchard, 2018; Hayya

et al., 2009; Srivastav & Agrawal, 2018). It can occur due to two components of the replenishment

lead time: the required time interval for the supplier to produce the order (which includes the

actual production time, delays before production and order transmission time to the supplier) and

the required time interval for the order transportation (caused by geographic location, the variability

of transportation time and multiple transportation modes) (Bradley & Robinson, 2005; Chatfield &

Pritchard, 2018; Srivastav & Agrawal, 2018). Several strategies are used to cope with this type of

uncertainty, such as safety stock (Angkiriwang et al., 2014; Hong, Lee, & Zhang, 2018).

3.2.4 Dimensioning of safety stock (Traditional strategies)

Strategies such as safety stock and safety lead-time are typically used in inventory management to

cope with both demand and supply uncertainties (C. A. Chang, 1985; Van Kampen et al., 2010). Safety

stock also known as buffer stock, consists of an extra inventory held to deal with both demand and supply

uncertainties so that to prevent stock-outs (Angkiriwang et al., 2014; Lambert et al., 1998; Rushton et al.,

2014; N. R. Sanders, 2012; Van Kampen et al., 2010; Yamazaki et al., 2016). The safety stock of finished

goods is used to attend unexpected demand, and safety stock of raw material is used to protect against

supply problems and production stoppages (Lambert et al., 1998; Rushton et al., 2014; N. R. Sanders,

2012). There are multiples traditional methods for dimensioning of safety stock (See Table 3). Those

methods are characterized as mathematical stochastic methods (Schmidt et al., 2012). The standard
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formula for calculating safety stock (Method 1) consists to multiply the safety factor (depends on the service

level based on normally distributed demand) with the deviation of the demand during the replenishment

time, this is, determine the safety stock as the function of service level. With the extension of this method

considering the replenishment time (supplier lead time) originate the Method 2. Then, Alicke (2005)

proposed a new method (Method 3) whose purpose is to determine the safety stock as the function of

service level using the forecasting error for the demand during the replenishment time (determined using

historical data from the mean squared deviation of the forecasted demand from the actual demand).

Later, Herrmann (2011) propose Method 4 as the extension of Method 3, in which the objective was to

determine the safety stock oriented to the demand through the “undershoot”. Method 5 resulted from

the extension of Method 4 and Herrmann (2011) extend it in order to determine Method 6, considering

the “undershoot”. Gudehus (2012) applied to Method 5 an adaptive service level factor, resulting in

Method 7. For this, was considered that only disruption during the replenishment cycle can conduct

to the absence of delivery capacity. Later on, Gudehus (2012) extends this last method to determine

Method 8 by considering the dynamics of the parameters (parameters determined by means of simple

exponential smoothing). The traditional Methods 1-8 (excluding Method 3) described above are based on

normal distributed parameters. Lastly, Method 9 was proposed with a purpose of calculating the safety

stock for a target service level of 100%, considering extreme values, mean and standard deviation (Schmidt

et al., 2012).

The main methods for safety stock dimensioning described in Table 3 consider different approaches

for estimating demand variability, which is a key parameter for establishing adequate safety stock levels.

When assessing the applicability of the different safety stock methods in real-world supply chain contexts,

we note that formulations based on the standard deviation of demand during lead time might hardly be

applied (with effectiveness) in practice. This is due to the fact that demand patterns and dynamics are

typically unknown and should be forecasted by a suitable forecasting approach over a given time horizon.

For instance, Method 5 is widely used in seminal inventory management textbooks (P. Wang et al., 2010)

and it considers stochastic demand and supply patterns. However, it does not take into consideration

the variation of forecasting errors over the lead time. It is well-known that normal distribution may not be

an appropriate representation of demand during the lead time because it is often skewed (Clark, 1957;

Disney et al., 2016; Ruiz-Torres & Mahmoodi, 2010). Yet, we observed that several research studies

have been assumed Gaussian demands in their safety stock formulations (see, for instance, Braglia et al.

(2016), Caridi and Cigolini (2002a), Ruiz-Torres and Mahmoodi (2010), and Trapero et al. (2019a) and

Trapero et al. (2019b)). Clark (1957) argues that the deviation of normal distribution demand during

lead time can be characterized completely by the skewness. Ruiz-Torres and Mahmoodi (2010) state that

“traditional models to determine the appropriate safety stock level may result in more safety stocks at sub-

assembly and finished goods levels than necessary and thus lead to higher inventory carrying costs than

desired. Such models generally incorrectly assume that the demand during the lead time follows a normal

distribution”. Disney et al. (2016) state also that, despite this is a popular approach to determine safety

stock levels, it results in errors even for simple systems. An alternative is the use of Method 3, which
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Table 3: Traditional methods for safety stock dimensioning (Schmidt et al., 2012; Yamazaki et al., 2016)

Method Formula

1 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗ 𝜎𝐷
2 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗ 𝜎𝐷 ∗

√
𝑇𝑅𝑃

3 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗ 𝜎𝐹 ∗
√
𝑇𝑅𝑃

4 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗
√
𝑉𝑎𝑟 (𝑈 ) +𝑇𝑅𝑃 ∗ 𝜎2

𝐷

5 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗
√
𝑇𝑅𝑃 ∗ 𝜎2

𝐷 +𝐷2 ∗ 𝜎2
𝑇𝑅𝑃

6 𝑆𝑆𝐿 = 𝑆𝐹 (𝑆𝐿) ∗
√
𝑉𝑎𝑟 (𝑈 ) +𝑇𝑅𝑃 ∗ 𝜎2

𝐷 +𝐷2 ∗ 𝜎2
𝑇𝑅𝑃

7 𝑆𝑆𝐿 = 𝑆𝐹 (1 − (1−𝑆𝐿)∗𝑄𝑅𝑃
𝑇𝑅𝑃∗𝐷 ) ∗

√
𝑇𝑅𝑃 ∗ 𝜎2

𝑁 +𝐷2 ∗ 𝜎2
𝑇𝑅𝑃 , ∀𝑄𝑅𝑃 > 𝑇𝑅𝑃 ∗𝐷

8 𝑆𝑆𝐿 = 𝑆𝐹 (1 − (1−𝛼 )∗𝑄𝑅𝑃
𝑇𝑅𝑃 (𝑡 )∗𝐷 (𝑡 ) ) ∗

√
𝑇𝑅𝑃 ∗ 𝜎𝑁 (𝑡 )2 +𝐷 (𝑡 )2 ∗ 𝜎𝑇𝑅𝑃 (𝑡 )2, ∀𝑄𝑅𝑃 > 𝑇𝑅𝑃 ∗𝐷

9

𝑆𝑆𝐿 = 𝐿𝑆𝐿0 (𝑆𝐿2 − 1) + 𝑆𝑆𝐿100% ∗
√
1 − (1 − 𝑆𝐿)𝑐

𝐿𝑆𝐿0 =
𝑄𝑅𝑃
2

𝑆𝑆𝐿100% =
√
(𝐷𝑉 +

𝑑,𝑚𝑎𝑥
∗𝐷 )2 + ( (𝐷𝑚𝑎𝑥 − 𝐷 ) ∗𝑇𝑅𝑃 )2 + (𝐷𝑉 −

𝑄𝑅𝑃,𝑚𝑎𝑥 )2

Legend

SSL - Safety Stock Level [units];
SF - Safety factor (depends on the service level);
SL - Service Level;
𝝈𝑫 - Standard deviation on-demand [units/SCD];
SCD - Shop Calendar Day;
TRP - Time Replenishment [SCD];
𝝈𝑭 - the standard deviation of the forecast error for the demand during TRP [units/SCD];
Var(U) - Variance of the undershoot [𝑢𝑛𝑖𝑡𝑠2/𝑆𝐶𝐷2];
D - mean demand per period [units/SCD];
𝝈𝑻𝑹𝑷 - the standard deviation of replenishment time [SCD];
QRP - replenishment quantity [units];
TRP(t) - replenishment time forecasted for period t [SCD];
N(t) - mean demand per period forecasted for period t [units/SCD];
𝝈𝑵 (𝒕 ) - the std. deviation of demand during replenishment time forecasted for period t [units/SCD];
𝝈𝑻𝑹𝑷 (𝒕 ) - the standard deviation of replenishment time forecasted for period t [SCD];
LSL0 - lot stock level [units];
C - C-Norm parameter;
𝑫𝑽+

𝒅,𝒎𝒂𝒙
- max. positive Deviation from the due date [SCD];

𝑫𝑽𝒎𝒂𝒙 - maximum demand per period [units/SCD];
𝑫𝑽𝒎𝒂𝒙 -𝑫𝑽−

𝑸𝑹𝑷,𝒎𝒂𝒙 - max. negative Deviation in replenishment quality [units];

considers the standard deviation of forecast error during replenishment lead time (here presented as

deterministic and known). However, it should be used ideally considering the Time Replenishment (TPR)

as stochastic rather than deterministic, to cope with real-world supply chain needs. The main challenge

inherent to their application relates to the estimation of 𝜎𝐹 . At this point, there are two approaches that can

be followed: theoretical and empirical. The theoretical approach consists of first providing an estimation

of 𝜎1 and then employing an analytic expression that relates 𝜎𝐿 and 𝜎1. On the other hand, the empirical

approach estimates 𝜎𝐿 directly from the lead-time forecast error (Trapero et al., 2019a).

It is common knowledge that service levels represents a crucial input parameter for determining safety

stocks. Following the described methods, the safety factor depends on the Service Level (SL). There are

several ways to measure the SL, although the most discussed in the literature and therefore most common

are the Cycle Service Level (CSL) - 𝛼 and Fill Rate (FR) - 𝛽 (Chopra & Meindl, 2016; Coleman, 2000;

Jonsson & Mattsson, 2019; Ruiz-Torres & Mahmoodi, 2010; Vandeput, 2020). The CSL, also known as

Type I Service Level, is defined as the probability of no stockout per replenishment cycle (i.e., portion of

time between placing an order and the corresponding replenishment). The FR, also known as Volume Fill

Rate (to distinguish from the Order Fill Rate) or Type II Service Level, is defined as the proportion of demand
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that is completely fulfilled from the available stock (Axsäter, 2015; Chopra & Meindl, 2016; Coleman,

2000; Helber et al., 2013; Vandeput, 2020). Most studies in the literature, including supply chain books,

discusses the CSL measure, although, supply chain practitioners prefer the FR measure (Trapero et al.,

2019a; Vandeput, 2020). Both measures have advantages and disadvantages. For instance, CSL is much

easier to optimize mathematically than the FR. For computing the CSL is only necessary to consider the

stock level during an order cycle, while to properly determine the FR is necessary to record the excess

of demand. On the other hand, CSL does not determines the expected backorder or lost sales during a

cycle. Chopra and Meindl (2016) and Vandeput (2020) argues that FR is more relevant when compared

with CSL, especially when the order cycles are long. The FR is impacted by both cycle stock and safety

stock, whereas the CSL is only impacted by the safety stock.

3.3 Review methodology

This review methodology represents a set of processes for selecting relevant scientific publications for

this SLR. It is divided into three phases as represented in Figure 21:

• The first phase (Searching phase) involves the definition of the research query and searching for

scientific publication in both Web of Science and Scopus databases;

• The second phase (Selecting phase) aims to exclude scientific publications that did not meet the

defined criteria or did not address safety stock research problems;

• Lastly, the third phase (Analysing phase) consists to select relevant articles for conducting this

study.

3.3.1 Searching phase

The majority of scientific publications are published in peer-reviewed scientific journals and the more

relevant ones are indexed in two of the major online databases: Thomson Reuters’ Web of Science (WoS)

and Elsevier Scopus. The coverage of journals in WoS is approximately 13.600 journals and in Scopus

is 20.346 journals (Mongeon & Paul-Hus, 2016). For this first phase of review methodology, all scientific

publications are searched in both Web of Science and Scopus databases using the query described in

Table 4. The search query considers keywords such as “safety stock” and “safety inventory” so that to

capture in broader way topics related to safety stock problem. Keywords related to factors of uncertainty

and supply chain risks in the sourcing process, such as demand, price, lead-time, yield, order crossover,

suppliers delay, variability, variation, fluctuation, uncertain and uncertainty are also considered. Lastly,

the query excludes all deterministic terms, aiming to focus only on uncertainty factors.

46



3.3. REVIEW METHODOLOGY

After performing this searching in the Scopus database resulted in a sample of 937 bibliographic

references and 649 bibliographic references in the Web of Science database. All these resultant biblio-

graphic references (from both databases) are merged and all duplicated references are removed. After

that, a total of 1149 references are selected for the next phase of this review methodology.

Table 4: Query for searching of bibliographic references (Literature analysis)

Research query (Literature analysis) ((“safety stock” OR “safety inventory”) AND (demand OR price OR “lead time” OR yield OR “or-
der crossover” OR “supplier delay” OR variability OR variation OR fluctuation OR uncertain OR
uncertainty)) *AND NOT deterministic

Results in Scopus 937
Results in Web of Science 649
Results (bibliographic references merged
and duplicates removed)

1149

*AND operator is not necessary to search for bibliographic references on the WoS database

3.3.2 Selecting phase

For the selecting phase are defined three screening criteria levels in order to exclude bibliographic

references that did not meet the defined criteria. For the first level of screening criteria, the choice of the

consulted references was based on the following criteria:

• The bibliographic references searched included only articles from the peer-reviewed journals;

• Research articles published from 1995 to 2019, a period of 24 years;

• Publications written in English language.

In the second level of screening criteria, the SCImago Journal Rank (SJR) indicator and the subsequent

journal Quartile was defined as the main selection criteria of articles for the next phase (Analysing phase).

In this level of screening criteria, only articles published in journals ranked as Q1 and Q2 (Quartiles) in

SJR were selected. The main objective is to consider/select relevant articles for this SLR and exclude

articles that did not meet the defined criteria.

The third level of screening criteria involves the reading of the abstract of selected articles, thereby

excluding articles that did not address the safety stock research problem considering at least one of risks

or uncertainty factors described previously. After this phase, a total of 193 references are selected for the

next phase (Analysing phase).

The co-occurrence analysis was performed in order to validate the filtering process and selection

criteria of research papers (see, Section 3.4.2).

3.3.3 Analysing phase

This last phase aims to read the whole text of the article and select the more relevant ones and those

that meet the purpose of this investigation. After a final manual inspection of the obtained references, a

total of 193 articles was selected as the primary bibliographic reference for this SLR.
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After that, all articles were classified following the safety stock research problem present in Caridi and

Cigolini (2002a), therefore classified into three safety stock research problems: safety stock dimensioning,

safety stock management, or safety stock positioning (allocation or placement). This classification was

made by reading each article and identifying the focus of it. Some of the articles contain explicitly the

research focus (research problem), but in the majority of selected articles, this classification was made

exclusively through our perception where the article fits regarding the safety stock research problem.

Search Query

Scopus

Web of Science

Articles937
Merge Bib. 
Refs and 
Remove 

Duplicates 

1149

Level 1 - Screening Criteria
(Document type, Source type, Date range, 

Language)

Level 3 – Screening Criteria 
(Reading the Abstract)

Analyse Articles
(Reading the Full-Text)

Selected Articles

662

193

193

Phase 1 – Searching Phase

Phase 2 – Selecting Phase

Phase 3 – Analysing Phase

1149

Process Database Bib. Refs.
(Bibliographic References)

Document

Legend:

649

Level 2 – Screening Criteria 
(Journal Ranking)

544

Research Problem 
(Reading the Full-Text)

193

Figure 21: Adopted review methodology

3.4 Descriptive and co-occurrence analysis

3.4.1 Descriptive analysis

The descriptive analysis was performed using the BibExcel tool. This tool allowed to execute the initial

bibliometric and statistical analysis, which included data from the Web of Science and Scopus databases

(Fahimnia, Tang, et al., 2015). Then, the tool output was exported to the Excel tool, allowing to execute

other graphical statistical analyses. The selected articles were analysed according to the number or the

frequency of publications over the years, the venue of publication (name of the journal where the article
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is published), the research problem studied in the article, the author’s influence and affiliations, and the

approach adopted for modelling the problem.

3.4.1.1 Year of publication

Figure 22 illustrates the number of scientific publications published (annually) in the period from

1995 to 2019. The safety stock research problem has been gained attention from researchers especially

since 2007 until now. Only 10.88% of articles were published from a period of 1995 to 1999, and 9.33%

were published in the period from 2000 to 2006. From 2007 to 2019, 79.79% of articles were published,

representing the increase of importance or attention of this research topic by researchers and practitioners.
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Figure 22: Distribution of scientific publication over the years

3.4.1.2 Venue of publication

Regarding the journals where the articles were published, Figure 23 shows the distribution of publica-

tions and their percentage per journal. There are 62 different journals where the reviewed articles where

published. Figure 23 explicitly represents the considered journals that have at least three articles selected

withing this SLR.

International Journal of Production Economics, International Journal of Production Research and Euro-

pean Journal of Operational Research represent the top 3 journals that mostly contributed with published

articles. The first journal contributed with 41 articles that represents 21.24% of a total of reviewed articles.

The second journal contributed with 14 published articles, that represents 7.25% of the reviewed arti-

cles. Finally, the third journals contributed with 13 published articles, representing 6.74% of the reviewed

articles.

3.4.1.3 Research problem

The reviewed articles involve different safety stock research problem as shown in Figure 24. The

problem of safety stock dimensioning is the most studied problem in the reviewed articles (a total of 79
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articles, that corresponds 40.93% of safety stock research problems covered all articles). Figure 25 and

26 illustrate the distribution of the articles for each safety stock problem in the period from 1995 to 2019.
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Figure 24: Distribution of publications for each safety stock research problem

3.4.1.4 Authors influence and affiliations

Table 5 describes the main authors who the most contribute with articles within the 193 articles

selected. Only 26 per cent of all authors have contributed with more than one article, and the remaining

74 per cent of authors contributed with just only one research article.

The affiliation of the authors is illustrated geographically in Figure 27. Both the city and country of

the author’s affiliation were extracted, allowing to perform their graphical visualization using the website

gpsvisualizer.com. The size of the red circle represents the occurrence of this affiliation, this is, the
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Table 5: Key contributing authors (first author)

Authors Nr. of articles
Grubbström R. 4
Inderfurth K. 4
You F. 4
Braglia M. 3
Kumar K. 3
Moncayo-Martínez L. 3
Avci M. 2
Boulaksil Y. 2
Graves S. 2
Kim J. 2
Klosterhalfen S. 2
Kristianto Y. 2
Louly M. 2
Manary M. 2
Monthatipkul C. 2
Prak D. 2
Puga M. 2
Taleizadeh A. 2
Trapero J. 2
Woener S. 2

greater is the red cycle, more occurrence this affiliation have. Table 6 summarizes the number of articles

published by the top contributing affiliations.
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Table 6: Top contributing affiliations

Affiliation Country Nr. of articles
Carnegie Mellon University United States 5
Ghent University Belgium 5
Linköping Inst. of Technology Sweden 5
Massachusetts Institute of Technology United States 4
Otto-von-Guericke-Universität Magdeburg Germany 4
Pennsylvania State University United States 3
Purdue University United States 3
Università di Pisa Italy 3

Figure 27: Geographical locations of authors affiliations (using gpsvisualizer.com)

3.4.1.5 Approach followed

In terms of the approach adopted to tackle safety stock research problems, four main approaches

were used in the reviewed articles, as shown in Figure 28. Moreover, Table 7 specifies the most used

techniques in the reviewed articles. In terms of the Mathematical modeling approach, the Inventory the-

ory is the most used technique, followed by the Markov chain, Laplace transformation, Probability theory

and Input-output analysis. Regarding the Optimization approach, the Heuristics technique is the most

used in the reviewed articles, followed by Dynamic programming, Mixed-integer nonlinear programming,

Nonlinear programming, Linear programming and Genetic algorithms (meta-heuristic). The top used Sim-

ulation techniques include Monte Carlo simulation, followed by the Discrete event simulation, Infinitesimal

perturbation analysis, Event-driven simulation and Continuous simulation.

3.4.1.6 Research method

The results show that the largemajority of reviewed articles (83%) used experimental researchmethods

as the research method (see Figure 29). The case study was used in 17% of the reviewed articles.

The experimental research includes methods such as simulated experiment, computational simulation or

demonstration/exemplification test.
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Figure 28: Distribution of adopted approaches

Table 7: Top adopted techniques

Method Technique Nr. of articles

Mathematical Modeling

Inventory theory 16
Markov chain 3
Laplace transformation 2
Probability theory 2
Input-output analysis 2

Optimization

Heuristics 25
Dynamic programming 25
Mixed-integer nonlinear programming 16
Nonlinear programming 11
Linear programming 9
Genetic algorithm (meta-heuristics) 6

Simulation

Monte Carlo simulation 11
Discrete event simulation 8
Infinitesimal perturbation analysis 3
Event-driven simulation 1
Continuous simulation 1

83%

17%

Experimental research

Case study

Figure 29: Distribution of research methods

3.4.2 Co-occurrence analysis

The software VOSviewer was used for performing this co-occurrence analysis. This tool allows the

construction and visualization of bibliometric networks (van Eck & Waltman, 2010). Both of Figure 30

and 31 represent the keywords co-occurrence map of the reviewed articles. Figure 30 (left) shows the

co-occurrence map of keyword after the Level 1 Screening Criteria and the Figure 31 (right) illustrate the
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co-occurrence map after the Level 3 Screening Criteria process. Both Screening Criteria are an integral

part of phase 2 of the review methodology. The bigger circles illustrates the more occurrence of keywords

in reviewed articles. The keywords with more occurrence are: “inventory control”, “costs”, “production

control”, “optimization” and “safety stock”.

Figure 31: Co-occurrence map (Level 3)

3.5 Literature analysis (Scientific contributions)

The safety stock research problem involves typically problems of dimensioning, management and

positioning, placement or allocation. Based on both safety stock research problems and the uncertainty

considered in the study (multiple uncertainties or just one uncertainty factor), all the selected articles were

discussed, as follows in the next sub-sections.

3.5.1 Safety stock dimensioning

Caridi and Cigolini (2002a) defined safety stock dimensioning as “the dimensioning issue deals with

finding the appropriate value of safety stocks for each item”. In this subsection are analysed several con-

tributions related to the safety stock dimensioning strategies under different risks and types of uncertainty.

3.5.1.1 Considering demand uncertainty

MRP is one of the most used systems for production planning and control in the manufacturing

industries, helping to reduce inventory, increase operating efficiency and improve customer service. In

this sense, several research studies in the literature focus on dimensioning of safety stock issue in MRP

context, by considering several uncertainties/risks. Therefore, Grubbström and Molinder (1996) proposed

one-level and simplest two-level serial system models to determine the optimal safety stock level using

Laplace transformation and considering the traditional average cost (sum of the expected average cost of
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set-ups, inventory holding and backlog) as the main performance criterion. Then, three more extensions

of this study were proposed. Firstly, Grubbström (1998) focused only on the one-level model, considering

the Net Present Value (NPV) based criterion (the annuity streams) as the main criterion, instead of the

traditional average cost approach used previously. Afterwards, Grubbström et al. (1999) generalized the

models using Laplace transformations and input-output analysis, by considering demand uncertainty as

Gama-distributed. Finally, Grubbström (1999) extended it for the multi-level system.

Still, in MRP environments, Zhao et al. (2001) studied and evaluated alternative methods to deter-

mine the safety stock level in multi-level MRP systems under demand uncertainty (forecast error). Others

relevant studies in MRP environments can be found in Rappold and Yoho (2014). Furthermore, differ-

ent studies that focus on safety stock dimensioning in Assemble-to-Order (ATO) and Make-to-Order (MTO)

environments can also be found in Hsu and Wang (2001) and Jodlbauer and Reitner (2012). Hsu and

Wang (2001) proposed a possibilistic linear programming model to manage production planning prob-

lems, such as the regulation of dealers forecast demand, determination of the appropriate safety stock

and the number of key machines while minimizing of the sum of the product stockout costs, the material

inventory holding costs, and idle capacity penalty costs. Jodlbauer and Reitner (2012) developed analyti-

cal formulas to describe the relationship between cycle time, safety stock and service level. Furthermore,

they presented algorithms to find the pair cycle time and safety stock which minimize the relevant costs.

Several real-world case studies in worldwide companies have been reported (see, e.g., Caridi and

Cigolini (2002b), Persona et al. (2007), Kanyalkar and Adil (2009), Boulaksil et al. (2009), Y. Chen et al.

(2013), Klosterhalfen, Kallrath, and Fischer (2014), Benbitour et al. (2019) and Prawira et al. (2019)).

For instance, Caridi and Cigolini (2002b) proposed and implemented a new methodology for both dimen-

sioning and managing safety stock in an Italian leader company in the electromechanical components

brand industry by considering demand forecast error as an uncertain factor. Persona et al. (2007) fo-

cused on safety stock dimensioning on both MTO and ATO environments. This study proposed models to

determine optimal safety stocks for pre-assembled modules (ATO production systems) and manufacturing

components (MTO production systems) used in final products. These models were applied in two Italian

companies that operate in different sectors. However, Kanyalkar and Adil (2009) considered a trade-off

among the plan change costs, safety stock violation penalty and inventory carrying costs for a capaci-

tated multi-item production system in their proposed linear programming model. This model aimed at

determining the optimal level of safety stock in rolling horizon. Boulaksil et al. (2009) focus on dimen-

sioning of safety stock in multi-item multi-stage inventory system. The author proposed an approach and

then implemented on a worldwide biopharmaceutical company, so-called Organon. Using the simulation

based-optimization approach, Y. Chen et al. (2013) proposed a framework to determine the appropriate

level of pooled safety stock levels by considering demand forecast. This framework was applied to a clinical

trial company. On the other hand, Prawira et al. (2019) based on inventory control theory to proposed their

model. This model focusing on determine the most reasonable amount of safety stock in the Indonesian

oil and gas service companies.

Concerning the Economic Lot Scheduling Problem (ELSP) with safety stock, Brander and Forsberg
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(2006) presented a model to determine the safety stock for the problem of scheduling the production

of multiple items on a single facility, both with and without the existence of the idle time. Without the

presence of idle time in the system, the safety stock level is calculated from the service level considering

the demand variation during lead time. On the other hand, for dealing with idle time a control model is

presented. In the control model, the safety stock level is calculated for time to safety stock or Time to

reach the Safety Stock level (TSS).

O. Dey (2019) focused on safety stock dimensioning in single-vendor single-buyer supply chain context.

This study proposed an integrated production-inventory model and also a methodology for determining the

optimal values of the number of shipments from the vendor to the buyer, the safety stock, the buyer’s order

quantity and the probability of the production process goes “out-of-control”. This methodology aimed to

minimize the crisp equivalent of the total cost of the integrated system. Before this research of O. Dey

(2019), other studies have been conducted in this context. For instance, Glock (2012) studied a single-

vendor single-buyer integrated model with stochastic demand and lot-size dependent lead time under

different methods for lead time reduction (and their impact on expected total costs and safety stock).

This model aimed to find the approximate optimal solution. Afterwards, Mou et al. (2017) proposed an

extension of the integrated model, by considering transportation time as the main performance criteria

and assuming two different safety stocks. However, is important to underline that nowadays is rarely to a

supply chain operate in an environment with only one vendor and buyer.

Over times, analytical approaches have been explored to establish safety stock. For instance, Krupp

(1997) proposed approaches for determining safety stock based on classic statistical theory. P. Wang et al.

(2010) developed formulas to determine the reorder point and safety stock when lead time and demand

are correlated. Moeeni et al. (2012) based on the basic traditional inventory models to proposed three

models (for different scenarios) for determining safety stock and reorder point. Prak et al. (2017) derive

closed-form expressions for the correct reorder level under uncertainty of both the mean and the variance

of the demand. Moreover, both optimization and hybrid (e.g., simulation-based optimization) approaches

have been also used. Hoque and Goyal (2006) developed a heuristic solution procedure to determine

safety stock in an integrated inventory system under controllable lead-time between a vendor and a buyer.

Srivastav and Agrawal (2016) used the Multi-Objective Particle Swarm Optimization (MOPSO) algorithm

to solve their multi-objective hybrid backorder inventory model and generate Pareto curves. Huang et al.

(2016) developed an optimization model to determine the optimal combination of reactive capacity and

safety stock to cope with random demand, in order to minimize the total costs related to the minimum

service-level constraint. Beutel and Minner (2012) developed two data-driven frameworks to determine

safety stock when demand depends on external factors (e.g., prices fluctuations and weather condition). C.

Zhou and Viswanathan (2011) proposed a new method for determining the safety stock under intermittent

demand so-called bootstrapping method. The authors compared this new method through computational

experiments with the parametric method. They concluded that the bootstrapping method works better

with a large amount of randomly generated data. However, the parametric method works better with data

generated in a real industry environment.
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Recently, Trapero et al. (2019a) and Trapero et al. (2019b) based on empirical methods to deal

with safety stock dimensioning issue. Trapero et al. (2019a) proposed empirical methods based on

kernel density estimation (non-parametric) and Generalized Autoregressive Conditional Heteroscedastic

(GARCH(1,1)) models (parametric) for calculating the safety stock levels under standard deviation of the

lead time forecast error. On the other hand, Trapero et al. (2019b) proposed an optimal combination of

the alternative empirical methods for calculating the safety stock levels, so that to minimize the piecewise

linear loss function (tick loss).

Concerning of safety stock dimensioning in a production system with limited/constrained capacity, Al-

tendorfer (2019) proposed a model for optimizing planning parameters (lot size, safety stock and planned

lead time) for a multi-item single-stage production system with limited capacity. On the other hand, Helber

et al. (2013), besides coping with this environment (capacity constrained production system), they also

concerned with Stochastic Capacitated lot-sizing Problem (SCLSP). They proposed two different approx-

imation models and used a fix-and-optimize algorithm to solve them, in order to determine production

quantities and safety stock.

Other research studies of setting safety stock regarding Just-In-Time (JIT) production system (Ohno

et al. (1995)); joint optimization of responsive supply chain design with inventory and safety stock (You

and Grossmann (2008)); inventory management decision problem with service constraints (Janssens

and Ramaekers (2011)); serial inventory system (Shang (2012)); periodic review inventory system with lost

sales (Van Donselaar and Broekmeulen (2013)) Demand-Driven Materials Requirement Planning (DDMRP)

replenishment context (Lee and Rim (2019)); supply chain reliability requirements (Lukinskiy and Lukinskiy

(2017)); remanufacturing system with production smoothing (Zahraei and Teo (2018)); cyclic production

schedules (Bahroun and Belgacem (2019)) have been also conducted.

This section encompasses the problem of safety stock dimensioning under demand uncertainty and

comprises 48 articles (24.87% of the total sample) as described in Table 8.

3.5.1.2 Considering lead time uncertainty

Abdel-Malek et al. (2005), M. Louly and Dolgui (2009), Digiesi et al. (2013) and Sellitto (2018) are

four studies that address the problem of safety stock dimensioning incorporating the lead time as the

uncertainty factor (See Table 9). These four studies represent 2.07% of the total sample considered in this

SLR. Abdel-Malek et al. (2005) proposed a framework based on Markovian modelling and queueing theory

(tandem queues and sojourn times) that estimates the safety stock for outsourcing strategies in the multi-

layered supply chain, considering lead time uncertainty. The authors highlight that in some case, long-term

partnership applies better than competitive bidding/E-bidding strategies, inasmuch as the gains achieved

in competitive bidding/E-bidding strategies related to the lower price and higher flexibility is dissipated by

the increase of the safety stock level, and consequently the increase of inventory costs. In the context

of single-level JIT assembly systems, M. Louly and Dolgui (2009) developed a novel approach based on

original lower bound and dominance properties, and a branch and bound algorithm that focus only in
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Table 8: Chronological scientific contributions on safety stock dimensioning under demand uncertainty

Reference AFa Tb SLMc Main criteria
Ohno et al. (1995) O G - Min. the expected average cost per period
Adenso-Diaz (1996) MM ST FR Service level
Grubbström and Molinder (1996) O G - Traditional average cost (set-ups, holding and backlog)
Krupp (1997) MM IT ND Safety stock carrying cost; recouped profit
C. Li et al. (1997) O G CSL Min. expected annual total cost
Chan (1997) O H - -
Grubbström (1998) O G - Max. of the annuity stream
Grubbström et al. (1999) MM LT, IOA - Min. the average costs or max. of the net present value

of production
Grubbström (1999) MM LT, IOA - Net present value (the annuity stream)
Hsu and Wang (2001) O PLP, ZFP FR Min. of costs
Zhao et al. (2001) S G CSL Total cost, schedule instability and SL
Caridi and Cigolini (2002b) S G ND Nr. of stock-outs, stock-out quantity and nr. of replen-

ishments for safety buffers
Hoque and Goyal (2006) O H - Min. of the total cost, inventory holding and lead-time

crashing
Brander and Forsberg (2006) S ND CSL Min. of the total costs
Persona et al. (2007) O ND CSL Min. of the total cost
Reichhart et al. (2008) S MCS ND Service level
You and Grossmann (2008) O MINLP FR Max. the net present value and min. the expected lead

time
Kanyalkar and Adil (2009) O LP CSL Min. the overall cost
Boulaksil et al. (2009) S ND FR Min. total costs (holding & backorder)
P. Wang et al. (2010) MM IT, PT - -
Janssens and Ramaekers (2011) O LP - Lost sales; probability stock-out during LT
C. Zhou and Viswanathan (2011) S ND CSL Total inventory-related cost, average inventory level, fill

rate and stock out rate
Feng et al. (2011) SO SP, IPA FR Min. total inventory holding and shortage costs
Jodlbauer and Reitner (2012) O G FR Min. the total relevant cost
Beutel and Minner (2012) O LP CSL, FR Min. the service level and costs
Glock (2012) SO G - Min. the expected total costs
Moeeni et al. (2012) MM IT ND Service level
Shang (2012) O H - Min. the total cost
Van Donselaar and Broekmeulen (2013) MM IT FR Fill rate
Y. Chen et al. (2013) SO DES, MILP CSL Min. the operational cost
Helber et al. (2013) O MILP, PLA P Min. the expected costs
Klosterhalfen, Kallrath, and Fischer (2014) O MILP CSL Min. the total direct rail car cost and the number of rail

car types
Rappold and Yoho (2014) O ND - Min. the long-run expected costs
Gansterer et al. (2014) SO DES, VNS,

RSM, OQ
FR Service level

Srivastav and Agrawal (2016) O MOPSO,
MOGA

FR Min. the total cost, stockout units and the frequency of
stockouts

Huang et al. (2016) O ND CSL Min. long-run average cost
Prak et al. (2017) O ND CSL -
Mou et al. (2017) O ND - Min. the expected cost
Lukinskiy and Lukinskiy (2017) MM PT - Total cost
Zahraei and Teo (2018) O NLP - Min. the expected total cost
Benbitour et al. (2019) SO DES CSL Min. the inventory holding and rush ordering costs
Altendorfer (2019) O H ND Min. inventory and backorder costs
Prawira et al. (2019) O ND ND Min. the costs (storage and inventory ordering costs)
Lee and Rim (2019) MM IT CSL Average inventory level and shortage rate
Trapero et al. (2019a) S ND CSL -
Trapero et al. (2019b) O MCS CSL Min. the tick loss function
O. Dey (2019) MM FRV - Min. the crisp equivalent of the expected annual inte-

grated total cost
Bahroun and Belgacem (2019) S MCS ND Min. the safety stock and holding costs, and improving

the service level
a Approach followed (AF): MM - Mathematical modeling, O - Optimization, S - Simulation, SO - Simulation-based optimization.
b Technique (T): DES - Discrete event simulation, FRV - Fuzzy random variable, G - Generic procedure, H - Heuristics, IOA - Input-output analysis, IPA -
Infinitesimal perturbation analysis, IT - Inventory theory, LP - Linear programming, LT - Laplace transformation, MCS - Monte Carlo simulation, MILP -
Mixed-integer linear programming, MINLP - Mixed-integer nonlinear programming, MOGA - Multi-objective genetic algorithm, MOPSO - Multi-objective
particle swarm optimization, NLP - Nonlinear programming, OQ - OptQuest, PLA - Piecewise linear approximation, PLP - Possibility linear programming,
PT - Probability theory, RSM - Response surface methodology, SP - Stochastic programming, ST - Statistical Theory, VNS - Variable neighborhood search,
ZFP - Zimmermann’s fuzzy programming.

c Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed, P - Proposed service level measure.
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determining the optimal safety stock of components under lead time uncertainty.

Regarding a real-world case study, Digiesi et al. (2013) proposed an extension of Sustainable Order

Quantity (SOQ) model by considering lead time uncertainty and external cost of freight transport in order

to identify optimal order quantity, reorder level and safety stock. A procedure was also developed to solve

this model and applied to a spare parts inventory from the automotive industry.

Last but not least, Sellitto (2018) developed a method to calculate the lead-time, inventory and safety

stock in a MTO job-shop manufacturing context.

Table 9: Chronological scientific contributions on safety stock dimensioning under lead time uncertainty

Reference AFa Tb SLMc Main criteria
Abdel-Malek et al. (2005) S ND ND Annual cost
M. Louly and Dolgui (2009) O BB ND Min. the average holding cost
Digiesi et al. (2013) O G ND Logistics cost
Sellitto (2018) SO ND - -
a Approach followed (AF): O - Optimization, SO - Simulation-based optimization.
b Technique (T): BB - Branch and bound algorithm, G - Generic procedure, ND - Non-disclosed.
c Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

3.5.1.3 Considering yield uncertainty

This section describes the scientific research regarding the problem of safety stock dimensioning

under yield uncertainty. In this subject, there are only 6 articles (3.11% of the total sample considered)

which proposed their models, approaches or frameworks following different approaches for solving this

problem of safety stock dimensioning (see Table 10). In the research study of Sana and Chaudhuri (2010),

a framework of production policy was developed to determine the required quantity (this is, the optimal

value) of safety stock, production rate and production lot size to minimize the total expected system costs,

considering machine breakdown as an uncertainty factor.

In the context of the manufacturing environment with imperfect/defective products, Taleizadeh et

al. (2017) proposed an integrated inventory model for determining the optimal lot size and production

uptime under random machine breakdown. The safety stock was used in the proposed model to prevent

shortages in the case of machine breakdown. Recently, a similar study on manufacturing environment

with defective production was conducted by Sarkar and Sarkar (2019). The study was conducted to obtain

the optimal safety stock level, optimal controllable production rate and the optimal amount of production

quality during the random machine breakdown under optimum energy consumption within the framework

of smart production management. A real-world case study from the mining sector could be found in Song

(2017). In this study, the authors proposed a new real options method (modified real options method)

for determining the safety stock of ore for mining production from Kittilä mine. By comparing both this

new method and the conventional Economic Order Quantity (EOQ) methods, they highlight that the real

options method provides higher accuracy, better profits and robust performance when procurement costs

are changed. Other relevant scientific contributions on safety stock dimensioning in the manufacturing

context or contribution that consider the safety stock dimensioning as one of the multiple features for
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solving production/manufacturing problems, can be found in Martinelli and Valigi (2004) and de Armas

and Laguna (2019).

Table 10: Chronological scientific contributions on safety stock dimensioning under yield uncertainty

Reference AFa Tb SLMc Main criteria
Martinelli and Valigi (2004) MM MC - Min. of the average demand loss/backlog cost
Sana and Chaudhuri (2010) MM MC - Min. the total expected system cost
Song (2017) O RO, DP ND Max. the profits
Taleizadeh et al. (2017) O ND - Min. the total costs
Sarkar and Sarkar (2019) O ND - Min. the costs
de Armas and Laguna (2019) SO MIP, MCS CSL Max. the total production amount
a Approach followed (AF): MM - Mathematical modelling, O - Optimization, SO - Simulation-based optimization.
b Technique (T): DP - Dynamic programming, MC - Markov chain, MCS - Monte Carlo simulation, MIP - Mixed-integer programming, ND - Non-disclosed,
RO - Real options technique.

c Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

3.5.1.4 Considering multiple uncertainties and risks

Several types of research studies have been investigating the issue of safety stock dimensioning in the

MRP system. In Molinder (1997), a simulation-based optimization study was proposed to jointly optimize

lot-sizes, safety stock and safety lead times considering both demand and lead-time uncertainty. The

author performed a comparison between safety stock and safety lead time in order to determine the best

method. He highlights that both lead time and demand variability influences the level of optimal safety

lead time and optimal safety stock. Furthermore, he also highlights that safety stock method is the best

choice in the case of a low level of stockout/inventory holding cost ratio, high level of demand variability

and low level of lead time variability. On the other hand, the safety lead time is the best choice in the case

of a high level of stockout/inventory holding cost ratio and high level of demand variability. Still, Guide

and Srivastava (1997) studied the dimensioning of safety stock in the MRP system modified for use in a

re-manufacturing environment under random demand and lead time.

Besides MRP contexts, studies in the literature focusing on dimensioning safety stock in MPS and

Available-To-Promise (ATP) environments can be found in Campbell (1995) and Hung and Chang (1999).

Therefore, Campbell (1995) proposed a new method so-called ”optimal safety stock”from two most known

methods (constant cycle service level and constant safety stock) for establishing the safety stock in MPS

environment under demand and lead time uncertainties. On the other hand, Hung and Chang (1999)

considered the lead time and yield uncertainties on their proposed method for ATP environment.

Real-world case studies have been already reported by Talluri et al. (2004), Kanet et al. (2010), McNair

(2015) Avci and Selim (2017), Saad, Merino Perez, and Vega Alvarado (2017) and Strohhecker and Größler

(2019) regarding this issue of safety stock dimensioning by considering multiples uncertainties/risks.

Thereupon, Talluri et al. (2004) applied their model for managing the made-to-stock inventories in a multi-

national pharmaceutical company. They considering both demand and lead time uncertainty. As a result

of comparing this model with existing models, costs benefits were achieved with the proposed model.

Kanet et al. (2010) proposed a software system for production planning so-called Dynamic Planned Safety

Stock (DPSS) for planning a time-phased set of safety stock over a planning horizon. As a result of applying
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Table 11: Chronological scientific contributions on safety stock dimensioning under multiple uncertainties
and risks

Reference URa AFb Tc SLMd Main criteria
Campbell (1995) D, LT MM IT CSL Total cost
Guide and Srivastava (1997) D, LT S ND CSL Stock-out percentage; SS level
Molinder (1997) D, LT SO SA ND Total cost
Hung and Chang (1999) Y, LT S LP ND -
Talluri et al. (2004) D, LT MM IT CSL Min. costs and efficiency improvement
S. Chung et al. (2005) D, LT O NLP ND Min. total cost
Katircioglu et al. (2007) D, LT O G CSL, FR Min. expected inventory costs; max. the

expected profit
Vernimmen et al. (2008) D, LT MM IT ND Total logistics costs
Inderfurth (2009) D, Y MM IT CSL Production, holding and shortage costs
Kanet et al. (2010) D, LT O LP, G FR Min. total inventory and average annual fill

rate
Inderfurth and Vogelgesang (2013) D, Y S ND FR Min. the backlog and holding costs
Keskin et al. (2015) D, Y O MILP, GrA, GA - Min. the total cost of the production plan;

lot sizes
A. Kumar and Evers (2015) D, LT S ND - Min. the total supply chain costs
McNair (2015) D, LT O ARMA ND -
Lu et al. (2016) D, Y MM IT CSL Service and inventory level
Chaturvedi and Martínez-De-Albéniz (2016) D, Y O H - Min. the inventory costs
Avci and Selim (2017) D, SD SO MODE/D,

NSGA-II
- Total holding cost; premium freight ratio

Saad, Merino Perez, and Vega Alvarado
(2017)

D, LT O G ND Customer service, inventory and operating
cost

Jonsson and Mattsson (2019) D, LT S EDS FR Fill rate
Strohhecker and Größler (2019) D, SC S SD FR Expected total cost
Ben-Ammar et al. (2019) LT, OC O GA - Expected total cost
a Uncertainty or risk (UR): D - Demand, LT - Lead time, OC - Order crossover, SC - Supplier constrains, SD - Supplier delay, Y - Yield.
b Approach followed (AF): MM - Mathematical modelling, O - Optimization, S - Simulation, SO - Simulation-based optimization.
c Technique (T): ARMA - Autoregressive moving average, EDS - Event-driven simulations, G - Generic procedure, GA - Genetic algorithm (meta-heuristics),
GrA - Greed algorithm, H - Heuristics, IT - Inventory theory, LP - Linear programming, MODE/D - Multi-objective differential evolution algorithm, ND -
Non-disclosed, NLP - Nonlinear programming, NSGA-II - Non-dominated sorting genetic algorithm II, SA - Simulated annealing, SD - System dynamics.

d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

this in industry, significant savings were achieved. Another real case study was reported by McNair (2015),

which aimed to apply optimal safety stocks in nursing workforce management. Recently, Avci and Selim

(2017) proposed multi-objective framework for supply chain inventory optimization and then developed a

Decomposition-based Multi-Objective Differential Evolution algorithm (MODE/D) for this framework. This

aimed to determine supplier flexibility and safety stock levels in a real-world multi-national automotive sup-

ply chain. Lastly, Saad, Merino Perez, and Vega Alvarado (2017) developed a mechanism and integrated

with System Analysis Program Development (SAP) to determine adequate safety stock under the required

service level. After testing the mechanism at Wavim company, the authors highlight that the mechanism

should be considered as a new development for the manufacturing industry.

Inderfurth and Vogelgesang (2013) proposed an approach for determining dynamic safety stock by

considering different yield uncertainties and random demand. Besides that, they presented ways to con-

vert these dynamic safety stocks into static one, in order to be applied easily in practice. Keskin et al.

(2015) proposed a Mixed-Integer Linear Programming (MILP) model to optimize simultaneously produc-

tion, inventory and backorder quantities for multi-product, multi-period real-life problem by considering

demand and yield uncertainties.

A. Kumar and Evers (2015) proposed an alternative approach to the random sums approach (tradi-

tional approach for determining safety stock). This alternative approach, so-called multiplication approach,
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consider data quality issues, as well as the correlation between demand and lead time (both stochastic)

for setting safety stock.

Based on analysis from stochastic inventory control theory, Inderfurth (2009) and Lu et al. (2016)

proposed their research studies for different environments. The first author, Inderfurth (2009), studied

the issue of safety stock dimensioning in the production control environment, more concretely in MRP

control systems by taking into consideration both demand and yield uncertainty. On the other hand,

Lu et al. (2016) studied also this issue in construction material environment, considering non-stationary

stochastic demand and random supply yield.

In the recent past, Chaturvedi and Martínez-De-Albéniz (2016) proposed a modelling framework based

on queueing and inventory theory that optimized simultaneously inventory (safety stock), excess capacity

and diversification of supply source under yield (supply capacity) and demand uncertainties. The main

objective of this framework was to minimize the inventory costs (holding and shortage costs). The authors

considered an infinite-horizon periodic-review inventory model for solving this problem. Recently, Ben-

Ammar et al. (2019) studied the problem of multi-period supply planning. Aiming to solve this problem,

a general probabilistic model under random lead-time and order crossover was proposed. Then, they

developed a Genetic Algorithm (GA) for this model to determine planned lead-times and safety stock level,

by minimizing expected total costs (sum of expected backlogging cost and expected inventory holding

costs).

This section encompasses the problem of safety stock dimensioning under multiple uncertainties and

risks and comprises 21 articles (10.88% of the total sample) as described in Table 11.

3.5.2 Safety stock management

Safety stock management is crucial for organizations so that aims to maintain customer service levels,

as well as controlling the costs. Caridi and Cigolini (2002a) defined safety stock management as “the

managing issue deals with finding the appropriate time for safety stocks replenishments and with setting

the appropriate delivery dates for replenishments”. Indeed, the safety stock management intends to

answer two main questions: “when to order? And, how to order?”. To this, there are several models in

which answer in a different way to these two questions. The most known models are continuous review,

periodic review and EOQ Carvalho et al. (2017).

3.5.2.1 Considering demand uncertainty

This section encompasses the problem of safety stock management under demand uncertainty and

comprises 21 articles (10.88% of the total sample) as described in Table 12.

The main inventory management models are applied in environments where the demand or supply is

random or uncertain. Generically, the studies proposed in the literature takes advantage of this inventory

management models considering the demand as a distribution function (e.g., normal, gamma, and other)

or as time series forecasting. By considering continuous-review inventory control system under stochastic
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demand during lead time, J. Kim and Benton (1995) studied the interrelationship between lot size and

lead time and their implication on lot size and safety stock decisions (how much to order and when). The

authors proposed an interactive algorithm for determining simultaneously the lot size and safety stock

and then compared it with a conventional sequential approach (EOQ). As a result, they concluded that the

algorithm provides better results in terms of cost savings. On the other hand, Urban (2005) developed

an algorithm for solving a periodic-review problem with stochastic, serially correlated and inventory level

dependent demand.

Based on optimization techniques such as MOPSO and Multi-Objective Electromagnetism-like Opti-

mization (MOEMO), Tsou (2009) addressed the problem of multi-objective inventory control, so that to

minimize the expected total cost annually under lost sales. Other optimization-based techniques, such as

Mixed-Integer Non-Linear Programming (MINLP) and MILP was also used to optimize simultaneously the

safety stock, reserve and base stock levels in tandem with the material flow in supply chain planning (see,

Brunaud et al. (2019)).

Overall in this topic, only two studies report a real-world case study (see, You and Grossmann (2011)

and Berling and Marklund (2014)). For instance, You and Grossmann (2011) developed a computational

framework for simultaneously optimized the tank-sizing decisions, safety stock levels and estimated vehicle

routing costs. This framework consists of stochastic approximation model (MINLP problem) under random

demand.

Table 12: Chronological scientific contributions on safety stock management under demand uncertainty

Reference AFa Tb SLMc Main criteria
J. Kim and Benton (1995) O G CSL -
Buzacott (1999) MM IT ND -
J. Kim et al. (2003) O G FR Fill rate
C. Kim et al. (2005) SO AVM, RL ND Average service level
Urban (2005) MM IT - Max. the expected profit
Lian et al. (2006) O NLP ND Min. expected cost; optimal frozen period
T. Wang and Toktay (2008) O H - Min. the expected total cost
Tsou (2009) O MOEMO, MOPSO ND Min. the expected total cost, number of stock-

outs and stocked item annually
Chu and Shen (2010) O AA CSL Min. total order and holding cost
You and Grossmann (2011) O MINLP, BR CSL Min. the total expected costs
Hsueh (2011) MM IT FR Fixed manufacturing and holding costs
M. Yang and Lo (2011) O NLP - Min. the total expected inventory costs
Braglia et al. (2013) MM DT CSL Min. the expected inventory costs
Berling and Marklund (2014) O H FR Target fill rates
L. Yue et al. (2016) O ABC - Safety stock; total inventory cost
Braglia et al. (2016) O SA CSL Total cost
Torkul et al. (2016) SO ND ND Min. inventory holding cost
Turgut et al. (2018) O MINLP FR Min. the costs
Brunaud et al. (2019) SO MILP, MINLP CSL Min. transportation and inventory costs
Sakulsom and Tharmmaphornphilas (2019) O H FR Min. total inventory costs
P. Zhang et al. (2019) MM ND - Min. expected cost
a Approach followed (AF): MM - Mathematical modelling, O - Optimization.
b Technique (T): AA - Approximation algorithm, ABC - Artificial Bee Colony algorithm, AVM - Action-value method, BR - Branch-and-refine algorithm,
DT - Diffusion theory, G - Generic procedure, H - Heuristics, IT - Inventory theory, MILP - Mixed-integer programming programming, MINLP - Mixed-
integer nonlinear programming, MOEMO - Multi-objective electromagnetism-like optimization, MOPSO - Multi-objective particle swarm optimization, NLP
- Nonlinear programming, ND - Non-disclosed, RL - Reinforcement learning, SA - Simulated annealing.

c Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

From a different perspective of earlier studies in the literature regarding safety stock management

problem, Hsueh (2011) considered in his research study the product life cycle (introduction, growth,
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maturity and decline), inventory control and manufacturing/remanufacturing system simultaneously. The

author studied inventory control policies during the Product Life Cycle (PLC) and presented closed-form

formulas of optimal lot size, reorder point and safety stock during each phase of the PLC. L. Yue et al.

(2016) also considered the PLC and inventory control in their research. They proposed a method so-called

Improved ABC-PF based on PLC theory. A PLC model based on cubic polynomial with two stages was

developed and then was used Artificial Bee Colony (ABC) to optimize the parameters of the two-stage

PLC model. The proposed method allows also to determine the safety stock during each PLC phase and

replenishments in order to prevent stockouts.

Some of the research studies dealt with inventory control problem in multi-echelon supply chain sys-

tems. The studies proposed by Chu and Shen (2010), C. Kim et al. (2005) and Sakulsom and Thar-

mmaphornphilas (2019) are some examples. Chu and Shen (2010) applied a Power-of-Two (POT) policy

to multi-echelon stochastic inventory model. The authors developed a polynomial-time algorithm to derive

a closed-to-optimal POT policy for a given target service level. On the other hand, C. Kim et al. (2005) pro-

posed two adaptive inventory control model (centralized and decentralized models) under non-stationary

demand for solving the issue in two-echelon supply chain system (one supplier and multiple retailers). The

proposed models consider the target service level predefined for each retailer as the main performance

criteria. Recently, Sakulsom and Tharmmaphornphilas (2019) proposed a heuristics for determining an

ordering policy in a divergent two-echelon inventory system (single warehouse and N non-identical retail-

ers). By comparing this heuristic with Mixed-Integer Programming (MIP) models, the authors concluded

that the heuristic provides goods solutions as MIP models. Based on Stock Diffusion Theory (SDT), Braglia

et al. (2013) proposed a dynamic model for inventory control under non-stationary demand. The authors

used the Fokker Planck (FP) equations for obtaining both the time-dependent probability distribution of

the stock consumption and the reorder time.

Braglia et al. (2016) focused on safety stock management issue in a single-vendor single-buyer supply

chain context under continuous review and Gaussian demand, adopting the PV criterion. They presented

both approximated and exact algorithms for optimizing the safety stock.

Other studies used inventory management models considering demand as time series forecasting.

Demand forecast has become an essential component in safety stock management. An inaccurate fore-

cast can lead to inventory shortages or even overstocks and also to low customer service level. Lian

et al. (2006) dealt with this issue, considering also the frozen period. They studied the frozen period in a

periodic review inventory model considering forecast demands and then developed a non-linear program

so-called order policy (OOP). By comparing the Forecast Order Policy (FOP) model with the proposed OOP

models, they concluded that both present similar and consistent results, confirming the FOP as a very

good heuristic order policy and the OOP a good alternative. Other relevant studies proposed through

consecutive efforts by Buzacott (1999), T. Wang and Toktay (2008), M. Yang and Lo (2011), Torkul et al.

(2016), Turgut et al. (2018) and P. Zhang et al. (2019).
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3.5.2.2 Considering lead time and yield uncertainty

As shown in Table 13, there are few studied that address both the problem of safety stock management

considering lead time uncertainty and considering yield uncertainty, regarding the sample considered in

this SLR. A total of 4 articles (2.07%) address this problem under lead time uncertainty, namely. M. A.

Louly et al. (2008), Chandra and Grabis (2008), H. Wang and Wang (2013) and Zadeh et al. (2016). Cobb

(2016), is the unique study that considered the yield uncertainty in this topic (0.52% of total considered

articles). For instance, M. A. Louly et al. (2008), developed a model and approach of inventory control for a

single-level assembly system under random component lead times. The authors highlight that this model

could be used for determining safety stock or safety lead time in the MRP context for each component under

lead time uncertainty. Chandra and Grabis (2008) proposed a research study on integrating procurement

costs and inventory models by considering the variable lead-time. H. Wang and Wang (2013), developed

a mathematical model and deviation to determine the linkage relationship between two key parameters

in inventory management: lead time uncertainty and safety stock. Focusing on addressing this problem

by considering yield uncertainty, Cobb (2016) proposed an integrated inventory control model for the

inspection, repair, and purchase of returnable transport items in a closed-looping supply chain. In this

model, the safety stock is determined under uncertain return, so that to buffer the inventory of used and

repairable containers.

Table 13: Chronological scientific contributions on safety stock management under lead time and yield
uncertainties

Reference URa AFb Td SLMc Main criteria
M. A. Louly et al. (2008) LT O BB ND Min. average holding cost
Chandra and Grabis (2008) LT O G - Min. total inventory and procurement costs
H. Wang and Wang (2013) LT MM MD CSL -
Zadeh et al. (2016) LT O H - Min. total cost of the supply chain
Cobb (2016) Y MM ND ND Min. expected costs
a Uncertainty or risk (UR): LT - Lead time, Y - Yield.
b Approach followed (AF): MM - Mathematical modelling, O - Optimization, SO - Simulation-based optimization.
c Technique (T): BB - Branch and bound algorithm, G - Generic procedure, H - Heuristics, MD - Mathematical derivation, ND - Non-disclosed.
d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

3.5.2.3 Considering multiple uncertainties and risks

In the literature, many authors addressed different problems inherent to safety stock management by

considering different types of uncertainties and risks. Based on optimization approaches, L. Tang et al.

(2008) developed an algorithm using Lagrangian relation for solving the problem of raw material inventory

faced by Shanghai Baoshan Iron and Steel Complex (Baosteel) company. The algorithm aims to determine

the fixed order size and fixed interval of the replenishment process. On the other hand, for solving multi-

buyer multi-vendor supply chain problem, Taleizadeh et al. (2011) proposed a harmony search algorithm

to determine the reorder points, the safety stocks, and the numbers of shipments and packets in each

shipment of the products under random demand and lead time. Some of these research works have dealt

with dynamic inventory control policies under non-stationary demand, such as Babai et al. (2009). The
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authors developed an approach for the inventory control system (focused on a single-stage and single-item

inventory system) under non-stationary demand incurring to the use of forecasts and random lead-time. It

was developed a dynamic periodic re-order point (rk, Q) control policy for controlling the system at the end

of every review period. This (rk, Q) dynamic policy was evaluated in terms of performance (service level

achieved) and compared to the static (r, Q) policy. The authors concluded that both policies are similar in

terms of performance.

Table 14: Chronological scientific contributions on safety stock management under multiple uncertain-
ties and risks

Reference URa AFb Tc SLMd Main criteria
Tyworth and O’Neill (1997) D, LT O G FR Min. annual total logistics costs
L. Tang et al. (2008) D, Y O LR, H - Min. total cost
Hayya et al. (2009) D, LT, OC SO G - Min. costs
Babai et al. (2009) D, LT S G CSL Total inventory costs; service level
Ruiz-Torres and Mahmoodi (2010) D, LT S ND CSL Holding cost; Service level
Teimoury et al. (2010) D, LT O MIP ND Min. total supply chain costs
Taleizadeh et al. (2011) D, LT O HS, GA CSL Min. total cost
Uthayakumar and Parvathi (2011) D, P O G - Max. profit
Ozguven and Ozbay (2012) D, SC MM PVB - Min. total cost
Z. Zhang et al. (2014) D, Y O SP, SVR - Min. system cost
Braglia et al. (2014) D, LT MM G ND Min. stockholding and SS costs
S. Zhou and Chao (2014) D, P O DP - Max. expected discounted profit
Iida (2015) D, LT O DP - Min. expected ordering, inventory holding

and shortage penalty costs.
Xiao et al. (2015) D, P O DP - Max. expected discounted profit
Disney et al. (2016) LT, OC MM IT - Min. inventory costs
Caceres et al. (2018) D, LT, OC MM MA, MC FR Min. safety stock level and fill rate
Avci and Selim (2018) D, SD SO MODE/D,

NSGA-II
- Min. total holding cost; inbound & outbound

premium freight ratios
Chatfield and Pritchard (2018) D, LT, OC SO DES, CS CSL Min. costs
a Uncertainty or risk (UR): D - Demand, LT - Lead time, OC - Order crossover, P - Price, SC - Supplier constrains, SD - Supplier delay, Y - Yield.
b Approach followed (AF): MM - Mathematical modelling, O - Optimization, S - Simulation, SO - Simulation-based optimization.
c Technique (T): CS - Continuous simulation, DES - Discrete event simulation, DP - Dynamic programming, G - Generic procedure, GA - Genetic algorithm
(meta-heuristics), H - Heuristics, HS - Harmony search, IT - Inventory theory, LR - Lagrangian relaxation, MA - Matrix analytic method, MC - Markov
chain, MIP - Mixed-integer programming, MODE/D - Multi-objective differential evolution algorithm, ND - Non-disclosed, NSGA-II - Non dominated sorting
genetic algorithm II, PVB - Prékopa–Vizvari–Badics algorithm, SP - Stochastic programming, SVR - Support vector regression.

d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.

In the past few years appeared many research studies that integrated pricing and inventory models,

since pricing decision has become an important issue in supply chain management. Here, S. Zhou and

Chao (2014) studied this issue in a periodic-review inventory system with dual supply modes (regular and

expedited) in order to mitigate the demand uncertainty under deterministic procurement costs. On the

other hand, Xiao et al. (2015) focused on the effect of procurement fluctuations in the optimal pricing

and sourcing policy, providing new insights related to this impact (namely to the fact that procurement

cost fluctuation can alter the strategic relationship between dynamic pricing and dual sourcing, and the

risk-neutral firm can achieve a higher expected profit under a more volatile spot market cost process).

Other investigation that considers price sensitive (demand are auto-correlated and dependent on selling

price) in their inventory model can be found in Uthayakumar and Parvathi (2011).

Z. Zhang et al. (2014) proposed an Inventory-Theory-Based Interval Stochastic Programming (IB-ISP)

model for addressing the inventory problem in the electric-power generation system, considering demand
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uncertainty (forecast of the electricity demand) and yield uncertainty (transportation problems). The pro-

posed model consists of planning the resources purchase patterns and electricity generation schemes

of the coal-fired plants. By testing the model with real data of real environment (Beijing’s electric-power

generation system planning), the IB-ISP model performed better than the traditional EOQ model, since this

model can provide effective measures for not-timely coal supplying pattern with reduced system-failure

risk.

Recently, an real-world case study in a multi-national automotive supply chain was reported by Avci and

Selim (2018) as an extension of Avci and Selim (2017). The authors developed an approach for solving the

inventory replenishment problem with premium freights using simulation-based optimization techniques.

They used the MODE/D for determining several parameters, such as demand forecast adjustment factor,

safety stock and supplier flexibility in order to minimize the total holding cost, inbound and outbound

premium freight ratios. Another real case study can be found in Ozguven and Ozbay (2012) and Teimoury

et al. (2010).

Some research studies have already been proposed in the literature focusing on determining the

reorder point. Hayya et al. (2009) discussed this issue considering demand uncertainty, lead time uncer-

tainty and order crossover, where demand and lead time are independently and identically (iid) random

variables. They developed regression equations for calculating the optimal cost, optimal order quantity

and optimal reorder point. Another research study based on reorder point, but now considering just ran-

dom demand and random lead time, was proposed by Ruiz-Torres and Mahmoodi (2010). The authors

presented an alternative reorder point model (EVR method) that aimed to determine the safety stock and

possible outcomes of the replenishment cycle (how much and when to replenish the inventory) without

considered any distributional assumptions.

Other relevant studies proposed through consecutive efforts by Tyworth and O’Neill (1997), Braglia

et al. (2014), Iida (2015), Disney et al. (2016), Caceres et al. (2018) and Chatfield and Pritchard (2018).

This section encompasses the problem of safety stock management under multiple uncertainties and

risks and comprises 18 articles (9.33% of the total sample) as described in Table 14.

3.5.3 Safety stock allocation, positioning or placement

In the literature, there are several terminologies for the same problem of safety stock placement.

Safety stock placement, safety stock allocation and safety stock positioning represent the same problem

(Graves & Willems, 2000; K. Kumar & Aouam, 2018b; H. Li & Jiang, 2012). In this SLR is adopted the

terminology safety stock placement to portray this problem. The problem of safety stock placement is

concerned with the question of where to position the safety stock and how much is needed (Graves &

Willems, 2000). Caridi and Cigolini (2002a) defined safety stock placement as “the positioning issue

deals with finding the appropriate items in the bills of materials where safety stocks are to be placed”.

The problem of safety stock placement is divided into two main research streams widely studied:

safety stock placement for multi-stage or multi-echelon supply chain and supply chain network design
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with safety stock placement (Funaki, 2012). The complexity of these safety stock problems is directly

related to the structure of the supply chain. There are three main structures, as depicted in Figure 32:

serial network, spanning tree and general acyclic network (H. Li & Jiang, 2012; Sitompul et al., 2008).

The assembly (convergent) network and distribution (divergent) network represents two special cases of

spanning tree structure. The divergent network is represented with a single and central stage and several

successors, and the convergent network consists of a one-end stage with several predecessors.

The serial network consists of sequential dependencies among supply chain stage, this is, each stage

of the supply chain has a single predecessor and successor (H. Li & Jiang, 2012; Sitompul et al., 2008).

The general acyclic network is a combination of the previous structures (Sitompul et al., 2008). There

are two modelling approaches in multi-stage or multi-echelon safety stock placement: stochastic-service

model and guaranteed-service model. The difference between these two approaches lies in the way that

the replenishment mechanism between stages in the supply chain is modelled (Graves & Willems, 2003).

a)

c)

b)

d)

Figure 32: Supply chain structure: a) Serial network, b) Divergent network, c) Convergent network, d)
General acyclic network adapted from (H. Li & Jiang, 2012)

3.5.3.1 Considering demand and lead time uncertainty

There is a set of studies in the literature regarding the problem of safety stock placement, allocation

or positioning in the multi-stage or multi-echelon system and supply chain network design with safety

stock placement under demand uncertainty. A total of 48 articles (24.87%) of the total sample (193

articles) address these problems. Regarding the problem of safety stock placement in the multi-echelon

supply chain, several authors discussed this problem in their studies. For instance, Simpson (1958)

was the first author that proposed a guaranteed-service model for supply chain structured as a serial

network, so that for satisfying the demand of downstream stages at minimum inventory costs. Since

then, the guaranteed service approach has been extended into several directions for solving this problem

for supply chain networks modelled as assembly, distribution, spanning tree or general acyclic networks

(Funaki, 2012). Inderfurth (1995) proposed a model for multi-stage supply chain structured as serial and
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divergent network, where demands are correlated both between products and time. The author highlight

that ignoring the correlation of demand can lead to a high deviation in the optimal buffer policy. Inderfurth

and Minner (1998) and Minner (1997) are an extension of Simpson’s work. Both of these authors proposed

a dynamic programming approaches for optimizing the safety stock in multistage inventory systems of the

serial supply chain, assuming normally distributed demand and periodic review base stock control policy.

Minner (1997) considered both service level and cost as performance criteria and Inderfurth and Minner

(1998) assumed the service level constraints as the main performance criteria. The work proposed

by Graves and Willems (2000) represents also an extension of Simpson’s work. Graves and Willems

(2008), Schoenmeyr and Graves (2009), Grahl et al. (2016) and K. Kumar and Aouam (2019) proposed

extensions of the modelling framework developed by Graves and Willems (2000). Graves and Willems

(2008) considered non-stationary demand for finding the optimal placement of safety stock under Constant

Service Time (CST) policy, while Schoenmeyr and Graves (2009) considered the evolving forecast, and

Funaki (2012) considered due date demand. Grahl et al. (2016) extended the approach to service time

differentiation. K. Kumar and Aouam (2019) proposed a model to jointly optimize production capacity,

production smoothing and service times in a multi-stage supply chain structured as spanning tree network.

Several of these research studies were applied in real-world contexts by world-wide recognized com-

panies, such as Intel (Manary and Willems (2008) and Manary et al. (2009)), Microsoft and Case New

Holland (Neale and Willems (2009)), CIFUNSA (Moncayo-Martínez and Zhang (2013)) and Teradyne, Inc.

(Schoenmeyr and Graves (2009)). Other examples of real-world applications in companies operating in

the automotive industry can be found in Bossert and Willems (2007), Moncayo-Martinez et al. (2014),

Klosterhalfen, Minner, and Willems (2014) and Moncayo–Martínez et al. (2016) is also an example of a

real-world implementation at an industrial electronics industry.

Manary and Willems (2008) developed adjustment procedures for determining the appropriate in-

ventory target under demand uncertainty (forecast bias) for solving the problem faced by Intel in their

multi-echelon inventory optimization model so-called “MEIO” regarding the presence of bias in the sales

forecast data. Manary et al. (2009) extended the adjustment procedures developed in Manary and Willems

(2008) considering forecast bias, non-normal forecast errors and forecast error heterogeneity.

Neale and Willems (2009) and Schoenmeyr and Graves (2009) proposed extensions of Graves and

Willems (2000) for incorporating the non-stationary demand and evolving forecast. Moncayo-Martínez and

Zhang (2013) proposed an extension of the Graves and Willems (2003) using meta-heuristics algorithms

regarding the cost and lead time minimization of products in the generic bill of materials.

Both Moncayo-Martinez et al. (2014) and Moncayo–Martínez et al. (2016) proposed studies for ad-

dressing the problem of safety stock placement for the automotive industry. The first study used meta-

heuristics or modern optimization algorithms (swarm intelligent algorithms: ant colony and intelligent

water drop) and in the second study developed a framework.

Other relevant studies proposed through consecutive efforts by Sitompul et al. (2008), Albrecht (2014),

H. Chen and Li (2015), Hua and Willems (2016) are found in the literature. All these studies aim to optimize

the multi-echelon inventory system under guaranteed service approach.
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Table 15: Chronological scientific contributions on safety stock allocation, positioning and placement
under demand and lead time uncertainties

Reference URa AFb Tc SLMd Main criteria
Inderfurth (1995) D O G CSL Min. expected holding costs
Schneider and Rinks (1995) LT SO G CSL Min. overall costs
Minner (1997) D O DP CSL Min. average holding costs
Inderfurth and Minner (1998) D O NLP CSL Min. of costs, service level
Shen et al. (2003) D O NLP CSL Min. the total cost
Cao and Silver (2005) D O H - Min. the total expected units short
Monthatipkul and Yenradee (2007) D O LP FR Min. of the total cost
Bossert and Willems (2007) D O DP CSL Min. inventory levels
Manary and Willems (2008) D O G CSL Units of product
Ozsen et al. (2008) D O LR CSL Min. the sum of facility location, transporta-

tion, inventory costs
Sitompul et al. (2008) D S MCS ND Service level
Graves and Willems (2008) D O DP - Min. safety stock holding costs
Kaminsky and Kaya (2008) D O H ND Min. of costs
Manary et al. (2009) D O G ND Min. production costs, lost-sales costs and

deviation cost
Neale and Willems (2009) D O ND CSL Min. safety stock holding cost
Schoenmeyr and Graves (2009) D O DP ND Min. inventory holding costs
You and Grossmann (2010) D O MINLP CSL Min. total supply chain design cost
Nasiri et al. (2010) D O NLP CSL Total cost
Yao et al. (2010) D O MINLP CSL Min. expected total cost
Monthatipkul et al. (2010) D SO H - Min. lost sales
You and Grossmann (2011) D O MINLP CSL Min. the annualized cost and the maximum

GS*times of the markets
Tian et al. (2011) D O LP ND Max. profits and min. safety stock costs
S. Liao et al. (2011) D O MINLP, NSGAII FR Min. total cost, Max. fill rates, responsive

level
Funaki (2012) D O DP CSL Min. total costs
D. Yue and You (2013) D O MINLP CSL Min. the total cost over
Moncayo-Martínez and Zhang (2013) D O ACO, IWD ND Min. total supply chain cost and product lead

time
Moncayo-Martinez et al. (2014) D O DP - Min. safety stock cost
Albrecht (2014) D O H ND Min. long-run average expected inventory

and backorder costs
Klosterhalfen, Minner, and Willems (2014) D O DP CSL Min. total safety stock holding cost
Petridis (2015) D O MINLP CSL Min. cost of the supply chain
H. Chen and Li (2015) D O DP CSL Minimization of the average total cost
Tempelmeier and Bantel (2015) D SO G FR Min. transportation and holding costs
Grahl et al. (2016) D O GA CSL Min. total holding costs
Moncayo–Martínez et al. (2016) D O ACO, IWD - Min. inventory cost and lead time
a Uncertainty or risk: D - Demand, LT - Lead time.
b Approach followed: O - Optimization, S - Simulation, SO - Simulation-based optimization.
c Technique: ACO - Ant colony optimization (meta-heuristics), CQMIP - Conic quadratic mixed-integer programming, DP - Dynamic programming, G
- Generic procedure, GA - Genetic algorithm (meta-heuristics), H - Heuristics, IWD - Intelligent water drop algorithm (meta-heuristics), LP - Linear
programming, LR - Lagrangian relaxation, MCS - Monte Carlo simulation, ND - Non-disclosed, MINLP - Mixed-integer nonlinear programming, NLP -
Nonlinear programming, NSGA-II - Non-dominated sorting genetic algorithm II, PSO - Particle swarm optimization algorithm (meta-heuristics), STA -
Spanning tree-based algorithm.

d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.
* GS - Guaranteed service.

The problem of supply chain network design with safety stock placement represents a classical prob-

lem in operational research (Funaki, 2012). This consists to jointly optimize design decisions of the supply

chain with safety stock placement. Studies proposed by Yao et al. (2010), You and Grossmann (2010), S.

Liao et al. (2011), Funaki (2012), Moncayo-Martínez and Zhang (2013) and S. Li et al. (2017) address this

kind of problem. Yao et al. (2010) proposed a mixed-integer nonlinear programming model to address the

facility location-allocation and inventory problem. A solution procedure was developed also to solve the

proposed model. You and Grossmann (2010) presented a mixed-integer nonlinear programming model

for determining the optimal transportation, inventory level and network structure in a multi-echelon supply

70



3.5. LITERATURE ANALYSIS (SCIENTIFIC CONTRIBUTIONS)

Table 16: Chronological scientific contributions on safety stock allocation, positioning and placement
under demand and lead time uncertainties

Reference URa AFb Tc SLMd Main criteria
Grace Hua and Willems (2016) D O ND - Min. total safety stock cost
Boulaksil (2016) D S G Min. holding and backorder cost
Ross et al. (2017) D O MINLP, H CSL Min. the total annual cost
Schuster Puga and Tancrez (2017) D O CQMIP, H CSL Min. the location, transportation and inven-

tory costs
S. Li et al. (2017) D O MINLP CSL Min. the total cost
van der Rhee et al. (2017) D O H CSL Min. the total holding cost
Shahabi et al. (2018) D O MINLP CSL Min. the facility location, transportation and

inventory cost
Hong, Dai, et al. (2018) D O PSO, STA ND Min. the overall cost of the SC
Negahban and Dehghanimohammad-
abadi (2018)

D O MINLP ND Max. total net profit

Woerner, Laumanns, and Wagner (2018) D SO G FR Min. overall holding costs
K. Kumar and Aouam (2018b) D SO DP ND Min. system-wide production and inventory

costs subject
K. Kumar and Aouam (2018a) D O DP ND Min. WIP and holding costs; setup time re-

duction investment
Fichtinger et al. (2019) D O ND - Min. total costs
Tookanlou and Wong (2019) D O DP - Min. expected total cost
M. Kumar et al. (2019) D O DP CSL Min. expected total cost
a Uncertainty or risk: D - Demand, LT - Lead time.
b Approach followed: O - Optimization, S - Simulation, SO - Simulation-based optimization.
c Technique: ACO - Ant colony optimization (meta-heuristics), CQMIP - Conic quadratic mixed-integer programming, DP - Dynamic programming, G
- Generic procedure, GA - Genetic algorithm (meta-heuristics), H - Heuristics, IWD - Intelligent water drop algorithm (meta-heuristics), LP - Linear
programming, LR - Lagrangian relaxation, MCS - Monte Carlo simulation, ND - Non-disclosed, MINLP - Mixed-integer nonlinear programming, NLP -
Nonlinear programming, NSGA-II - Non-dominated sorting genetic algorithm II, PSO - Particle swarm optimization algorithm (meta-heuristics), STA -
Spanning tree-based algorithm.

d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.
* GS - Guaranteed service.

chain. S. Liao et al. (2011) in its turn, proposed a mixed-integer programming model for multi-objective op-

timization of the supply chain network and a multi-objective evolutionary algorithm approach. This model

considers the total cost, customer service level (fill rate) and flexibility as the main performance criteria.

Funaki (2012) proposed a multi-echelon safety stock placement model in supply chain design under

due-date demand and an optimization procedure for this model. This multi-echelon safety stock placement

model represents an extension of guaranteed-service model proposed in Graves and Willems (2000) and

Inderfurth and Minner (1998). Moncayo-Martínez and Zhang (2013) developed an approach based on

the MAX-MIN ant system for solving safety stock placement problem in which to minimize the total supply

chain cost and product lead time. Other relevant studies regarding the problem of supply chain network

design with safety stock placement can be found in Petridis (2015), K. Kumar and Aouam (2018b) and

Fichtinger et al. (2019).

Lastly, Cao and Silver (2005), Kaminsky and Kaya (2008), Ozsen et al. (2008), Nasiri et al. (2010),

You and Grossmann (2011), Tian et al. (2011), D. Yue and You (2013), Tempelmeier and Bantel (2015),

Boulaksil (2016), Ross et al. (2017), Schuster Puga and Tancrez (2017), van der Rhee et al. (2017), Sha-

habi et al. (2018), Negahban and Dehghanimohammadabadi (2018), Hong, Dai, et al. (2018), Woerner,

Laumanns, and Wagner (2018) and Tookanlou and Wong (2019) also proposed their model for solving

safety stock placement problem considering demand as uncertainty factor.
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Only 0.52% (1 article) address this problem of safety stock placement considering uncertain lead-

time. Schneider and Rinks (1995) proposed approximations of two-echelon periodic review inventory

model under lead time uncertainty, using the power approximation. Table 15 and 16 provides an overview

of all articles considered to this topic of safety stock placement under demand and lead time uncertainty.

This overview includes the description of the type of uncertainty considered by the author, as well as the

approach followed and the main performance criteria.

3.5.3.2 Considering multiple uncertainties and risks

Regarding the problem of safety stock placement for multi-stage or multi-echelon supply chain, Simchi-

Levi and Zhao (2005) proposed a framework for evaluating and coordinating inventory policies for supply

chains with three network structures (serial, assembly and distribution systems) following the stochastic

service model approach and considering demand and lead time uncertainties. Each stage of this structure

controls its inventory with continuous base-stock policy. Osman and Demirli (2012) proposed a safety

stock placement models (decentralized and centralized) for determining and placing the safety amounts

in a multistage supply chain under demand and lead time uncertainty. The fill rate and safety stocks

at each stage of the supply chain are determined in order to minimize the safety stock placement costs

through the entire supply chain. Unlike studies proposed in Humair and Willems (2011) and Willems

(2008) where the guaranteed service model for general acyclic supply chain was extended considering

the demand uncertainty and deterministic lead time, Humair et al. (2013) extended the guaranteed service

model incorporating both demand and lead time uncertainties. The guaranteed service model proposed

in Hua and Willems (2016) applied the study of Graves and Willems (2005), but for two-stage serial line

supply chain instead for the spanning tree network as considered by these authors. This configuration

model aimed for determining the chosen option (cost and lead time pairing) and inventory stocking level at

each stage of the supply chain under demand and lead time uncertainty. Graves and Schoenmeyr (2016)

generalized the guaranteed-service model for safety stock placement incorporating the yield (capacity

constraints) and demand uncertainties. Other relevant studies regarding the problem of safety stock

placement under multiple uncertainties/risks can be found in Sonntag and Kiesmüller (2017), Woerner,

Laumanns, and Wagner (2018) and De Smet et al. (2019). Sonntag and Kiesmüller (2017) proposed

a model of in-house multi-stage serial production systems with random yield and demand, in order to

calculate the optimal safety stock and positions of quality inspections through the production stages and

optimize the position of inspections. Woerner, Laumanns, and Wagner (2018) developed a simulation-

based optimization model for determining the optimal base stock level of a multi-echelon assembly system

under capacity constraints (yield uncertainty) and uncertain demand. The authors compared this model

with guaranteed service model providing better results in terms of reducing costs keeping the same service

level. Last but not least, De Smet et al. (2019) proposed two modelling approaches (extensions of the

guaranteed-service models and the stochastic service model) for multi-echelon inventory optimization

problem in a distribution network under lead time and demand uncertainties.
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Recently, Schuster Puga et al. (2019) addressed a study related to the problem of supply chain network

design with safety stock placement. They formulated a model for two-stage supply chain design for jointly

integrate the safety stock placement and delivery strategy decisions considering demand and lead time

uncertainties, in order to minimize the costs of transportation, facility opening, cycle inventory, ordering

and safety stocks. In this work, the guaranteed-service approach was used for modelling the safety stock

placement decisions.

Other relevant scientific studies regarding this topic of safety stock placement can be found in Swami-

nathan and Tayur (1998), Lin et al. (2000), Shen et al. (2003), Bollapragada et al. (2004), Vanteddu et al.

(2007), Jung et al. (2008), Desmet et al. (2010), Epstein et al. (2012), Kristianto et al. (2012), Kristianto

and Zhu (2013), X. Xu et al. (2016) and D. Kumar and Kumar (2018). This topic related to the problems

of safety stock placement has been widely studied by several authors, considering different types of un-

certainty factors, performance criteria and following different modelling approaches, as shown in Table

17. Considering the total sample of considered articles (193) to this SLR, 21 of these articles (10.88%)

addressed this problem.

Table 17: Chronological scientific contributions on safety stock allocation, positioning and placement
under multiple uncertainties and risks

Reference URa AFb Tc SLMd Main criteria
Swaminathan and Tayur (1998) D, Y O SP - Min. sum of stockout and holding costs
Lin et al. (2000) D, LT, SD O NLP CSL Min. total inventory capital
Bollapragada et al. (2004) D, LT, Y SO H, MCS CSL Min. costs
Simchi-Levi and Zhao (2005) D, LT SO DP, MCS FR Min. inventory cost
Vanteddu et al. (2007) D, LT O ND ND Total safety stock cost
Jung et al. (2008) D, Y SO LP, DES ND Min. total expected inventory
Desmet et al. (2010) D, LT SO DES FR Min. components fill rate
Epstein et al. (2012) D, Y O G ND Min. global empty container costs
Osman and Demirli (2012) D, LT O BD FR Min. safety stock costs
Kristianto et al. (2012) D, LT SO GA, MCS ND Backorders and inventory level
Kristianto and Zhu (2013) D, LT O H ND Nr. of backorders, safety stock level and lead

time variability
Humair et al. (2013) D, LT O NLP ND Min. inventory costs
X. Xu et al. (2016) D, LT, SD O DP - Min. total safety stock and project cost
Hua and Willems (2016) D, LT O ND - Min. total supply chain costs
Graves and Schoenmeyr (2016) D, Y O DP, H - Min. holding cost
Sonntag and Kiesmüller (2017) D, Y O H CSL Min. overall costs
Woerner, Laumanns, and Wagner
(2018)

D, Y SO CLM, IPA FR Min. holding costs

D. Kumar and Kumar (2018) D, LT S SysD CSL Min. inventory costs
Ghafour (2018) D, LT O G ND Min. total cost
Schuster Puga et al. (2019) D, LT O CQMIP CSL Min. overall costs
De Smet et al. (2019) D, LT O G FR, CSL Min. holding, fixed order and operating flexi-

bility costs
a Uncertainty or risk (UR): D - Demand, LT - Lead time, SD - Supplier delay, Y - Yield.
b Approach followed (AF): O - Optimization, S - Simulation, SO - Simulation-based optimization.
c Technique: BD - Benders decomposition, CLM - Constrained level method, CQMIP - Conic quadratic mixed-integer programming, DES - Discrete event
simulation, DP - Dynamic programming, G - Generic procedure, GA - Genetic algorithm (meta-heuristics), H - Heuristics, IPA - Infinitesimal perturbation
analysis, LP - Linear programming, MCS - Monte Carlo simulation, MINLP - Mixed-integer nonlinear programming, ND - Non-disclosed, NLP - Nonlinear
Programming, NLP - Nonlinear programming, SP - Stochastic programming, SysD - System Dynamics.

d Service level measure (SLM): CSL - Cycle service level, FR - Fill rate, ND - Non-disclosed.
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3.6 Literature gaps and research opportunities

Considering the literature analysis described in the Section 3.5, we identify in this section some

research gaps. Moreover, research opportunities and a Literature Map are also provided.

Figure 34 illustrates the Literature Map resulted from this SLR, providing an overview of distinct pro-

posed formulations of the safety stock problem in the literature. The Literature Map consists of four levels

of iterations. The first level shows the literature gaps identified in the literature. The second level describes

the safety stock problems, namely Safety stock dimensioning, Safety stock management and Safety stock

placement (allocation or positioning). The third level describes several uncertainties factors and risks as-

sociated with the procurement process and therefore considered as input to address safety stock related

problems, namely Demand uncertainty, Lead-time Uncertainty, Yield uncertainty and Multiple uncertain-

ties and risks. The last level represents different approaches followed, as well as scientific contributions

that use these same approaches to solve safety stock related problems.

Analysing Figure 34 we highlight that:

• In general, the Optimization approach is the most used to address safety stock problem and tech-

niques such as heuristics, dynamic programming and mixed-integer nonlinear programming are

the most used techniques related to the Optimization approach (as described in Table 7).

• Demand uncertainty is the most common uncertainty factor in the proposed inventory models. On

the other hand, there is a lack of studies that considered the lead time uncertainty, as well as the

yield uncertainty.

• Recent data-driven approaches, such as BA and Big Data Analytics (BDA), are producing a strong

impact in diverse research fields, including supply chain management. However, BA and BDA has

not yet been explored to solve safety stock related problems.

After conducting a critical literature analyses, described in section 3.5, some research gaps are iden-

tified and discussed herein, as well as the research opportunities:

• Several studies in the literature and leading supply chain books, as well as inventory management

software tools, assume that the demand during the lead time follows a normal distribution. Yet,

several authors have already warned that such assumption may be flawed because lead time de-

mand is often skewed (see, Janssens and Ramaekers (2011), Lee and Rim (2019), and Ruiz-Torres

and Mahmoodi (2010)). This statistical assumption can lead to higher service level than desired,

resulting an overestimation of safety stock and consequently higher inventory costs (Ruiz-Torres

& Mahmoodi, 2010). Hence, in practice, future demands must be forecasted based on historical

observations.

• The majority of peer-reviewed articles focus on determining safety stock/inventory based on statisti-

cal parameters (e.g., standard deviation or mean of demand) and simplifications (e.g., distribution
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of statistical parameters, parameters are known) (Schmidt et al., 2012). There is a lack of articles

that focus on providing dynamic models that consider the knowledge of future volatility of param-

eters for determining safety stock. More research is needed to explore not only the application of

more realistic safety stock closed-form stochastic approaches considering the variation of forecast-

ing errors rather than the variation of demand, especially in multi-product multi-echelon inventory

management settings, but also to study the benefits of such safety stock methods in case studies

with practical interest. Moreover, empirical non-parametric approaches for estimating the variabil-

ity of forecast errors (see, Trapero et al. (2019a), Gonçalves et al. (2021) and Trapero et al. (2019b))

could be further exploited using for example business analytics techniques. Note that BA and BDA

techniques allow the use of predictive analytics for applying machine learning techniques on real

data in order to learn or obtain knowledge from data and predict future supply chain demand based

on historical and current data. In this context, the prediction capabilities could be also optimized

using metaheuristics.

• Several methods for calculating safety stock can be found in the literature based on two main

service level measures, namely cycle service level and fill rate. Although the cycle service level has

been criticized for not being relevant from a customer perspective and also not recommended for

inventory control practice (Axsäter, 2015; Jonsson & Mattsson, 2019), it remains the most used

in the literature, as illustrated in Figure 33. Several studies and supply chain books considered

the CSL measure because, unlike the FR measure, it is of easy computation. Chopra and Meindl

(2016), Tyworth (1992), and Vandeput (2020) argued the necessity of transition from CSL to FR

because fill rate is a more relevant measure.

• The inventory control problem under lead-time uncertainty is not sufficiently studied, particularly

in assembly networks (M. A. Louly et al., 2008). Demand uncertainty is the most considered

factor in the literature (see Figure 26 and 34). Several studies considered constant lead time,

which is not realistic for major of supply chain environments due to the unexpected events that

can occur causing random delays. These delays may require to incurring the special/premium

freight so that to avoid stockouts and consequently an extra cost for organizations. Moreover, there

are few studies that address the safety stock problems on MRP environment considering the lead

time uncertainty. Herein, empirical non-parametric approaches could also be exploited to address

lead-time uncertainty.

• The impact of order crossover in determining safety stock is under-researched. Recent studies in

the literature demonstrated not considering order crossover can be translated to larger inventory

costs (Chatfield & Pritchard, 2018). Riezebos (2006) argued that the modern supply chain needs to

address the issues concerning expected order crossovers, generally neglected in inventory control

literature. Modern supply chains facing the growing occurrence of order crossover, as well as with

the increasing importance of service performance (Chatfield & Pritchard, 2018). Chatfield and
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Pritchard (2018) stated that ”classical inventory modelling methods should be re-examined and

perhaps reformulated in order to accommodate the possibility of order crossover”.

• There is a lack of research studies that address the safety stock problem by considering the variation

of demand over the PLC and seasonality (Strohhecker & Größler, 2019). In this review, the only

works addressing this issue are Hsueh (2011) and L. Yue et al. (2016). The PLC is becoming

smaller due to technological advances as happens for instance in the mobile phone and electronics

components industries. During the PLC, the product demand may increase rapidly at the ramp-up

stage, then it stabilizes and starts decreasing at the decline stage. Several traditional inventory

models considered that this increase of product demand as stationary, instead of a change in

demand in a certain stage of the product life cycle. An accurate demand forecasting is crucial for

real-world application (directly effects the safety stock level, as well as the total inventory costs)

and sometimes is very difficult to be estimated under short product life cycle (for instance, fashion

products such as shoes and clothing). Techniques such as BA and BDA could be helpful to cope

with this issue. For instance, Huang et al. (2016) highlight that companies can take advantage

of big data for coping with demand surges. In effect, BDA is producing a great impact in various

research fields including SCM, providing tools for supporting and enabling strategic and operational

decision-making.

67%

33%

CSL

FR

Figure 33: Distribution of Service level measure adopted

76



3.7. SUMMARY AND DIRECTIONS FOR FUTURE RESEARCH

LEGEND

Safety stock
dimensioning

Safety stock
management

Safety stock
placement

Mathematical Modeling

Optimization Simulation

Simulation-based optimization

Demand
uncertainty

Lead-time
uncertainty

Multiple uncertainties
& risks

Yield
uncertainty

is part of

uses

is related to

Ohno et al. (1995)
Adenso-Diaz (1996)

Krupp, 1997
Grubbström et al. (1999)

Buzacott (1999)
Grubbström (1999)

Urban (2005)
Wang et al. (2010)

Hsueh (2011)
Jodlbauer & Reitner (2012)

Moeeni et al. (2012)
Braglia et al. (2013)

Van Donselaar &
Broekmeulen (2013)

Lukinskiy & Lukinskiy (2017)
Lee & Rim (2019)

Dey (2019)
Zhang et al. (2019)

Martinelli & Valigi  (2004)
Sana & Chaudhuri (2010)

Cobb (2016)

Campbell (1995)
Talluri et al. (2004)

Vernimmen et al. (2008)
Inderfurth (2009)

Ozguven & Ozbay (2012)
Braglia et al. (2014)
Disney et al. (2016)

Lu et al. (2016)
Caceres et al. (2018)

Zhao et al. (2001)
Caridi & Cigolini (2002b)
Brander & Forster (2006)

Reichhart et al. (2008)
Sitompul et al. (2008)
Boulaksil et al. (2009)

Zhou & Viswanathan (2011)
Boulaksil (2016)

Trapero et al. (2019a)
Bahroun & Belgacem (2019)

Abdel-Malek et al. (2005)

Guide V.D.R & Srivastava (1997)
Hung & Chang (1999)

Inderfurth & Vogelgesang (2013)
Kumar & Evers (2015)
Kumar & Kumar (2018)

Jonsson & Mattsson (2019)
Strohhecker & Gröβler (2019)

Kim et al. (2005)
Zhou & Viswanathan (2011)
Monthatipkul et al. (2010)

Feng et al. (2011)
Glock (2012)

Chen et al. (2013)
Ganster et al. (2014)

Tempelmeier & Bantel (2015)
Torkul et al. (2016)

Woener et al. (2018b)
Kumar & Aouam (2018a)

Benbitour et al. (2019)
Brunaud et al. (2019)

Schneider (1995)
Sellitto (2018)

de Armas & Laguna (2019)

Molinder (1997)
Bollapragada et al. (2004)
Simchi-Levi & Zhao (2005)

Jung et al. (2008)
Hayya et al. (2009)

Desmet et al. (2010)
Kristianto et al. (2012)
Avci & Selim (2017)

Chatfield & Pritchard (2018)
Woener et al. (2018b)

Helber et al. (2013)
Yue & You (2013)
Albrecht (2014)

Klosterhalfen et al. (2014a)
Klosterhalfen et al. (2014b)

Moncayo-Martinez et al. (2014)
Rappold & Yoho (2014)

Chen & Li (2015)
Keskin et al. (2015)

McNair (2015)
Petridis (2015)

Chaturvedi & Martínez-De-
Albéniz (2016)

Grace Hua & Willems (2016)
Grahl et al. (2016)
Huang et al. (2016)

Moncayo-Martínez et al. (2016)
Sricastav & Agrawal (2016)

Li et al. (2017)
Mou et al. (2017)
Prak et al. (2017)
Ross et al. (2017)
Saad et al. (2017)

Shuster Puga & Tancrez (2017)
van der Rhee et al. (2017)

Hong et al. (2018a)
Negahban &

Dehghanimohammadabadi
(2018)

Kumar & Aouam (2018a)
Shahabi et al. (2018)

Tookanlou & Wong (2019)
Zahraei & Teo (2018)

Altendorfer (2019)
Ben-Ammar et al. (2019)

Kumar et al. (2019)
Prawira et al. (2019)

Trapero et al. (2019b)

Chandra & Grabis (2008)
Louly et al. (2008)
Zadeh et al. (2016)

Song (2017)
Taleizadeh et al. (2017)
Sarkar & Sarkar (2019)

Louly & Dolgui (2009)
Digiesi et al. (2013)

Sellitto (2018)

Swaminathan & Tayur (1998)
Tyworth & O'Neill (1997)

Lin et al. (2000)
Chung et al. (2005)

Katircioglu et al. (2007)
Vanteddu et al. (2007)

Tang et al. (2008)
Kanet et al. (2010)

Teimoury et al. (2010)
Taleizadeh et al. (2011)

Uthayakumar & Parvathi (2011)
Epstein et al. (2012)

Osman & Demirli (2012)
Kristianto & Zhu (2013)

Humair et al. (2013)
Zhang et al. (2014)

Zhou & Chao (2014)
Iida (2015)

Keskin et al. (2015)
McNair (2015)

Xiao et al. (2015)
Chaturvedi & Martínez-De-

Albéniz (2016)
Hua & Willems (2016)

Graves & Schoenmeyr (2016)
Xu et al. (2016)

Saad et al. (2017)
Sonntag & Kismüller (2017)

Ghafour (2018)
Bem-Ammar et al. (2019)

De Smet et al. (2019)
Schuster Puga et al. (2019)

Inderfurth (1995)
Ohno et al. (1995)

Grubbström & Molinder (1996)
Chan (1997)

Li et al. (1997)
Minner (1997)

Grubbström (1998)
Inderfurth & Minner (1998)

Hsu & Wang (2001)
Shen et al. (2003)

Cao & Silver (2005)
Chung et al. (2005)

Hoque & Goyal (2006)
Bossert & Willems (2007)
Katircioglu et al. (2007)

Monthatipkul & 
Yenradee (2007)

Persona et al. (2007)
Graves & Willems (2008)
Kaminsky & Kaya (2008)
Manary & Willems (2008)

Ozsen et al. (2008)
You & Grossmann (2008)
Kanyalkar & Adil (2009)

Manary et al. (2009)
Neale & Willems (2009)

Schoenmeyr & Graves (2009)
Kanet et al. (2010)
Nasiri et al. (2010)
Yao et al. (2010)

You & Grossmann (2010)
Janssens & Ramaekers (2011)

Liao et al. (2011)
Tian et al. (2011)

You & Grossmann (2011)
Funaki (2012)

Jodbauer & Reitner (2012)
Beutel & Minner (2012)

Shang (2012)

Dynamic models Empirical non-
parametric approaches

Demand over PLC not sufficiently
studied Order crossover

Lead time
uncertainty

Figure 34: Literature Map

3.7 Summary and directions for future research

In this paper, we review the topic of safety stock dimensioning strategies under uncertainty factors in

procurement process. Safety stocks are important at all stages of the supply chain and due to this makes

it an attractive field for researches and practitioners. This topic has been gaining increasing attention over

time and this trend is confirmed with the increasing number of publications (see Figure 22). The systematic

literature review was performed following a review methodology which represents a set of processes for

selecting relevant scientific publications. It starts with the definition of the “search query” that is applied

in both WoS and Scopus databases (major online databases where the relevant peer-reviewed scientific

journals are indexed). After this first stage, the scientific publications are filtered and finally grouped

into three main safety stock research domains: safety stock dimensioning, safety stock management and

safety stock allocation or positioning or placement. As a result, a set of 193 scientific publications was

selected from 1995 to 2019. A co-occurrence analysis is performed in order to identify research concepts

related to the safety stock problem. This review might have limitations, even with a large number of
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scientific publications analysed (is not devoid of limitations). Two main limitations are pointed out. Firstly,

some of the relevant publication could be non-identified due to the “search query” developed in the review

methodology. Secondly, we only considered publications that meet the defined criteria in three “screening

criteria” of our review methodology (e.g., only considered peer-reviewed publications while excluding the

conference proceedings and only considers publication written in English). The current research gaps

and research opportunities are identified and discussed so that to provides a road map to guide future

research agenda on this topic.

Considering the presented literature review, we highlight several relevant insights regarding different

contexts:

• For the MRP context under both demand and lead time uncertainty, the safety stock is the best

technique in case of the low level of stockout/inventory holding cost, and also in case of a high

level of demand variability and low level of lead time variability. On the other hand, safety lead time

is the best technique in case of a high level of stockout/inventory holding cost ratio and in case of

a high level of demand and lead time variability (Molinder, 1997);

• For the manufacturing/remanufacturing context under stochastic demand, should be adopted dif-

ferent inventory control policies for different PLC phases (introduction, growth, maturity and de-

cline); Moreover, the inventory control policy is not sensitive to the phase length and the demand

changing rate (Hsueh, 2011);

• Demand uncertainty is the most considered factor for determining safety stock in different contexts,

in contrast, lead-time uncertainty is not sufficiently studied, especially in the MRP environment

(M. A. Louly et al., 2008). Table 26 reinforce this statement, showing that demand uncertainty is

the most considered uncertainty factor in proposed studies in the literature;

• There are several factors/parameters that should be considered, such as the PLC, demand uncer-

tainty (demand forecast and forecast errors), lead time uncertainty, price fluctuations (e.g., price

fluctuation in the market, discount campaigns, promotions), seasonality (sales pattern) and sup-

plier constraints or supply disruptions. Considering only basic parameters (e.g., lead time, actual

demand, forecast demand and forecast errors) for calculating safety stock is insufficient. The ERP

systems widely used by companies consider values of these parameters from past data to calculate

the safety stock using statistical formulas.

In conclusion, the safety stock problem is still an interesting topic for researches and practitioners,

since, with the emergence of the Industry 4.0 new challenges have been arisen in all processes of the

supply chain. Although the safety stock is used in inventory management to deal with demand and supply

uncertainties, it does not solve all problems related to this domain. Other techniques or strategies, such

as buffering (reactive) and redesigning (proactive) can also be used for solving or mitigating inventory
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management problems, such as safety time or capacity buffer. The use of these techniques depends on

the specific case study and the context.
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4 Supervised learning of supply

delay risk

Summary: It is common sense that supply delays have a direct impact on the overall inventory

management performance. Typically, delays in orders require to incur in special freights to avoid

stockouts and consequently extra costs for the company. Antecipating delays in orders represents

enables logistic planners to act proactively, avoiding damages in the production plan. This chapter

addresses the prediction of supply delay risk, in which is proposed a machine learning-based ap-

proach that aims to help the logistics planners of Bosch AE/P in the decision-making process and

consequently improving their efficiency and productivity, as well as avoid extra costs resulting from

the occurrence of special freights.
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Abstract The constant advancements in Information Technology have been the main driver of the

Big Data concept’s success. With it, new concepts like Industry 4.0 and Logistics 4.0 are rising. Due to

the increase in data volume, velocity, and variety, organizations are now looking to their data analytics

infrastructures and searching for approaches to improve their decision-making capabilities, in order to en-

hance their results using new approaches such as Big Data and Machine Learning. The implementation

of a Big Data Warehouse can be the first step to improve the organizations’ data analysis infrastructure

and start retrieving value from the usage of Big Data technologies. Moving to Big Data technologies can

provide several opportunities for organizations, such as the capability of analysing an enormous quantity

of data from different data sources in an efficient way. However, at the same time, different challenges

can arise, including data quality, data management, lack of knowledge within the organization, among

others. In this work, we propose an approach that can be adopted in the Logistics Department of any

organization in order to promote the Logistics 4.0 movement, while highlighting the main challenges and

opportunities associated with the development and implementation of a Big Data Warehouse (BDW) in a

real demonstration case at a multinational automotive organization.

Keywords Big Data, Data Warehouse, Logistics 4.0, Industry 4.0, Implementation.

4.1.1 Introduction

The explosion of the Information Technologies area has been the driver that launched new concepts

such as Big Data and Industry 4.0 into the spotlights. The concept of Industry 4.0 emerged in 2011

from a project created by the German government to promote computerized manufacturing based on new

technologies such as AI, Additive Manufacturing (AM), IoT, Big Data (BD), CPS among others (Ghadge et al.,

1ALGORITMI Research Centre/LASI, University of Minho, Guimarães 4800–058, Portugal.
2ALGORITMI Research Centre/LASI, Department of Information Systems, University of Minho, Guimarães 4800–058,

Portugal.
3ALGORITMI Research Centre/LASI, Department of Production and Systems, University of Minho, Braga 4710–057, Por-

tugal.
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2020; M. Y. Santos, Oliveira e Sá, et al., 2017; C. Tang & Veelenturf, 2019; Winkelhaus & Grosse, 2020).

Since the creation of the Industry 4.0 concept that several barriers have hindered its implementation in

organizations (even with the evolution of diverse technologies that support it). The financial constraints,

the lack of management support, the resistance to change, the lack of infrastructure, and the poor-quality

data, among others, are some barriers that need to be faced to implement the concept of Industry 4.0

(Ghadge et al., 2020). This concept relies on the digitization of the production systems to provide the

capability of producing customized products within a short time and with costs similar to mass production

scenarios (Panetto et al., 2019). This factor has a tremendous impact on the organizations’ logistics due

to the need of reacting to the sudden changes made by the customers.

The concept of Logistics 4.0 emerged as part of the Industry 4.0 (Kostrzewski et al., 2020), with a few

papers being published in recent years (Olesków-Szłapka & Stachowiak, 2019; Strandhagen et al., 2017;

Winkelhaus & Grosse, 2020). Logistics 4.0 can be defined as ”... the logistical system that enables the

sustainable satisfaction of individualized customer demands without an increase in costs and supports

this development in industry and trade using digital technologies” (Winkelhaus & Grosse, 2020). Such

initiative is needed to improve the link between the manufacturers and the customers, in order to avoid

failures in the manufacturing system (Winkelhaus & Grosse, 2020).

Throughout history, the evolution suffered by industry also reflected in logistics. In each industrial

revolution, a similar evolution occurred in logistics. When the steam power engine was invented and

the first industrial revolution appeared, logistics was transformed by using mechanical transport. In the

second industrial revolution powered by electricity and mass production, logistics evolved using automatic

handling systems. In the third industrial revolution, with the support of information and communications

technologies, new logistics management systems were developed (Yavas & Ozkan-Ozen, 2020).

Now, the connection between the concepts of Industry 4.0 and Logistics 4.0 goes deep to the tech-

nologies that are used to enforce the Logistics 4.0 main characteristics. Among its characteristics, we can

find constant visibility through all supply chain for all stakeholders, verification of the supply chain coher-

ence, and dynamic optimization. These characteristics are enforced by the use of information technologies

(Torbacki & Kijewska, 2019).

Big Data technologies, with their capability of analysing massive volumes of diverse data flowing at high

velocity, has an important role in the implementation of these new concepts (Industry 4.0 and Logistics

4.0) and in the resolution of their main associated challenges (Strandhagen et al., 2017).

With the implementation of Big Data technologies became possible to perform tasks that involve a

massive quantity of data at high speeds such as providing a supply chain control with real-time data,

inventory control and management, improving forecasting models, among others (Panetto et al., 2019).

Along with the influence of concepts like Industry 4.0 and Logistics 4.0, the investments in Big Data

technologies are being stimulated making them more stable and mature, ready to be implemented inside

the organizations and became part of their business.

A vast range of organizations, from diverse types of business, are now trying to evolve their data

analyses infrastructures to this new era, advancing their Data Warehouse (DW) based on a more rigid
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data model to the new concept of BDW with a more dynamic data model (Ngo et al., 2019; Santoso &

Yulia, 2017; Sebaa et al., 2018).

This work aims to demonstrate how the implementation of a BDW in a logistics context can drive

forward the concept of Logistics 4.0 and improve the organization performance. The contributions of this

work are:

• propose a general approach that can be adopted in the Logistics Departments of several organiza-

tions;

• propose a logical and technological architecture that supports the BDW and data analysis;

• propose a data model for a logistics BDW, and;

• demonstrate the challenges and opportunities that emerge throughout the development and im-

plementation of a BDW in the Logistics Department.

A demonstration case will be presented, which was developed inside a multinational automotive or-

ganization by taking advantage of its existing data platform. The methodology used in this work was the

Design Science Research Methodology (DSRM), being this work an outcome of the methodology adoption.

This work is structured as follow: Section 4.1.2 provides the published works related to BDW and

their architectures; Section 4.1.3 presents the suggested architecture to solve this problem; Section 4.1.4

describes the organization reality and the tasks performed to accomplish the goal; Section 4.1.5 presents

the results accomplished fowled by a discussion where the challenges and opportunities are highlighted;

Section 4.1.6 shows the final conclusions and future work.

4.1.2 Related work

With the implementation of concepts like Industry 4.0 and Logistics 4.0, it becomes important to

endow the organizations’ data analyses infrastructure with the capability of retrieving, transforming and

analysing massive amounts of data at high velocity. Before the establishment of the Big Data concept,

organizations had their data analyses infrastructure based in DWs where the data model was rigid and

structured in order to provide the best performance when data were inquired.

Aftab and Siddiqui (2018) present several differences between a traditional DW and a DW in the era of

Big Data. Most of the changes are related to how to deal with data due to their characteristics. Between

them, we can highlight few changes such as the change from Extract, Transform and Load (ETL) to Extract,

Load and Transform (ELT) that happens to enhance with the processing power of distributed systems, such

as Hadoop. The change to real-time and interactive analysis, the change from structured to unstructured

data, and the change to analytical interfaces, such as dashboards, based on user requirements.

Nowadays, Big Data technologies, due to their capacity for distributed processing and storage, allow

us to have more dynamic data models with less rigid structures, maintaining high performance even with

massive volumes of data.
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To implement Big Data technologies, we can follow two different approaches: ”the lift and shift”and

the ”rip and replace”. ”The lift and shift”strategy means that we replace or extend parts of the existing

infrastructure with Big Data technology to improve its capabilities and to solve specific problems. This may

result in a use case approach instead of a data-driven approach, which can lead to uncoordinated data

silos. The ”rip and replace”approach means that the existing DW is replaced by Big Data technologies

(Costa & Santos, 2018).

Independently of these two strategies, there are several architectures and technologies, that can be

used to implement a BDW. The use of different types of Not Only SQL (NoSQL) databases, such as

document-oriented and column-oriented (Chevalier et al., 2015) or graph models (Gröger et al., 2014) can

be used to store the different types of data in the BDW. In the literature, we can find different architectures

that can be used in a BDW, such as the Lambda architecture (Kiran et al., 2015) and the NIST Big Data

Reference Architecture (NBDRA) (NBD-PWG, 2015). The Lambda architecture has three layers and unifies,

in a single software design pattern, the batch and real-time data processing concerns. The three layers

presented in the Lambda architecture are batch processing, real-time computing, and a layer to query

the data. This division between batch processing and real-time processing allows differentiating data

according to their nature and relevance to the business. In this way, it is possible to immediately process

the data that is needed in time, while data that is only needed in the long run can be processed later

(Kiran et al., 2015).

The NBDRA is presented by its authors as a common reference that can be implemented using any Big

Data technology or service provider. It is divided into the following five components: System orchestrator;

Data provider; Big Data application provider; Big Data framework provider; and Data consumer. The

system orchestrator is the component that establishes the requirements for all the infrastructure, including,

among others, architectural design, business requirements, and governance. The data provider is the

component that makes data accessible through different interfaces. The Big Data application provider

deals with all the necessary tasks to manipulate data through its life cycle. The Big Data framework

provider consists of several services or resources that are used by the Big Data application provider. The

data consumer is the entity that will take advantage of all the data processing made by the Big Data system

(M. Santos & Costa, 2020). Using the NBDRA and the Lambda Architecture as a reference, M. Santos

and Costa (2020) created an approach to develop BDWs.

Several examples demonstrate the capacity of Big Data technologies for improving the analytical ca-

pabilities of organizations. Chou et al. (2018) propose a system architecture based on Hadoop, Sqoop,

Spark, Hive and Impala to analyse data from electrical grids. Sebaa et al. (2018) present an architec-

ture based on the Hadoop ecosystem and a conceptual model to develop a BDW in the Healthcare field.

M. Y. Santos, Martinho, and Costa (2017) present a demonstration case where it was applied a Big Data

architecture and a set of rules to evolve from a traditional DW to a BDW. Sebaa et al. (2018) developed a

BDW based in Hadoop due to its cost-effectiveness, where they present the architecture and the concep-

tual data model. Ngo et al. (2019), designed and implemented a BDW for agricultural data using Hive,

MongoDB and Cassandra. In the same domain, X. Wang et al. (2019) developed and implemented an

85



CHAPTER 4. SUPERVISED LEARNING OF SUPPLY DELAY RISK

end to end system for farms management based on Hadoop Distributed File System (HDFS), Spark, Hive

and Hbase. Doreswamy et al. (2017) use a hybrid DW model with OLTP a system and Hadoop to develop

a meteorological DW using a star schema. Costa and Santos (2017b) developed a BDW for smart cities

using technologies such as Hive, Cassandra, HDFS, Presto, among others. Vieira et al. (2020) developed

a tool using Big Data technologies and a simulation model to assess the impact of disruptions in the

performance of the supply chain.

These examples demonstrate how Big Data technologies can be used in collaboration with traditional

DW or even replacing them, both aiming to improve the analytical capabilities of the organizations.

Although several domains are addressed in the literature, the lack of work in the logistics area is

notorious. Moreover, few approach the problems faced when the implementation occurs in the real world.

4.1.3 Propose Architecture for a Logistics 4.0 Big Data Warehouse

In this section, it is presented the logical (4.1.3.1) and technological (4.1.3.2) architectures that can

be used to implement a BDW for the Logistics 4.0 movement.

4.1.3.1 Logical Architecture

The main goal of this BDW is to be an analytical repository containing a substantial amount of data,

in order to support the daily activities of the logistics decision-makers in the Logistics 4.0 era.

Two of the key factors in Logistics 4.0 are the real-time exchange of information between all the

actors in the supply chain and the real-time Big Data analytics of vehicles, products and facilities location

(Strandhagen et al., 2017).

The exchange of information between all actors in the supply chain can originate diverse data sources

with different types of data that need to be stored and analysed in one central repository in order to be

easily accessible by practitioners. The same happens with the real-time BDA of the diverse supply chain

components (vehicles, products, and facilities location). Considering this, the real-time characteristics

can be important, nevertheless, it is necessary to adapt to the organizational requirements. Real-time

analytics can be a different concept from one organization to other. For example, for one organization, the

requirements of real-time can be to have access to data in less than ten seconds, but for other organizations

it can be to access the data in less than two minutes. Moreover, some organizations do not need to create

an architecture that takes into consideration the real-time requirements.

In our demonstration case, the organization does not have the requirement of real-time analysis, so

the architecture presented in Figure 35 does not incorporate that component. Nevertheless, due to the

relevance of real-time in Logistics 4.0, it may be relevant to implement and validate that component in

future work.

As can be seen in Figure 35, the logical architecture has the following components:
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Figure 35: Logical architecture.

• Sandbox Storage: where the raw data is stored in a distributed file system before any transfor-

mation. This component is divided into two layers: Update Layer and Backup Layer. The Update

Layer contains the up-to-date data retrieved from the sources, while the Backup Layer contains

compressed outdated data to be used in case of necessity.

• BDW Storage: where data is stored in the distributed file system and accessible using the meta-

store after being transformed. This component has two layers with the same functionality as the

Sandbox Storage layers: i) a layer that provides updated data, ii) and another layer to provide a

backup in case of problems with the new data.

• Machine Learning component: uses raw data from the Sandbox storage or clean data from

the BDW to create predictions, in order to enrich the data and store it in the Sandbox Storage or in

the BDW to provide predictive capabilities for the organization. This component can increase the

organization’s capabilities to understand and predict changes in their supply chain and be capable

to adapt quickly.

• Metastore: provides an interface to access the stored data. This component is divided into two

layers: i) the data layer where the data is modelled using a data-driven approach, and; ii) the

application layer where we have the necessary materialized objects or views to answer the needs

of specific applications. The existence of these two layers provides some advantages. One of these

advantages is the capability of creating several abstractions on top of the data layer, providing a

simple and fast way to access the data. In this application layer, each application can have its views

or tables (materialized objects), increasing the performance when accessing the data. Moreover, if

the organization has different teams working in different applications, if necessary, each team can

create the necessary tables or views for their application, providing higher business agility.

• The Coordinator, Resources Management and Workflows: provide functionalities to man-

age the BD Cluster and the data life cycle. The Coordinator and Workflow allow the creation of
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diverse jobs or tasks that can be submitted in the desired order. The Resource Manager distributes

the clusters resources to process the jobs.

Outside the BD Cluster, we can find the data sources that provide the raw data to be used in the BDW

and the Visualizations Tools where dashboards are developed to present the results to the users.

4.1.3.2 Technological Architecture

Due to the need of analysing big quantities of data in the most efficient way, new technologies that

use the power of distributed processing and storage have gained significant attention. Probably the most

well-known technology in this context, which can arguably be seen as the originating driver of the Big

Data movement, is Apache Hadoop, where data can be stored in the HDFS (Shvachko et al., 2010) and

then processed using the Map and Reduce (Dean & Ghemawat, 2008) programming model. Several

other technologies such as Sqoop, Hive (Thusoo et al., 2009), Spark (Spark, 2018), and Impala (Bittorf

et al., 2015), among others, are being constantly developed to tackle specific problems in the Big Data

ecosystem. These technologies allow the practitioners to retrieve data from the data sources, store it with

appropriate metadata and then processing it, in order to provide useful knowledge to the end-users.

Currently, in the BD world, the amount of BD technologies is overwhelming and sometimes can be

difficult to understand and choose the right technology for the right job. For example, for data collection,

technologies such as Flume, Kafka, or Talend can be used. For data preparation and enrichment, we

can use Spark or Storm. For data storage, Hive with HDFS, NoSQL databases, or Kudu can be used.

For machine learning tasks, we can use Spark, H2O, and TensorFlow L’Heureux et al. (2017). For query

engines, Impala, Presto, or Drill can be used. For data visualization, tools like Tableau, Power BI, JavaScript

can be used (Costa et al., 2018).

Due to the organizational requirements and due to the technologies available in the organization de-

picted in this demonstration case, the technological architecture presented in Figure 36 was used to

support this demonstration case. Nerveless this technological architecture can be used inside others

organization’s Logistics Departments, assuming the goals and requirements are similar to the ones de-

picted in this work. In case of distinct requirements, some technologies could be adjusted. Regarding

data ingestion from the sources, this work uses Sqoop. Even though Sqoop can only connect to structured

databases (Aravinth et al., 2015), since for this demonstration case the organization’s data sources were

only Structured Query Language (SQL) databases, there was no need to use another technology to ingest

the data. After the data is retrieved from the sources, the same is stored in HDFS, using the Parquet

format, which is one of the several formats that can be used to store data in HDFS. Other formats that can

be used are, for example, ORC or AVRO (Ivanov & Pergolesi, 2020). Parquet was chosen not only due to

its adequate compatibility with Spark and Impala technology but also due to its read-oriented format and

with adequate compression, which will bring advantages when we need to query the data (Baranowski

et al., 2015). Moreover, it was necessary to develop a Bash script in order to provide a mechanism to

create data backups in the Sandbox Storage and in the BDW.
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Figure 36: Technological architecture.

Spark was the chosen framework due to its data cleansing and transformation capabilities and due

to the capability to develop several machine learning models. Spark has the SparkSQL (Armbrust et al.,

2015) library that allows the use of SQL functions in conjunction with the Spark programming Application

Programming Interface (API) and complex libraries such as Spark MlLib (Meng et al., 2016). Being able

to perform all these tasks in one unique framework is a significant advantage, since, in this way, it is not

necessary to spend more time using and learning different technologies. Moreover, Spark is compatible

with Parquet files and Hive, which will be used to provide the data and metadata to the end-users.

Hive includes the Hive Metastore (the system catalog) where the metadata (schema and other statis-

tics) are stored, allowing proper data exploration and query optimizations (Thusoo et al., 2009). Hive

allows the creation of external tables where data is stored in HDFS directories and its life cycle is not

managed by Hive (Thusoo et al., 2009). Within Hive, we create two levels of interaction with the data. In

the first level, the data is modelled using a data-driven approach where the core entities (such as Needs,

Stocks, Products, among others) and other entities like Date and Time are stored. This layer allows ad

hoc access to the data from these entities to be used by any team or project. In the second layer, the

application layer, a new set of objects (materialized tables or views), oriented to the applications’ needs,

are created to provide access to the specific data that each application or project needs. This will provide

more personalized access to the data that will increase the application performance and higher business

agility, thus each team can create their tables or views as they need.

Impala provides a Massively Parallel Processing (MPP) SQL engine that combines the flexibility and

scalability of Hadoop with the familiarity of SQL and has proven to be generally faster than Spark or Hive

according to Qin et al. (2017) and to Bittorf et al. (2015). Impala can too be used to query data from HBase

and provide a connection to visualization applications, such as Tableau or Power BI, where dashboards

can be developed to present to the end-user the knowledge retrieved from the data (Bittorf et al., 2015).

This technological architecture supports all the requirements of this project, granting that we can

allow the data analysis team to provide knowledge to be used by the end-users, in order to support their
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decisions and therefore improving the organization’s results. Moreover, it can be used in other Logistics

4.0 projects to create a new centralized repository that aggregates different data sources and requires

predictive capabilities.

4.1.4 Demonstration Case

The application domain addressed in this paper is the Logistics Innovation Department of an auto-

motive factory. In this context, the Logistics Department handles large volumes of data related to nearly

7000 raw materials from a set of about 400 suppliers spread all over the globe, which impact the pro-

duction of about 1100 finished products. Concerning to internal logistics management, the department

is responsible for monitoring and analysing data and material movements referring to approximately 85

daily scheduled deliveries, in order to ensure the supply of material necessary for the proper functioning of

about 100 production lines associated with various high-service level customers. In light of the complexity

of the organization’s supply chain topology, the organization intends to foster the proposal, development

and evaluation of BDA tools capable of integrating and automating a large part of the logistics processes

that, until now, are managed by conventional spreadsheets extracted from classic and parameterizable

MRP methodologies existing in a given ERP system.

It is an essential department inside of a production facility and deals on a daily basis with orders,

deliveries, delays, production plans, inventory, among other processes. These business processes are

crucial to maintain the production lines working and to deliver in time the finished goods to the clients. It

is a complex and enormous department with countless business processes.

Due to this complexity, the implementation of a BDW needs to be addressed in an interactive way,

choosing one process at a time, looking at the data sources, selecting the appropriated attributes and

modeling the data in a data-driven approach that has as a final goal an integrated BDW supporting Logistics

4.0.

Therefore, in this specific case, to start the BDW proposal we analysed the processes that should

be considered the core component of this BDW. With the collaboration of key experts in the Logistics

Department, the following processes were selected: Product Inventory, Delivery, Purchase Order, and

Needs. This is the first task in the development process presented in Figure 37.

These processes will be the main drivers of the analytical objects in the BDW. Besides these objects,

other objects will be created, such as a spatial object with information related to countries, Date and Time

objects, and complementary analytical objects such as Product, Plant and Vendor. Each one of these

processes is supported by one or more tables in the ERP used by the organization. These different types

of objects are explained later in this section.

The understanding and selection of the business processes, together with the understanding and

selection of the data sources, compose the first activity of the development process (Figure 37) called

Data Understanding. In this activity, it is necessary to understand the data from the data sources, namely

the tables associated with each business process, how they are related, their private and foreign keys,
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the meaning and possible values of each attribute, among other steps. The second task is to select what

tables will be used to develop the BDW.

The next activity is related to the ”Data Quality”activity. Data quality is one of the most important

tasks in data-related projects. In this case, this activity has significant importance due to the complexity of

the data sources and their high number of attributes. For example, some transactional tables have more

than 200 attributes, although many of them are not used. In our demonstration case, data quality criteria

were defined to verify if an attribute will be used in the BDW. In this specific case, we established that any

attribute with more than 90% of empty or nulls values will not be used. This rule was essential to limit the

number of used attributes, excluding the ones that have low analytical value. Another rule that was used

was to manually verify if the attributes with only one or two distinct values were worth using. All these rules

were defined considering the organizational and decision-making context. The next step was to produce

the data quality reports through the execution of several spark jobs that analysed the data extracted from

HDFS. The attributes that will be part of the BDW are selected applying the previously defined data quality

criteria.

Data Modeling

Data QualityData Understanding

Understand and
select business

processes

Understand and
select data

sources

Define data quality
criteria

Produce data
quality reports

Apply data
quality criteria

Select
relevant
attributes

Identify Analytical
Objects

Identify
Complementary

Analytical Objects

Identify Descriptive
and Analytical

Families 

Identify Spatial
Objects

Identify Time
Objects

Identify partition
keys

Figure 37: Development process.

After the Data Understanding and the Data Quality, it was possible to model the BDW. To do that, the

modeling methodology presented by Santos and Costa M. Santos and Costa (2020) was applied in order

to propose a data model capable of integrating a significant amount of data. The methodology is based

on the creation of the following objects: Analytical Objects, Complementary Analytical Objects, Spatial

Objects, Time Object, and Date Object.

An Analytical Object is a subject of interest, highly denormalized and that can answer queries by itself

avoiding joins with other objects. These objects are directly related to the business processes such as

sales or deliveries and should be the firsts to be analysed and identified in order to verify if it is necessary,

or not, to create Complementary Analytical Objects. A Complementary Analytical Object is an object

that includes attributes usually used or shared by different Analytical Objects and that can be used to

complement the analysis of other objects, such as the Analytical Objects. Each object can be divided into

two distinct parts, the descriptive and analytical families. These families provide a logical group for the
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object attributes depending on their type and purpose. The descriptive family group all the attributes that

can provide different perspectives of analysis of the business indicators, while the analytical family group

the attributes with those business indicators to analyse the business process or part of it. These objects

can be integrated with the use of join operations (M. Santos & Costa, 2020). Figure 38 presents the data

model identified with the application of this methodology. Due to privacy concerns, it is only possible

to disclose some of the attributes present in the several objects This data model was developed in the

logistics context of this specific factory but can be used as starting point for any Logistics Department of

any organization.

The Analytical Objects used in this work are: Product Inventory that has all information about the

stocks of each product; Deliveries that has information about when each order is delivered; Purchase

Order that has information about how many products are ordered; and Needs that has information about

production lines needs.

The Time and Date objects were created from scratch and populated with information related to each

one. For example, in the Date object, we created boolean attributes such as week_day, weekend, summer,

winter, monday, tuesday, and others. In the Time object, attributes such as lunch-time, in-office, out-office,

rush hour, were created. This allowed us to analyse the relevant information and contextualize it in time

and date.

The Complementary Analytical Objects had emerged in the data modeling process due to the need

of analysing different Analytical Objects using data from the Complementary Analytical Objects. In these

objects was stored relevant and specific data that can provide useful information when used together with

data from several Analytical Objects. From these objects, we can highlight the following: Plant, Product,

and Vendor.

The object Country is a Spatial Object due to the geographical domain that includes information from

the transactional database and from a JavaScript Object Notation (JSON) file (already stored in HDFS)

with more information, such as the continent name.

The implementation process presented in Figure 39 starts with the data extraction performed using

Sqoop and Oozie Workflows and all data was stored in a HDFS directory called Sandbox. This Sandbox

directory allows the storage of all raw data and it is divided into sub-directories where each data source

has its own directory and is divided into tables or entities. In this demonstration case, two data sources

were used, the transactional database and a JSON file.

With all the necessary data stored in HDFS, we can use Spark to perform the data transformation

phase, where transformations and partitions keys are identified. Moreover, it is in this phase that the data

enrichment can be performed with predictions from the machine learning models.

After the data transformation, the data is stored in the BDW where each table represents one of the

objects included in the data model. Moreover, when the size of the object is too large to be used as one

unique file, the object is partitioned according to its partition keys in order to improve the performance

when querying the data. Furthermore, external Hive tables were created to provide Impala access to data.

Impala will be the SQL query engine that allows the connection between Power BI and the data stored in
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<< Analytical Object >>
Needs

Outsourced Descriptive Families
+ Plant
+ Product

Descriptive Families
 + Needs
        reservation_number (GK)
        reservation_item_number (GK)
        requirement_type
        material_number
        plant_key
        storage_location
        production_supply_area
        base_unit_measure
        (...)
 + Date
        component_requirement_date
        latest_requirement_date
        (...)

Analytical Families
       requirement_quantity
        quantity_withdrawn
        value_withdrawn
        quantity_entry_unit
        (...)

<< Complementary Analytical Object >>
Product

Outsourced Descriptive Families
+ Plant (GK)

Descriptive Families
 + Product
        material_number (GK)
        complete_material_maint_status
        maintenance_status
        material_type
        industry_sector
        material_group
        (...)
+ Date
        created_on
        last_change_date
        (...)

Analytical Families
        gross_weight
        net_weight
        volume
        length
        (...)

<< Complementary Analytical Object >>
Plant

Outsourced Descriptive Families
+ Country

Descriptive Families
 + Plant
        plant_key (GK)
        valuation_area
        factory_calendar_key
        street_and_number
        postal_code
        city
        (...)
+ Date
        valid_from
        (...)

<< Spatial Object >>
Country

Descriptive Families
 + Country
        country_key (G.K)
        vehicle_country_key
        language_key
        country_version_flag
        print_country_name_flag
        (...)

<< Complementary Analytical Object >>
Vendor

Outsourced Descriptive Families
+ Plant (GK)

Descriptive Families
        vendor_number (GK)
        country_key
        name
        city
        postal_office_box
        postal_office_box_postal_code
        (...)
 + Date
        master_record_creation_date
        record_creation_date
        (...)

Analytical Families
        minimum_order_value
        (...)

<< Time Object >>
Time

Descriptive Families
 + Time
time (GK)
hour
minute
lunch_time
in_office
out_of_office
rush_hour

<< Analytical Object >>
Product_Inventory

Outsourced Descriptive Families
+ Plant
+ Product

Descriptive Families
 + Product_Inventory
        warehouse_number (GK)
        quant_code (GK)
        material_number
        plant_key
        stock_cat_warehouse_mngmt_sys
        special_stock_indicator
        special_stock_number
        storage_type
        (...)
 + Date
         last_movement_date
         last_placement_stock_date
         last_stock_removal_date
        (...)
 + Time
        last_movement_time
        last_placement_stock_time
        (...)

Analytical Families
       total_quantity
       available_stock
       remove_quantity
       (...)

<< Analytical Object >>
Purchase_Order

Outsourced Descriptive Families
+ Plant
+ Vendor

Descriptive Families
 + Purchase_Order
        purchasing_doc_number (GK)
        purchasing_document_item_number (GK)
        deliver_schedule_line_counter (GK)
        company_code_header
        purchasing_doc_category
        purchasing_doc_type
        purchasing_doc_status
        item_number_interval
        last_item_number
        vendor_number
        (...)
+ Date
        record_creation_date
        purchasing_doc_date
        start_validity_period
+ Time
        time
        creation_time

Analytical Families
       cash_discount_days_1
       cash_discount_days_2
       cash_discount_days_3
       cash_discount_percentage_1
       (...)

<< Date Object >>
Date

Descriptive Families
+ Date
date (GK)
year 
month
day
week_day
weekend
winter
spring
summer
fall

<< Analytical Object >>
Delivery

Outsourced Descriptive Families
+ Plant
+ Vendor
+ Product

Descriptive Families
+ Delivery
         delivery_num (GK)
         delivery_item_num (GK)
        shipping_receiving_point
        delivery_type
        order_combination_indicator
         delivery_item_cat
         material_number
         (...)
+ Date
        planned_goods_movement_date
        loading_date
        record_creation_date
        material_availability_date
         manufacture_date
         (...)
+ Time
         time_of_delivery
         local_goods_issue_time
         (...)

Analytical Families
         total_weight
         statistics_exchange_rate 
         delivered_qty_sales_unit
         net_weight
         (...)

Figure 38: BDW Data Model.
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Data LoadingData TransformationData Extraction

Create Sqoop jobs Create Oozie
workflows

Identify
transformations

Create Python
scripts

Run Spark
jobs
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scripts

Figure 39: Implementation Process.

HDFS.

4.1.5 Results and Discussion

In this section, we discuss the efficacy and efficiency (4.1.5.1) of the BDW implementation. In sub-

sections 4.1.5.2 and 4.1.5.3, the challenges and opportunities faced in the development of this work are

present.

4.1.5.1 Efficacy and Efficiency

With the BDW implementation, it was possible to create a data repository that includes several busi-

nesses processes of the Logistics Department. Each process contains data from one or more tables from

the transactional database used by the organization.

The data model is dynamic and able to change quickly, in order to include more tables, with more

information related to any object that already exists in the BDW or to create new ones. The Time and

Date objects can be used with other objects to understand the organization temporal dynamics, such as

understand if there are any specific moments in the year where more delays are verified, or even when

the suppliers are usually late with the deliveries. Similar reasoning can be used with the objects Plant and

Inventory to analyse which plant has more inventory in its storage facilities.

With this work, it is now possible for the practitioners to use raw data extracted from the data sources

(using the Sandbox layer) or use data already cleaned and transformed using the BDW layer. This can be

achieved using the BDW Hive tables (as an example, Figure 40 shows the Country table view using the

HUE interface) or the parquet files stored in the HDFS. They can also create specific materialized objects

in the Application Layer in order to decrease the time needed to query the data. This reduces or even

avoid the initial development time needed to understand, extract, store, and transform data.

The Machine Learning component can also use data from the different architecture components to

provide useful predictions. For example, the available data can be used to predict if some scheduled

delivery will be late or not. With this information, the logistics planners can take several actions to reduce

the impact of this situation. This can be achieved using data from the Sandbox or from the BDW. Machine

Learning models can be created with this data using the Spark ML framework. Both the model and the

predictions are stored in the HDFS being available for later use and for possible updates in the future.

Furthermore, this data is now accessible to the organization through Impala connector and can be used

to provide different insights about the organization status, or even in projects that use ML to predict or
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Figure 40: Country table in Hive.

classify data to help in the decision making. This means that the time and the necessary knowledge to

develop useful dashboards for management is smaller. In Figure 41, a dashboard that analyses historical

and predicted data is present, showing information about deliveries. It is an overview where the historical

and predicted delayed or at time deliveries are analysed in several dimensions.

The top right component of the dashboard shows the number of products that belongs to each category

(A, B or C). This product classification demonstrates how important is each product for the organization.

Products classified with “A” mean that these are expensive products for the organization and normally

with more lead time, for example, electronic screens. The “B” category is for less expensive products, and

the “C” category is for cheap products such as bolts. The impact on delays for products classified with

“A” is superior to the products classified with “B” and “C”. The graph shows that there is a bigger number

of deliveries of “C” classification products demonstrating that this type of product has more frequent

deliveries. So, if for some reason there is a shortage in stock of this product type, the organization will be

able to solve that problem rapidly.

The two graphs in the lower-left corner of the dashboard compare the on-time deliveries and the

delayed deliveries analysed by the season year. Each one compares the historical data and the predictions
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made by the machine learning algorithm. The left one shows that the predictions followed the trend of

the historical date. The right one shows that an increase in delays in Autumn is predicted. With this

information, the organization can prepare mitigation actions to decrease the impact of the delays.

The middle graphs compare the delayed deliveries and on-time deliveries by transportation mode. For

example, we can see that the predictions (centre lower graph) show a general increase in the percentage

of on-time deliveries.

Figure 41: Dashboard with historical and predicted data related with deliveries.

The right side graphs compare the historical data with delays and the predictions. Bigger circles

point that are more deliveries from those countries will arrive with delays. We can see more delays from

products shipped by European countries. The same is predicted by the machine learning algorithm.

These results are based on a portion of the historical data provided by the organization. In future

work, the accuracy of the predictions will be verified to see if they conform with the organization’s needs.

More data will be also used to improve the model quality.

4.1.5.2 Challenges

The implementation of new technology inside the organization’s Logistics Department can be difficult

and rises diverse types of challenges. These challenges can be related to the technology itself, with the

lack of knowledge to develop the project, with the organizational culture, with the time and the cost to

develop the project, among others. When that technology will use or rely on the provided transactional

data to be successful, several new types of challenges related to data emerge.

Moreover, if the organization has a large dimension, can be extremely difficult to get the necessary

knowledge to understand the different business processes inside the Logistics Department and the data
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generated by them. For example, if we are inside of a multinational organization, with diverse divisions,

spread by multiple countries, with a complex transactional database, the data understanding will be one

of the most challenging steps in the project.

The following list provides the identification and brief characterization of the most relevant challenges

that were faced through the development of this work.

A. Data and technological challenges

• Data Understanding

Understanding the data that is stored in the transactional database is usually a challenge,

even worse when the organization is a multinational with a considerable dimension. Trans-

actional databases are complex systems, with misleading tables and attributes names. The

existing documentation about the data source is usually sparse, not given enough insights

about the data. Several logistics concepts need to be known, such as safety stock, safety

time, delivery time, procurement, among others, in order to better understand the data and

their relationships.

• Poor or missing raw data

When an organization starts a project that will use the raw data generated by the daily busi-

ness, it is necessary to identify if the necessary data is being generated and stored in the

transactional system and its overall quality. Sometimes the project goals can not be achieved

due to the lack of data or data with quality. In complex ERP systems is possible to verify that

many attributes are not used by the organization. For example in logistics, knowing where

an order is in transit to its destination can be very useful to predict if it will be on time, or

not, and to make decisions about how to avoid stops in the production line.

• Different values in different data sources for the same attribute

Due to the large and complex transactional system, is fairly common to find the same attribute

in different tables, related to the same entity, but with different values. Understand why this

happens and understand the type of situations that motivate this type of behaviour can be

difficult.

• Technological infrastructure

The adequate technological infrastructure is essential to stable a project development. In an

organization, the technological infrastructures can be based on outdated technology or the

technological infrastructure can change during the project lifetime. This will lead to a project

adaptation to the existing technologies or their evolution as the infrastructure change.

B. Organizational challenges

• Access to data and to a technological infrastructure

One of the first tasks in projects of this nature is to get access to data and to the infrastructure
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that will be used to process and store it. This is a task that needs to be done at the beginning

of the project and where the organizations’ policies can interfere in a negative way. This can

not be an obstacle or take a long time to overcome.

• Understand the business processes

Commonly, large organizations have many and complex business processes, with diverse

rules, exceptions and paths, which can be difficult to understand. Moreover, the documen-

tation about the business processes can be insufficient, creating another obstacle in this

type of project. In the logistics area, where daily interactions with the suppliers and their

systems exist, where processes are complex in order to achieve better results in the produc-

tion line, and where concepts such as just in time production are being implemented, the

documentations has a relevant impact when new projects start to be developed.

C. Project team challenges

• Lack of knowledge in the used technologies

As Big Data is a recent concept, there is a lack of human resources with experience in the

technologies used to support this concept. Building a teamwithout any experience in Big Data

can lead to several problems in the project. Moreover, when adding specific requirements of

a complex area like logistics, more difficult is to get multidisciplinary teams with knowledge

in both areas.

• Lack of sufficient human resources

To develop such a complex project, the project team needs an adequate number of human

resources. The lack of sufficient human resources can cause delays in project development.

Teams with a high number of elements can be prejudicial to the project too, but very small

teams lead to a lack of different backgrounds and points of view that can hinder the project.

The challenges enumerated in this section are some of the biggest challenges that a team can en-

counter while develop and implement a BDW inside of an organization with a considerable size. The

challenges can cause delays in the project milestones and they should be taken into account when the

project is planned. Most of them can be mitigated with simple actions such as grant early access to all

necessary resources and develop the necessary documentation in all projects.

4.1.5.3 Opportunities

When an organization go through a technological change such as the creation of a BDW, some op-

portunities emerge. Indeed, we can say that each challenge can be transformed into one opportunity.

Therefore, we will take the challenges provided in section 4.1.5.2 and transform them into opportunities.
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A. Data and technological opportunities

• Improve documentation

Very often, documentation is treated as the less important part of the project. The time

and effort put in the documentation development are lower than required, leading to poor

documentation. With the development of a new project, the poor documentation of the

previous one becomes evident. The effort that needs to be done to understand the previous

project can be reused to improve the documentation and, therefore, decrease the time and

effort needed for the next ones.

• Improve data quality

Data quality is essential to the development of these data-based projects. As we need to

perform data quality tasks, this can be used to detect and report data problems that can be

fixed in the near future. This can be useful not only for this project but even for past and

future projects.

• Technological infrastructure

A new project that requires new technology can be an excellent driver to improve the techno-

logical infrastructure existent in the organization. These changes can include, for example,

updating the existent technologies or the implementation of new ones.

B. Organizational opportunities

• Improve internal processes

With the implementation of new technology, some internal processes will be analysed and

can be improved. Moreover, processes can use the newly available technology to improve

their performance.

• Improve business processes documentation

Many analytical teams do not know the business processes and they need to found the

right person to ask. Often, if they ask the same question to different persons, they will get

different answers. Properly document the business processes can be a key way to improve

the business understanding not only inside the analytical teams but for the organization in

general.

C. Project team opportunities

• Creation of a team specialized in Big Data technologies

Research projects can have a tremendous impact on organizations, not only by the obtained

results but also by the improved capabilities of human resources. In this specific case, the

creation of one team specialized in Big Data technologies can boost more projects, more

efficiently, and with more efficacy.
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• Improve workers knowledge in logistics processes

Human resources with more business knowledge can bring their knowledge to other projects

and have a positive impact on them. This can be verified not only in new ones but also in

the maintenance and improvement of other ongoing projects.

• Improve workers knowledge about data sources

Data analytics projects always depend on the data source. Knowledge about them is essential

for a good start and a proper development of the project. It is crucial to have in the project

team, at least, one specialized resource in the data sources, helping the development team

to understand the data.

Besides the enumerated opportunities, other opportunities can arise with the creation and imple-

mentation of a BDW in a Logistics Department. For example, new projects can be initiated and use the

BDW as their data source, providing integrated and consolidated data for their timely development. Other

departments can use data in the BDW to improve their predictions and their decision making needs.

4.1.6 Summary and Future Work

This paper presented the proposal and implementation of a BDW into a Logistics Department of an

automotive factory. The implementation of the BDW is the starting point to push the concept of Logistics

4.0 in this facility, improving the analytical capabilities and supporting the decision-making process in the

Logistics Department. Moreover, we highlight several challenges and opportunities that normally are not

considered in other works.

Through this work, we presented the logical and technological architecture that support the implemen-

tation of the BDW that includes several logistics processes. Moreover, we presented the proposed BDW

data model. The BDW data model is a key element to get insights into the current state of the organiza-

tion and to support the logistics planners’ decisions efficiently. The logical and technological architecture,

as well as the data model, can be used as starting a point to develop and implement a BDW in similar

Logistics Departments.

As we advance, we faced several challenges and opportunities in the BDW development and imple-

mentation. One of the most difficult challenges was to understand the several logistics processes and

how the data of these processes is stored in the transactional system. Finding the right data to support

the proposed system was a difficult and time-consuming task. Nevertheless, the most important thing is

to be aware of the challenges and implement mitigation plans in order to solve them, or at least decrease

their impact on the project final results. Other challenges that can be faced in this area are related to

the technologies and the available infrastructure used by the organization. Sometimes the technological

infrastructure is changing during the project what can lead to several project changes. Moreover, the

available infrastructure can include outdated technologies or be short in resources when used by several

teams at the same time.
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In the opportunities field, several points that can be addressed to improve the organization, the Lo-

gistics Department, and the next projects. But these opportunities need to be addressed in new projects

with a well-defined goal and scope, due to the new challenges that these projects will rise. Organizations

need to promote a culture of continuous improvement to face these opportunities.

As future work, the BDW implementation can be improved by automatizing the data extraction, trans-

forming, and enrichment pipelines to increase the performance and decrease the human intervention.

Moreover, the data model can be extended by adding new objects (complementary or analytical) in order

to enlarge their scope or improving the existent ones by adding new data to the already existing objects.

Furthermore, more machine learning models can be created and integrated into the existing BDW to enrich

the data and provide predictions to help the logistics planners. Also, the implementation of a real-time

layer should be taken into consideration.

101



CHAPTER 4. SUPERVISED LEARNING OF SUPPLY DELAY RISK

4.2 A Machine Learning-based framework for predicting

supply delay risk using Big Data technology
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Abstract

In supply chain (SC) management, Big Data Analytics (BDA) has been explored by researchers and

practitioners as a way to manage uncertainty factors and try to mitigate their effects on SC performance.

Focusing on the upstream SC, it is well-known that supply delays impact strongly on inventory and demand

management. However, while optimization-based techniques have been the most popular operations re-

search approach to tackle SC risk management related problems, only recently have we witnessed the

application of Machine Learning (ML) techniques in the upstream SC side, naturally subject to uncertainty

signals emerging from downstream SC players. In this paper, we propose a novel ML-based framework for

predicting the risk of supply delay using a scalable technological BDA architecture. Our main contribution

relates to the introduction of a framework that combines ML and BDA to predict the risk of supply delays

while evaluating the financial impact of model misclassifications. The proposed ML approach includes a

new set of data features whose dynamics may affect positively or negatively the supplier delivery perfor-

mance. Moreover, to the best of our knowledge, this work is the first in the SC management literature that

combines BDA and ML in the context of supply risk identification. In sharp contrast with common practice,

where theoretical frameworks are typically adopted, our approach takes advantage of real-world empirical

data to evaluate each classifier, under a rolling window validation scheme, in terms of both predictive

power and the potential impact of misclassification on the overall inventory management performance.

When comparing the performance of six ML classifiers, our results favor the Random Forest (Random

Forest (RF)) algorithm, which provides an excellent predictive discrimination power (90%) and the lowest

misclassification costs (average of 1.3k monetary units). .

Keywords On-time delivery, Supplier delay, Supply chain risks, Machine Learning, Big Data Analytics.
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4.2.1 Introduction

Industry 4.0 represents the adoption of Information Technology (IT) into the industry to achieve a

higher level of operational efficiency, productivity, and automation (Drath & Horch, 2014; Manavalan &

Jayakrishna, 2019; H. Xu et al., 2018; L. Yang, 2017). Key concepts such as IoT and CPS emerge with

Industry 4.0, transforming traditional factories into smart factories. These factories of the future or smart

factories produce a massive amount of industrial data that can be converted in valuable insights for the

company through data analysis and integration (Božič & Dimovski, 2019; Costa & Santos, 2017a; Govindan

et al., 2018; Trkman et al., 2010; Waller & Fawcett, 2013). In this context, BDA can be used to improve

the decision-making process, create value and competitive advantages to companies (Božič & Dimovski,

2019; Roßmann et al., 2018; Waller & Fawcett, 2013; G. Wang et al., 2016). There are several potential

advantages resulting from the adoption of BDA, including an increase of revenues, customer satisfaction

and product quality, better resource planning, better insights on customer needs, optimized supply chain,

better demand forecast, among others (Lueth et al., 2016). Indeed, previous research (Božič & Dimovski,

2019; Lueth et al., 2016; Trkman et al., 2010) has been highlighting the importance of BDA as a key

driver of value creation in modern companies and recent supply chain empirical studies corroborate these

findings (Costa & Santos, 2017a; Roßmann et al., 2018; Vieira et al., 2019).

SC is a complex network of entities, processes and resources (Chopra & Meindl, 2016; Harland et al.,

2003; Simchi-Levi et al., 2000). Globalization and the global market competitiveness have contributed to

making supply chains a more complex network (Harland et al., 2003; Manavalan & Jayakrishna, 2019).

Yet, due to this increase of complexity, supply chains have become more vulnerable to disruptions caused

by several uncertainties and risks, such as lead-time uncertainty, demand uncertainty, price uncertainty,

yield uncertainty, order crossover, supply disruption and supplier delays, which impact on supply chain

performance (Er Kara et al., 2020; Fahimnia, Tang, et al., 2015; Harland et al., 2003; C. Tang, 2006b).

Over the past two decades, managing these uncertainty factors and risks, and mitigating their effects

on supply chain performance have increasingly attracted the attention of researchers and practitioners.

Supply Chain Risk Management (SCRM) emerged in the early 2000s and has become an important and

attractive field (Baryannis, Dani, & Antoniou, 2019; Sodhi et al., 2012; O. Tang & Musa, 2011). According

to studies conducted by G. Wang et al. (2016), Tiwari et al. (2018) and Spanaki et al. (2018), several

different techniques have been employed to tackle SCRM-related issues, namely statistics, simulation, op-

timization and ML (Brintrup et al., 2020). Baryannis, Dani, and Antoniou (2019) classified the techniques

used in solutions proposed in the research literature into three main categories: multi-criteria decision

analysis techniques, mathematical modeling and optimization and AI techniques. From these, Baryannis,

Validi, et al. (2019), Baryannis, Dani, and Antoniou (2019) and Brintrup et al. (2020) argue that the opti-

mization technique has been the most popular (mainly mathematical programming) regarding the majority

of SCRM-related studies. Yet, the authors raised attention to the importance of exploring ML approaches,

which have received little attention from researchers and practitioners when solving general SC-related

problems. In particular, Baryannis, Validi, et al. (2019) have found several gaps in the SCRM literature.
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Firstly, there is a lack of studies that employ AI/ML techniques in order to conduct descriptive and pre-

dictive risk analyses based on learning mechanisms, in sharp contrast to mathematical programming

techniques that do not allow such capabilities. Secondly, notwithstanding BDA has been used in several

research fields and applications with considerable impact, empirical research is necessary to further ex-

ploit its benefits in the context of SCRM. Thirdly, the vast majority of studies in the literature focus on risk

response in detriment of the proactive identification of supply chain risks. At this point, we believe that

modeling techniques such as ML and BDA may play an important role on identifying risks in a proactive

rather than reactive fashion, thereby enhancing supply chain decision-making processes. Note that the

recent works of Brintrup et al. (2020) and Baryannis, Dani, and Antoniou (2019) have already discussed

the potential of using Big Data to predict supply chain disruptions. However, scarce attention has been

given to BDA applications to real-world supply chain contexts (see, e.g., Er Kara et al. (2020) and Vieira

et al. (2019)).

4.2.2 Aims and contributions

Focusing on risk management practices in the upstream supply chain, delivery delays have a direct

influence on the overall inventory management performance, potentially leading to inventory stock-outs

and damages in the target customer service level. On the other hand, supply orders can eventually arrive

earlier than required, potentially entailing an increase in holding costs as a result of additional storage

space requirements. As such, on-time delivery is a standard objective of logistics and should be properly

estimated so that to avoid shortage of inventory and consequently manufacturing disruptions (Baily et

al., 2015). In short, improving on-time delivery performance is crucial for the organizations in order to

enhance customer satisfaction and company performance (Niemi et al., 2020).

This paper aims to propose a ML framework for predicting the risk of supply delay by taking advantage

of a scalable technological Big Data architecture proposed in N. Silva et al. (2021). The proposed ML frame-

work is supported by a BDW that aimed to store, integrate and provide real data to it. We explore several

ML classifiers to predict supplier delays, thereby helping logistics planners in the supply decision-making

process. This framework is applied and evaluated in a real-world multinational automotive electronics or-

ganization. It is noteworthy that, very often, the performance of ML classifier is determined only in terms

of its predictive power, assuming that all potential misclassifications have equal costs. In real-world supply

chains, this assumption may not hold and it is necessary to take into account the asymmetric classification

costs as an important factor (Klawonn et al., 2011). For instance, depending on the type and character-

istics of the products, type of suppliers, distance and transportation modes. Motivated by the lack of

research studies considering the impact of misclassifications in supply chain performance, we evaluate

the performance of ML classifiers in terms of both predictive performance and misclassification-related

costs in order to provide results simultaneously with a high prediction performance and minimum costs

of misclassification. Regarding the predictive performance, we consider the Area Under the ROC Curve

(AUC) of the Receiver Operating Characteristic (ROC) analysis as the evaluation metric, whereas for the

104



4.2. A MACHINE LEARNING-BASED FRAMEWORK FOR PREDICTING SUPPLY DELAY RISK USING BIG DATA
TECHNOLOGY

misclassification-related costs we develop a heuristic procedure to calculate the special freight costs and

inventory costs associated with the different types of predictive errors. The proposed framework reveals

valuable for the organization, helping on improving the efficiency of the inventory management process,

enabling to generate cost savings and to ensure an appropriate logistics performance and control. At this

point, we believe that our approach may help logistics planners from other related supply chain contexts

to leverage the decision-making process to a better performance (acting proactively rather than reactively

to supply delays) and, consequently, to increase their flexibility and productivity.

The research methodology adopted throughout this work is the Cross-Industry Standard Process for

Data Mining (CRISP-DM) (Chapman et al., 2000). The CRISP-DM methodology is a robust and well-

proven methodology that provides an overview of the life cycle of data mining projects. It is an iterative

methodology in the sense of providing continuous improvements of the artefacts and consists of six distinct

phases, as depicted in Figure 2 (Chapman et al., 2000).

The main contributions of this work can be summarized as follows:

• we propose a ML pipeline supported by a technological Big Data architecture in order to predict

supply delay risk;

• we compare the performance of six flexible ML classification models (Random Forest, Logistic

Regression, Gradient-Boosted Tree, Linear Support Vector Machine, Decision Tree, and Multilayer

Perceptron);

• we adopt a realist and robust model Rolling Window (RW) evaluation procedure, with several training

and test modeling iterations;

• we address a real-world case study related with a major multinational automotive electronics man-

ufacturer;

• we evaluate the performance of the different flexible ML classifiers in terms of both predictive

performance and inventory-related costs induced by a potential model misclassification.

The rest of the paper is organized as follows. Section 4.2.3 provides an overview regarding the litera-

ture contributions related to supply delays risk. Section 4.2.4 provides details on the industrial case study

that supports our work. In Section 4.2.5, we describe the proposed technological Big Data architecture

that serves as foundation for the machine learning pipeline, as well as the methods used to create and

deploy the Machine Learning models. All results are presented in the Section 4.2.6. Finally, we conclude

the paper in Section 4.2.7.

4.2.3 Related work

BDA and ML techniques have been increasingly considered in the literature to solve inbound logistics

problems in supply chains (Baryannis, Dani, & Antoniou, 2019; Er Kara et al., 2020). Table 18 provides
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Figure 42: CRISP-DM methodology adapted from Chapman et al. (2000).

an overview of literature contributions on supply delays risk. To the best of our knowledge, there are only

six research works in the literature that applied ML techniques for modeling supply delays risk. Quah et al.

(2019) proposed a MLmodel for predicting late deliveries of goods on the Malaysia national courier service.

The authors compared three classification models: Naïve Bayes, Decision Tree and K-Nearest Neighbors

(K-NN), and used metrics such as precision and recall to evaluated the model predictive performance.

Khan et al. (2019) also proposed a Machine Learning model for predicting on-time delivery and late deliv-

eries, comparing also a set of classification models: Support Vector Machines, Logistic Regression, Naïve

Bayes and Decision trees. The authors used different performance measures such as accuracy, preci-

sion, sensitivity, specificity, F1 score and AUC to evaluate the performance of models. Baryannis, Dani,

and Antoniou (2019) proposed and implemented a framework for data-driven risk prediction in a multi-tier

aerospace manufacturing supply chain for predicting delivery delays. They applied two ML classification

algorithms (Support Vector Machines and Decision Tree) on data related to 50,000 products deliveries

from tier 2 to tier 1 supplier in a period of 6 years. The authors also adopted the F1 score, average

precision and Matthews correlation coefficient in order to evaluate the models predictive capabilities. The

choice of the algorithm was performed considering the trade-off between performance and interpretability

of models. Cavalcante et al. (2019) developed a hybrid model that combines simulation and Machine

Learning techniques for resilient supplier selection. The authors considered on-time delivery as the key

criterion for supplier reliability and compared two classification models: K-NN and Logistic Regression.

Recently, Brintrup et al. (2020) used a ML approach to predict on-time and late deliveries on a complex

asset manufacturer. The authors compared four ML models (Random Forest, Support Vector Machine,

K-NN and Logistic Regression) and empirically evaluated the ML performance using metrics such as preci-

sion, recall and F1 score. They also highlight the importance of domain knowledge for performing feature

engineering tasks. In a different context, Balster et al. (2020) proposed an Estimated Time of Arrival

(ETA) predicting model based on the ML technique for Intermodal Freight Transport Networks (IFTN). This
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model aimed to predict accurate arrival time on the downstream process in order to increase the supply

chain visibility and also to evaluate the impact of delays when they occur. Due to the complexity of this

problem, the authors divided the overall ETA prediction into several sub-problems that focus on each lag

of the Intermodal freight transport with its appropriate ML model. The overall ETA prediction covers the

intermodal transport chain from the origin to the final destination and was obtained by combining each

individual prediction.

In sharp contrast with the previous literature, we investigate the performance of the ML-based models

by evaluating not only their generalization capacity to unseen data but also the inventory-related costs

generated from a potential model misclassification. To the best of our knowledge, this work is the first in

the supply chain management literature that combines ML and BD to predict the risk of supply delays while

evaluating the financial impact of model misclassifications. In contrast, previous works in the literature

only consider ML or the combination of ML with simulation techniques. We intend to fill the aforementioned

gap highlighted by both Baryannis, Dani, and Antoniou (2019) and Brintrup et al. (2020) regarding the

nonexistence of practical real-world cases that use BD to predict supply chain disruptions (since there are

only theoretical frameworks), and the gap pointed by Baryannis, Validi, et al. (2019) related to the lack of

studies that employ BDA and ML for identifying risk (instead of focusing on risk response).

4.2.4 Industrial Case Study

This paper aims to propose a Machine Learning approach to predict the risk of supply delays (dis-

cussed in Section 4.2.5) by using Big Data technologies (discussed in Section 4.2.5.1) in the Logistics

Department of a multinational automotive industry. For the sake of confidentiality, the company name

is not disclosed. Currently, the company logistics planners act reactively regarding supply delays, due to

the nonexistence of approaches for dealing with this issue. The organization’s inbound process managed

by the Logistics Department involves raw materials (for instance, different types of components or parts)

that will impact in the production of several finished products. The company constantly receives several

scheduled deliveries from its suppliers and the production lines run 24h, 7 days per week. Thus, any

delay in the delivery of raw materials used in the production plan can lead to delays in the finished goods

delivered to customers. These delays will affect the financial results and the organization´s service level.

In order to comply with the finished goods delivery scheduling, if the logistics planners anticipate that

a raw material delivery will be delayed, they can act proactively, requesting a special freight that will get

the raw material from the supplier to the factory in the necessary time to avoid damages in the production

plan. Although the production plan can be fulfilled, the special freight has a substantial monetary cost

for the organization. Moreover, if the logistics planner does not anticipate the delivery delay with the

necessary time space, the special freight can be late for the planned production. In the other spectrum,

the planners can request the special freight due to an assumption of a delay in the supplier delivery but

can be a wrong assumption, what will create a monetary cost for the special freight and also for the extra

stock. This work addresses a relevant business goal that aims to prevent these situations: to predict
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Table 18: Chronological scientific works for modeling supply delays risk using BDA techniques.

Study Ta Ab Mc Dd He Ef Pg Rh

Quah et al. (2019) ML NB, DT, KNN TPR, PPV Yes - HO - 400k
Khan et al. (2019) ML SVM, LR, NB,

DT
ACC, PPV, TPR,
TNR, F1, AUC

No - CV - 505k

Baryannis, Dani,
and Antoniou (2019)

ML SVM, DT F1, CM, MCC,
AP

Yes GS CV 5y 50k

Cavalcante et al.
(2019)

ML, S KNN, LR AUC, ACC No GS HO 4y -

Brintrup et al.
(2020)

ML RF, SVM, LR,
KNN

PPV, TPR, F1 Yes - HO 1y 232k

Balster et al. (2020) ML RF, GBT RMSE Yes GS CV 2y 131k
This work ML,

BD
DT, RF, LR, GBT,
LSVC, MLP

AUC, CM Yes BO RW 20m 60k

a Modeling Technique: ML - Machine Learning, S - Simulation, BD - Big Data.
b ML Algorithm: NB - Naïve Bayes, DT - Decision Tree, KNN - K-Nearest Neighbour, SVM - Support
Vector Machine, LR - Logistic Regression, GBT - Gradient-Boosted Tree, LSVC - Linear Support Vector
Machine, MLP - Multilayer Perceptron.

c Metrics: TPR - True Positive Rate, TNR - True Negative Rate, PPV - Positive Predictive Value, ACC -
Accuracy, F1 - F1 Score, AUC - Area Under the ROC Curve, AP - Average Precision, MCC - Matthews
Correlation Coefficient; CM - Confusion Matrix.

d Empirical Data.
e Hyperparameter Tunning Approach: BO - Bayesian Optimization, GS - Grid Search.
f Model Evaluation: HO - Hold-out, CV - Cross-validation, RW - Rolling Window.
g Data Period: m - month, y - years.
h Data Records: k - thousands of records.

the risk of future planned orders being delayed, supporting the logistics planners decisions to request a

special freight in the necessary time frame.

4.2.5 Material and methods

This section discusses the material and methods applied for this research. It includes two main

subsections: the first subsection describes the proposed Big Data technological architecture and the

second subsection describes the proposed ML pipeline in this research.

4.2.5.1 Big Data technological architecture

Due to the recent advances in IT, there has been a growth of digital data that reflects what is known

as the 3 Vs: volume, velocity and variety. Hereupon, the need for new technologies and paradigms arose

in order to analyse such data in an adequate time frame. The Big Data paradigm has emerged to solve

this issue and, with it, new technologies that use the power of distributed processing and storage. Apache

Hadoop is a framework that allows to store data in the HDFS (Shvachko et al., 2010; Vieira et al., 2019;
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Zhong et al., 2016) and to process it using the MapReduce (Dean & Ghemawat, 2008; Zhong et al., 2016)

programming model. Several of other technologies such as Sqoop, Hive (Thusoo et al., 2009), Spark

(Spark, 2018), Impala (Bittorf et al., 2015), among others, are being continuously improved to tackle

specific problems in the Big Data ecosystem (Vieira et al., 2019). These technologies allow practitioners

to collect data from the data sources, processing and storing it in order to provide useful knowledge to the

end-user.

Currently, the amount of Big Data technologies can be overwhelming and sometimes it can be difficult

to understand and choose the right technology for the right task. For instance, data collection can be

performed using technologies such as Flume, Kafka or Talend. For data preparation and enrichment,

we may use Spark, Pig, Storm, or native MapReduce. For data storage, Kudu, Hive, HDFS, or NoSQL

databases can be used. For ML tasks, we have Spark, H2O, Petuum, Vowpal Wabbit, Apache SAMOA,

and TensorFlow (L’Heureux et al., 2017). Querying data can be performed using Drill, Impala or Presto.

For visualization, tools like Tableau, PowerBI or JavaScript can be used (Costa et al., 2018). In this work,

due to the analyzed manufacturer requirements and the available technologies in the organization, we

propose a technological architecture that is shown in Figure 43. This technological architecture includes

three main layers, as follows:

A. Sources: refers to the organization’s databases or other data repositories. In this work, apart

from the transactional SQL database belonging to the organization, we also used one file that was

previously stored in HDFS along with additional information related to the suppliers.

B. Big Data Infrastructure: based in the Hadoop ecosystem we adopted a set of tools, namely:

1. Sqoop - used to extract data from the organization’s SQL databases. This tool only allows

the connection to structured data stores (Aravinth et al., 2015). In our case, since the data

source is a SQL database there was no need to use another technology for data extraction.

After extracting the data from the data source, the same was stored in HDFS using the

Parquet format. This format is one of several formats available in the Hadoop ecosystem,

such as ORC, AVRO, among others (Ivanov & Pergolesi, 2020). We adopted the Parquet

format due to its compatibility with Apache Spark and Impala, and also because it is a read-

oriented format with adequate compression, which will bring advantages when querying the

data (Baranowski et al., 2015).

2. Apache Spark - framework for data cleansing, transformation and ML models creation.

It provides several libraries, such as spark.sql, spark.mllib and spark.ml (Armbrust et al.,

2015; Meng et al., 2016). The spark.sql library allows the use of SQL functions together with

the Spark functional programming API. The spark.mllib and spark.ml libraries are used for

ML purposes. Being able to perform all these tasks in a single framework is an enormous

advantage, in the sense that there is no need to spend time configuring and adjusting different
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technologies. Moreover, Apache Spark is compatible with the Parquet format and Hive, which

will be used to provide the data to the end-users.

3. Hive - includes the Hive Metastore (the system catalog) where the metadata (schema and

other statistics) are stored, allowing query optimization and data exploration (Thusoo et al.,

2009). Hive allows the creation of external tables where data is stored in HDFS directories,

while the schema and other information are stored in the Hive Metastore (Thusoo et al.,

2009; Vieira et al., 2019). Due to this fact, data can be queried using spark.sql, Impala,

among other technologies.

4. Impala - provides a Massively Parallel Processing (MPP) SQL engine that combines the flex-

ibility and scalability of Hadoop with the familiarity of SQL (Bittorf et al., 2015). Furthermore,

Impala can query data from Hive and can provide a connection to visualization technologies,

such as Tableau or Power BI.

C. Data visualization: consists in data visualization tools for analysing the massive amount of data.

We adopted Power BI to develop dashboards for the end-users.

System Architecture

Data VisualizationSources

B C

A B C
Hadoop Ecosystem HDFS Raw Data Machine Learning Model Hive Metastore 

A

Impala Power BI

Tools

SQL Query 
Engine

Transformation 
Enrichment

Extraction

Sqoop

Big Data Infrastructure

Data Ingestion Modeling and Evaluation Deployment

ML Model
DeployFeature Engineering Machine Learning Model Training Evaluation Parameter Tunning

ML Model
SelectionTransformed Data

Other 
Sources

Internal data
Sources

Figure 43: Big Data technological architecture.

We adopted Apache Spark due to its scalability, simplicity and easy integration with other tools. It is

a widely-used unified analytics engine for large-scale data processing used into 80% of the Fortune 500
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enterprises. It provides fast distributed computing on large-scale data across clusters of machines using

in-memory processing. Moreover, Apache Spark supports several high-level tools, as such Spark SQL (for

SQL and structured data processing) and MLlib (for building Machine Learning Pipelines in large-scale

environment) (Spark, 2018). We also adopted the Sqoop tool for the data extraction data due to the

fact that all sources are SQL databases (relational databases). The choice for Impala as the SQL query

engine was based on its performance on query execution. Generally, Impala assuring low latency query

execution compared with other SQL-on-Hadoop systems, such as Spark, Drill, Presto or Hive (M. Santos et

al., 2017; N. Silva et al., 2021). Finally, we choose the PowerBI tool for data visualization. It is a powerful,

popular and easy to use (drag-and-drop functionality to create visualizations and intuitive features) data

visualization tool. Moreover, this tool is recently listed as a Leader in the 2021 Gartner Magic Quadrant

for Analytics and Business Intelligence Platforms (Richardson et al., 2021).

The developed technological architecture fulfills the requirements of this project ensuring that the

knowledge provided by the data analysis can be used by the end-users to support their decision-making

processes and to improve the organization’s results.

4.2.5.2 Machine Learning pipeline

The proposed ML pipeline is shown in Figure 44 and details all steps followed to developed the final

models. It includes three main steps:

• Data Preparation: consists in activities such as data extraction from data sources and perform

all tasks related to data cleaning, data transformation (including, feature engineering), as well as

standardization of features and feature selection. This step is outlined in Section 4.2.5.3;

• Modeling and Evaluation: the ML model is built and then it predictive capability (performance

evaluation) is evaluated. The detailed specification of this step is provided in Sections 4.2.5.4,

4.2.5.5 and 4.2.5.6; and

• Deployment: the selected ML model is deployed on Big Data cluster. Firstly, the model is saved

into a specific path of the HDFS and then is created an workflow to re-train this model in a predefined

time-frame. All predictions are stored in the Hive external tables;

4.2.5.3 Data Preparation

4.2.5.3.1 Logistics data

This research considers real data from the Logistics Department of an automotive industry, from

January 2019 to September 2020, related to orders of raw material. The data were collected from the

company data repository (system that contains the same information of the ERP system) using the Sqoop

technology, and then stored in the Big Data cluster in a Parquet format. Table 19 provides a description of
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Figure 44: Machine learning pipeline.

the constructed dataset, as well as the identification of all features selected as the input of the predictive

model. These features were selected manually in concordance with business domain expert knowledge,

as defined by the logistic planners. In addition, a set of new features were created from the raw data to

improve the predictive capabilities of the ML models (see Section 4.2.5.3).

After collecting data, we perform the data cleansing in order to remove all missing and duplicated

data. Therefore, we obtained a total of 60,340 orders related to 3,414 different raw materials, from 259

suppliers. Performing the Exploratory Data Analysis (EDA), we found that 60% of orders were related to

deliveries with delays (class “0”) and 40% of orders (class “1”) were related to early and on-time deliveries.

Thus, our dataset is reasonably balanced, as shown in the Figure 45. We defined that the negative class

(“0”) corresponds to order delays and the positive class (“1”) corresponds to a early and on-time delivery

orders.

Several ML algorithms require only numerical features and therefore categorical features must be

previously converted into numerical features. In this work, five of the considered features are categorical

and we applied the known one-hot encoding to convert them to numerical values. Firstly, we applied the

StringIndexer to encodes each column of labels into column of label indices. Then, the label indexes are

mapped to a binary vector using the OneHotEncoder. Lastly, we use the VectorAssembler to merge these

vectors into a single feature vector.

Before encoding categorical features we must verify and visualize each categorical variable and its

levels, in order to determine whether or not it should be considered as a feature for our models and

subsequently encoding them if necessary. We noted that all of our categorical features levels occur in a
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Figure 45: Distribution of output target.

considerable proportion over the dataset (variations in the dataset), making some impact on the model.

Table 19: Summary of the logistics data attributes.

Context Attribute Description (format, examples) Fa

Orders

Order date Order placed date (date, {’20190320’}) N
Order quantity Quantity of ordered item (number, {1800, 10000}) Y
Quantity delivered Quantity delivered (number, {1500, 8000}) N
Delivery date
(Planned)

Planned date to deliver the order (date,
{’20190802’})

N

Delivery date (Real) Date of order delivery (date, {’20200302’}) N
Transport mode Type of transportation (text, {’Sea’, ’Air’, ’Road’}) Y
Forwarder Name of delivering carrier (text, {’Company X’}) N

Raw materials

Material number Raw material code (text, {’00126523’,
’FH123201’})

N

Lead-time Contracted transit time in working days (number,
{1, 4})

Y

Planning time fence Frozen zone in days at supplier (number, {2, 8}) Y
ABC classification Classification of raw material determined by vol-

ume of sales and price (text, {’A’, ’B’, ’C’})
Y

Suppliers

Number Code of supplier (text, {’0685RF5T’}) N
Name Legal name of the supplier (text, {’Company Y’}) N
Location (Country) Location country of supplier (text, {’Portugal’,

’China’})
N

Location (Region) Region of the supplier location (text, {’Europe’}) Y

Target Score Supplier score: delays and on-time delivery (bi-
nary, {0, 1})

Y

a Feature: Y - Yes, N - No.
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4.2.5.3.2 Feature engineering

Feature engineering is a fundamental process in any ML task. Often, it involves the creation of a

new set of features (or attributes) from raw data that enable a more effective characterization of the

predictive problem (Domingos, 2012). Inspired by the work of Brintrup et al. (2020), and after several

brainstorming meetings with the company logistics experts, we have built a set of new features from the

raw data (considered as inputs in the predictive modeling process) as follows:

• Percentage of delays: Naturally, we expect that the past on-time-delivery performance of the

supplier may influence future deliveries. Therefore, we have considered the average percentage of

supplier delays over the past 𝑛 orders, i.e.,

𝐷𝑒𝑙𝑎𝑦𝑠 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

1{𝐴𝑡−𝑖>𝑅𝑡−𝑖 } × 100 (4.1)

where𝐴𝑡−𝑖 and 𝑅𝑡−𝑖 are the actual and required receipt dates for the past supplier order 𝑡 − 𝑖, and
1𝐴 denotes a logical function (it equals 1 if 𝐴 is true and 0 otherwise). Note that 𝑡 corresponds to

the index of the supplier order under prediction. The structure of Eq. (4.1) implies that the first 𝑛

instances of the data are dropped due to the use of time lags of order 𝑛.

• Average past/future order volume: The level of volatility of manufacturer’s orders to the sup-

pliers may impact on their flexibility to cope with the manufacturer’s needs. Hence, we consider

the average quantity ordered over the past 𝑛 orders as input feature for our models, i.e.,

𝐴𝑉𝐺𝑃𝑎𝑠𝑡𝑉𝑜𝑙 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

𝑂𝑡−𝑖 (4.2)

This feature can be an indicator of the pressure exerted on the supplier over the last recent orders.

Likewise, we have also considered the average future order volume that remains undelivered and

may impact on the current supplier’s ability to deliver (or not) on the targeted date, i.e.,

𝐴𝑉𝐺𝐹𝑢𝑡𝑢𝑟𝑒𝑉𝑜𝑙 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

𝑂𝑡+𝑖 (4.3)

• Supplier flexibility: The variation, in volume, of subsequently orders (Eq. 4.4) may be a relevant

indicator regarding the supplier’s flexibility to cope with short-term order quantity variations.

𝑆𝑢𝑝𝑝𝐹𝑙𝑒𝑥 (𝑡) = 𝑂𝑡 −𝑂𝑡−1 (4.4)

In other words, we expect that there is a relationship between short-term large variations in supplier

orders and supply delays. Following this reasoning, to account for mid-term variations on the order quan-

tities, rather than just short-term dynamics, we further extend the expression (4.4) over the past 𝑛 orders

as follows:
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𝑂𝑟𝑑𝑒𝑟𝐷𝑒𝑙𝑡𝑎(𝑡) (𝑛) = 𝑂𝑡 −
1
𝑛

𝑛∑
𝑖=1

𝑂𝑡−𝑖 (4.5)

In this sense, we can explicitly account for events where order variations are high in the short-term

but smoothed in the mid-term, and vice-versa. Currently, the case-study company takes advantage of a

score metric to evaluate the performance of the supplier. This metric, hereinafter called score, can be

understood as an indicator function that takes the numerical value 1 if the order arrives on-time with the

planned quantity and 0 otherwise. Apart from this input feature, we also consider the average supplier

score over the past 𝑛 orders in our modeling experiments, i.e.,

𝐴𝑉𝐺𝑆𝑐𝑜𝑟𝑒 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

1{𝐴𝑡−𝑖=𝑅𝑡−𝑖 } (4.6)

In this work, we set the maximum time lag order to 𝑛 = 10, as it is considered to be a sufficiently long

time frame to realistically evaluate the supplier’s performance by the company experts. Notwithstanding, it

should be emphasized that this value can naturally vary depending on the case study under consideration.

Apart from the above features, we also consider some core master logistics information related to the

raw material to be ordered (see Table 19), including its: (i) ABC classification, (ii) production and shipping

region, (iii) transportation mode and (contracted) lead time and (iv) frozen zone length (period in which

no changes to the planned orders are allowed). In addition, seasonality information implicitly embedded

in the order’s month and season of the year is also incorporated as potential features to our classifiers.

4.2.5.3.3 Feature selection

Feature selection is an core task in data mining projects, providing several benefits such as reducing

the number of features and storage requirements, reducing both training and utilization times, reducing the

probability of overfitting, improving the prediction performance, among others (Domingos, 2012; Guyon &

Elisseeff, 2003). It consists of selecting a subset of features to be used on the predictive model, removing

all irrelevant and redundant features that cause a negative effect on several Machine Learning schemes

(Witten et al., 2016). According to Guyon and Elisseeff (2003), there are three different methods for

features/variables selection: wrappers, filters and embedded. Wrappers methods define the subset of

features according to their predictive power in the selected Machine Learning algorithm. In filters methods,

the subset of features is selected during the preprocessing stage without predefined a learning algorithm.

Lastly, embedded methods define the subset of features during the training process with a predefined

learning algorithm.

Witten et al. (2016) argues that the manual selection based on the problem domain knowledge is the best

method for selecting relevant attributes, warning also to the usefulness of automatic methods. In this

work, we adopt both strategies for feature selection. Firstly, we perform the manual selection using the

knowledge of the business domain expert (logistic planners), resulting in a set of 27 selected features. After

this first stage, we define the ChiSqSelector from spark.ml library as our automatic selection approach
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(filter method). ChiSqSelector is based on the Chi-Square test of independence and it is useful when

dealing with categorical features, measuring the independence between them over the class labels of the

target variable. This feature selector supports the following five selection methods (Spark, 2020):

• numTopFeatures - selects a defined number of top features based on the chi-squared test;

• percentile - selects a percentage of top features based on the chi-squared test;

• fpr - selects all features with a p-value below the defined threshold, in order to control the false-

positive rate of selection;

• fdr - selects all features with a false discovery rate below the defined threshold (uses the Benjamini-

Hochberg procedure);

• fwe - selects all features with a p-value below the defined threshold (1/numFeatures), in order to

control the family-wise error rate of selection.

In this work, we perform a preliminary experiment to determine the number of features to be se-

lected. First, we define a set of candidate number of features and then each one is tested through the

numTopFeatures parameter of ChiSqSelector method. Afterwards, the number of selected features is

determined from the predictive performance of models in terms of the AUC metric (Fawcett, 2006).

4.2.5.4 Classification algorithms

We tested six ML classification algorithms: Decision Tree (DT), RF, Logistic Regression (LR), Gradient-

Boosted Tree (GBT), Linear Support Vector Machine (LSVC) and Multilayer Perceptron (MLP). Following

the spark.ml library, we have considered a set of relevant hyperparameters for each classification model,

as described in Table 20.

4.2.5.4.1 Decision Tree (DT)

A decision tree consists of a collection of decision nodes connected by edges or branches that extends

downwards from the root node until the terminal or leaf nodes (Larose, 2005; S. Li & Zhang, 2020). It

aims to classify instances, sorting them based on feature values (Kotsiantis et al., 2006). The attributes

are tested at decision nodes, where each possible value results in a branch. Each branch can lead to

another decision node or to a terminating leaf node and each leaf node represents class labels associated

with the instance (Kotsiantis et al., 2006; Larose, 2005; S. Li & Zhang, 2020). Instances are classified

by starting from the root node extending downwards to a leaf, according to the outcome of the tests along

the path (Kotsiantis et al., 2006; Luo, 2022).
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4.2.5.4.2 Random Forest (RF)

Random Forest is a popular classification and regression method developed by Breiman (2011). It

combines bagging technique also known as bootstrap aggregation, with random feature selection to build

assembles of decision trees (multiple models of several decision trees) in order to reduce the risk of

overfitting and achieve better prediction performance (Spark, 2020; Witten et al., 2016).

4.2.5.4.3 Logistic Regression (LR)

Logistic regression is a popular ML algorithm widely applied to predict a binary outcome. Logistic

regression is defined as:

𝑝 (𝐶 = 1|𝑥) = 1
1 + 𝑒𝑥𝑝 (−(𝛽0

∑𝑛
𝑖=1 𝛽𝑖, 𝑥𝑖))

(4.7)

where, x is the instance to be classified, and 𝛽0, 𝛽1, ..., 𝛽𝑛 represent the parameters of the model.

These parameters should be estimated from the data (Hosmer et al., 2013). The spark.ml library provides

two algorithms for solving logistic regression: mini-batch gradient descent and Limited-memory Broyden–

Fletcher–Goldfarb–Shanno (L-BFGS).

4.2.5.4.4 Gradient-Boosted Tree (GBT)

The Gradient-Boosted Tree (GBT) is a classification and regression method, which uses the boosting

technique to build assemblies of decision trees. The boosting method aims at converting weak learners

into strong learners in a iterative fashion. It applies weak learners sequentially, in order to repeatedly

re-weight versions of the training data (Hastie et al., 2009; Krauss et al., 2017).

4.2.5.4.5 Linear Support Vector Machine (LSVC)

Support Vector Machine (SVM) is a supervised Machine Learning algorithm used for classification

and regression purposes (Burges, 1998). It use the nonlinear mapping to transform the input 𝑥 ∈ ℝ𝑚

into a high m-dimensional feature space with kernel function. Then, it finds the optimal linear separating

hyperplane according to a set of support vector points in the feature space (Cortez, 2010). The optimal

separating hyperplane corresponds to the hyperplane with the largest distance to the nearest training

data points of any class, known as functional margin. In general, the larger is the margin, the lower is

the generalization error of the classifier. For the LSVC, spark.ml package optimizes the Hing Loss using

Orthant-Wise Limited-memory Quasi-Newton (OWL-QN) optimization algorithm (Spark, 2020).

4.2.5.4.6 Multilayer Perceptron (MLP)

Multilayer Perceptron (MLP) is a feedforward artificial neural network based classifier that consists of

at least three layers: one input layer, one or more hidden layers, and one output layer. The number of

input layer nodes (or neurons) is defined by the input data and the output layer by the number of classes
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(Larose, 2005; Luo, 2022; Spark, 2020). The number of hidden layers, as well as the number of nodes

in each hidden layer, are both defined by the user based on the particular case on hand (Dwivedi, 2018;

Larose, 2005). An multilayer perceptron network without hidden layer is equivalent to multinomial logistic

regression (Hastie et al., 2009). The hidden layer nodes considered the sigmoid (logistic) function (Spark,

2020):

𝑓 (𝑧𝑖) = 1
(1 + 𝑒𝑥𝑝 (−𝑧𝑖)) (4.8)

and nodes in the output layers considered the softmax function (Spark, 2020):

𝑓 (𝑧𝑖) = 𝑒𝑥𝑝 (𝑧𝑖)∑𝑁
𝑘=1 𝑒𝑥𝑝 (𝑧𝑘))

(4.9)

In this work, we adopt a MLP network with one input layer composed by 𝑥 neurons, one hidden layer

with 𝐻 neurons and two neurons (binary classification) in the output layer. For MLP, spark.ml library

optimizes the the loss function using the L-BFGS algorithm. The L-BFGS is a quasi-Newton method that

conducts an approximation of the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm but adapted to

use a limited amount of computer memory.

Table 20: Hyperparameter of the classification algorithms

Parameter
Classification algorithms

Description
DT RF LR GBT LSVC MLP

maxDepth ✓ ✓ ✓ Maximum depth of the tree (d=5)
maxBins ✓ ✓ ✓ Maximum of bins for discretizing continu-

ous features (d=32)
numTrees ✓ Number of trees to train (d=20)
elasticNetParam ✓ ElasticNet mixing parameter in a range of

[0, 1](d=0.0)
regParam ✓ ✓ Regularization parameter (d=0.0)
maxIter ✓ ✓ ✓ ✓ Maximum number of interactions (d=100)
layers ✓ Size of layers: input, hidden and output lay-

ers (d=None)
a Default Value (d)

4.2.5.5 Hyperparameter Tuning

Hyperparameter tunning is a key component for building effective ML models. In this work, we adopt a

Bayesian optimization to search for the best ML hyperparameters by using the HyperOpt library1. Unlike

grid search and random search, Bayesian optimization can detect the optimal hyperparameter combi-

nation within fewer interactions and also determine the next hyperparameter based on the previously-

evaluated outcomes, reducing the unnecessary evaluations and also improving the efficiency (L. Yang &

Shami, 2020).
1http://hyperopt.github.io/hyperopt/
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Apache Spark provides two built-in tools for hyperparameter optimization: Cross-validation and Train-

validationSplit. Both uses grid search (parameter grid) for determining the optimal parameters for a given

model. However, we integrate HyperOpt with Apache Spark CrossValidator (k-fold cross-validation) for

hyperparameter tuning. The HyperOpt library is an open-source python library created by James Bergstra

based on Bayesian optimization and provides three tuning algorithms (Bergstra et al., 2011): Tree of

Parzen Estimators (TPE), Adaptive Tree of Parzen Estimators (ATPE) and Random Search (RS). Moreover,

HyperOpt requires four conceptual components (Bergstra et al., 2013):

• Function: the objective function to be minimized that receives hyperparameters from the search

space and return the loss (criterion to be minimized);

• Search space: the parameter space for searching;

• Algorithm: the optimization algorithm; and

• Evaluations: the maximum number of evaluations.

In this work, first we define the hyperparameter space for each models tested (Section 4.2.5.4).

Then, in the objective function we employed a k-fold cross-validation to further define the AUC metric as

the criterion to be minimized or loss (symmetrical of the AUC metric: −1 ×𝐴𝑈𝐶).

4.2.5.6 Evaluation

We use a realistic and robust RW scheme to evaluate the classification models as illustrated in Figure

46. This scheme is realistic in the sense that simulates the real environment in which a model would be

used, producing several training and test iterations over time. And, is it robust because each iterations

produces a set of predictions, thus there are several model evaluations through time, as opposed to the

popular single hold-out train and test scheme.

Rolling Window data (D Samples)

Training STest

Training TestS

TimeW T

Training
S

W T

Test

Training
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W T

Test

...

2

3

U

... ...

W T
1

Figure 46: Rolling window scheme adapted from (Oliveira et al., 2017)
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This scheme works as follows. In the first iteration (U = 1), the model is trained using a fixed training

window W with the oldest samples and predicts the subsequent T samples. Then, in the second iteration

(U = 2), the training window slides in S instances, causing the replacement of the S oldest instances of

the training window by the S recent ones. A new model is fit and then predicts the new subsequent T

samples. This process is repeated until the last interaction of the RW scheme. The total of iterations is

determined using the following formula:

𝑈 = (𝐷 − (𝑊 +𝑇 ))/𝑆.

4.2.5.6.1 Measuring model performance

The evaluation criteria are a key factor for quantifying the model performance (Galar et al., 2012;

Witten et al., 2016). In this work, the overall performance of classification models is given by the AUC

of ROC analysis, also known as AUC or AUC-ROC (Fawcett, 2006). The ROC analysis is obtained by

considering the predictions as probabilities (p) for a binary class. The class is assumed true if 𝑝 > 𝐷 ,

where D is a decision threshold. When using a fixed D, the predicted class labels can be used to compute

the well known the confusion matrix. Figure 47 illustrates an example of such matrix, which matches

predicted outcomes with the actual values and includes four main statistics for the binary classification

task (Spark, 2020):

• True Positives (TP) - number of positive class correctly classified;

• True Negatives (TN) - number of negative class correctly classified;

• False Positives (FP) - number of negative class incorrectly classified as positive class and;

• False Negatives (FN) - number of positive classes incorrectly classified as negative class.

TNN

N

FP

P

FNP TP

Actual
value

Prediction outcome

N - Negative; P - Positive

Figure 47: Confusion matrix for a binary classification task.

Several statistics and insights can be obtained from the confusion matrix. Metrics such as True Positive

Rate (TPR), True Negative Rate (TNR), Positive Predictive Value (PPV), Negative Predictive Value (NPV),
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False Positive Rate (FPR), F1 score and accuracy are defined using the following formulas (Larose, 2005;

Sun et al., 2009):

• 𝑇𝑃𝑅 = 𝑇𝑃
𝑇𝑃+𝑇𝑁 , also known as recall, hit rate or sensitivity;

• 𝑇𝑁𝑅 = 𝑇𝑁
𝑇𝑁+𝐹𝑃 , also known as specificity or selectivity;

• 𝑃𝑃𝑉 = 𝑇𝑃
𝑇𝑃+𝐹𝑃 , also known as precision;

• 𝐹𝑃𝑅 = 𝐹𝑃
𝐹𝑃+𝑇𝑁 , also known as fall-out;

• 𝑁𝑃𝑉 = 𝑇𝑁
𝑇𝑁+𝐹𝑁 ;

• 𝐴𝐶𝐶 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 ;

• 𝐹1 = 2 ∗ 𝑃𝑃𝑉 ∗𝑇𝑃𝑅
𝑃𝑃𝑉+𝑇𝑃𝑅 .

The ROC curve is a two-dimensional graphical representation technique for visualizing, organizing and

selecting classifiers based on their performance. It is a curve that summarizes the trade-off between the

TPR (y-axis) and FPR (x-axis) for different threshold points (D) between 0.0 and 1.0 (Fawcett, 2006; Sun

et al., 2009). The AUC-ROC measures the quality of the probabilistic classifier and is calculated using

Equation (4.10). A random classifier has AUC-ROC of 0.5, while a perfect classifier has AUC-ROC of 1.

𝐴𝑈𝐶 − 𝑅𝑂𝐶 =
∫ 1

0

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑑

𝐹𝑃

𝐹𝑃 +𝑇𝑁 𝑑 =
∫ 1

0

𝑇𝑃

𝑃
𝑑

(
𝐹𝑃

𝑁

)
(4.10)

4.2.5.6.2 Measuring misclassification impact on inventory performance

In order to measure the impact of a model misclassification on the inventory performance of the

concerned company, we design a cost matrix that determines the cost of classifying samples from one

class as another, as shown in Table 48. Following the notation of Elkan (2001) and Sun et al. (2009),

𝐶 (𝑖, 𝑗) denotes the cost of predicting an instance from class i as class j. Hence, 𝐶 (1, 0) represents the
cost of misclassifying a positive instance as a negative one, whereas 𝐶 (0, 1) is the cost of misclassifying
a negative instance as a positive one.

In this work, the cost matrix is based on inventory-related costs, namely the special freight costs

calculated using the business domain expert’s knowledge and unitary holding costs. Inventory Holding

Costs (IHC) are costs incurred to hold inventory and include capital costs and storage costs. It is calculated

using the following formula:

𝐼𝐻𝐶𝑚 = (𝐼𝑚 × 𝑃𝑚) ×𝑉𝑚 (4.11)

121



CHAPTER 4. SUPERVISED LEARNING OF SUPPLY DELAY RISK

C(0,0)N

N

C(1,0)

P

C(0,1)P C(1,1)

Actual
value

Prediction outcome

N - Negative; P - Positive

Figure 48: Cost matrix for the binary classification task.

where 𝐼𝑚 is the holding rate for raw material𝑚 per unit of time, 𝑃𝑚 denotes the raw material standard

unit price and𝑉𝑚 represents the order volume. On the other hand, special or premium freight is a type of

shipment offered by transportation providers for urgent deliveries. This type of shipments tends to be very

expensive and normally performed by airways. In general, the special freights are caused by inventory

mismanagement that leads to high stockout risk (Avci & Selim, 2017).

In the context of the case study company, the calculation of the special freight costs follows specific

business-oriented rules essentially dependent on two factors: the supplier location and the transport

mode. In addition, the company sets a penalty cost that differs according to each combination of these

factors. Concretely, national special freights are typically made by land, where the carriers define the price

from the number of load units to be transported. Here, the penalty cost (𝑠𝑛,𝑙 ) depends on the distance in

kilometers from the company to the national supplier. For in-Europe special freights, the carriers provide

shipments by land and air. For shipments by land, the price is defined by the distance from the company.

In contrast, for shipments by air, the weight to be transported is the main cost driver. In both cases,

the magnitude of the penalty costs 𝑠𝑖,𝑙 and 𝑠𝑖,𝑎 is dependent on the urgency required for receiving the

supply order. Finally, Out-Europe special freights, typically more costly to manage, are made by air and

the corresponding cost function is also determined from the weight to be transported and the transit time

necessary for shipping the order. Table 21 summarizes the algebraic expressions used by the analyzed

company to determine the special freight costs.

Recalling the cost matrix presented in Fig. 48, it is noteworthy that while the costs related to 𝐶 (1, 0)
involve only the special freight component, those related to𝐶 (0, 1) comprise both the special freight cost
as well as the holding cost component. The latter case is motivated by the fact that the classifier triggers

a need to carry out a special freight that is unnecessary in light of the actual production requirements. As

such, in addition to the special freight cost, the corresponding chartered quantity will cause an increase

in the inventory on-hand, which represents an extra stock to be stored.
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Table 21: Special freight cost functions according to the transporta-
tion mode and supplier location.

Supplier location Transport mode Cost function

National Land 𝐶 = 𝑁𝑞 × 𝑃𝑝 × 𝑠𝑛,𝑙

In-Europe
Land 𝐶 = 𝐷 × 𝑃𝑘𝑚 × 𝑠𝑖,𝑙

Air 𝐶 =𝑊𝑞 × 𝑃𝐸
𝑘𝑔

× 𝑠𝑖,𝑎

Out-Europe Air 𝐶 =𝑊𝑞 × 𝑃𝑂
𝑘𝑔

× 𝑠𝑜,𝑎

Legend: 𝐶 - special freight cost; 𝑞 - quantity to be transported;
𝑁𝑞 - number of load units required to transport 𝑞;𝑊𝑞 - total
weight (packaging weight + loading weight) of quantity 𝑞; 𝐷 -
distance from the company to supplier; 𝑃𝑝 - price per load unit;
𝑃𝑘𝑚 - price per kilometer; 𝑃𝐸

𝑘𝑔
- price per kilogram for suppliers

located in Europe; 𝑃𝑂
𝑘𝑔

- price per kilogram for suppliers located
out of Europe; 𝑠𝑛,𝑙 - penalty cost for national express services
carried out by land; 𝑠𝑖,𝑙 - penalty cost for In-Europe express
services carried out by land; 𝑠𝑖,𝑎 - penalty cost for In-Europe
express services carried out by air; 𝑠𝑜,𝑎 - penalty cost for
Out-Europe express services carried out by air.

4.2.6 Experiments and Results

This section describes the experimental and modeling setup, as well as the results of model perfor-

mance comparison and misclassification cost.

4.2.6.1 Experimental and modeling setup

The experimental setup defined to conduct the experiments is described in Table 22. Regarding the

classifiers tested, we explored six different ML algorithms (Section 4.2.5.4) using the Rolling Window

evaluation scheme. After consulting domain experts, we determined the values W = 42.000, T = 857

and S = 857 for the RW scheme, producing a total of U = 20 iterations. We used the first iteration (U

= 1) to perform preliminary experiments for the feature selection and also for hyperparameter tuning.

Before fitting the ML models, all features were standardized using the standard score, also known as

Z-Score standardization. The mean and the standard deviation were calculated over each of the features

present in the training set only. For the feature selection, we adopt the hold-out scheme using only the

training data. Under this holdout scheme, the training data is divided using a random split of 80% for

the training set and 20% for the validation set. Using the ChiSqSelector method of the spark.ml library,

we determined a set of candidate features numbers through the numTopFeatures parameter as follows:

numTopFeatures = {27, 24, 20, 18, 15, 13, 8, 4}. The results of preliminary experiments are summarized
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in Table 24. The results show that there is no significative benefit in applying a feature selection, since the

computational effort does not substantially reduced, while the predictive performance decreases (AUC

values). Thus, we do not use the automatic feature selection and adopt all 27 input features in the

remainder ML experiments.

After the feature selection experiments, we compared the performance of six explored Machine Learn-

ing models: DT, RF, LR, GBT, LSVC and MLP. We integrated the Bayesian Optimization (HyperOpt library)

with a 𝑘 -fold cross-validation (spark.ml CrossValidator) for the hyperparameter tuning. The hyperparame-

ters have to be tuned in order to select a set of optimal hyperparameters for a learning algorithm. For each

model, we defined the hyperparameter space, as well as the objective function to be minimized over 10 iter-

ations (maximum number of evaluations) of the Tree of Parzen Estimators method. The objective function

employed a 5-fold cross-validation to further calculate the AUC metric, which was defined as the criterion

to be minimized in the objective function. The DT requires two parameters to be optimized: maxDepth

and maxBins. We defined a hyperparameter space under the ranges maxDepth ∈ {2, 5, 10, 20, 30}
and maxBins ∈ {10, 20, 40, 80, 100}. In the case of RF, we set the number of trees to train numTrees

= 200 and we defined the same hyperparameter space of DT, due to it requires the same parameters

to be optimized. The GBT was trained with 100 epochs (maxIter = 100) of L-BFGS algorithm and also

requires the same parameters of DT to be optimized. Equally, the LR was trained with 100 epochs

(maxIter = 100). It required two hyperparameters to be optimized: elasticNetParam and regParam. We

defined a hyperparameter space under the ranges elasticNetParam ∈ {0.0, 0.25, 0.5, 0.75, 1.0} and

regParam ∈ {0.01, 0.1, 0.5, 1.0, 2.0}. Lastly, for the MLP, we defined a network of one input layer with

27 neurons (number of input features), one hidden layer with H neurons and one output layer with 2 neu-

rons, where H is defined using the heuristic 𝐻 = 𝑟𝑜𝑢𝑛𝑑 (𝑁 /2), where N is the number of inputs. After

setting the best hyperparameters, we retrain the models in order to obtain the final model performance.

For each iteration of RW, we standardized all data features using the mean and the standard deviation cal-

culated in the first iteration and we also fixed the best hyperparameter obtained from the hyperparameter

tunning.

Lastly, we store the AUC produced in each iteration of the RW, as well as the computational effort

(in seconds). Afterwards, we aggregate the distinct AUC values (one for each RW iteration) to calculate

the median value for each model. Moreover, we adopted the Wilcoxon non-parametric statistic in order to

verify if paired median differences are statistically significant.

4.2.6.2 Overall predictive performance

The overall predictive performance for the six models tested is summarized in Table 25. Figure 49

plots the ROC curve for the tested models in each iteration of RW scheme. The results show that the

RF model provides the best predictive capacities compared with other tested models, with a median AUC

score of 90%. The GBT provide also good predictive performance with median AUC of 82%, however,

it is the slowest model in terms of the training phase (requiring more computational effort). Regarding

124



4.2. A MACHINE LEARNING-BASED FRAMEWORK FOR PREDICTING SUPPLY DELAY RISK USING BIG DATA
TECHNOLOGY

Table 22: Experimental setup.

Setup Description Specificationa

Hardware: Cluster

Nodes 9
Cores 152 (144 with Hyper-threading)
Disk capacity 224 TB
Memory capacity 1603 GB

Implementation

Framework Apache Spark 2.4.0

Language
PySpark (Python API): The Apache Spark provides high-level
API in Java, Python and R programming languages (Spark,
2020).

Extra packages

HandySpark: used to extends evaluation metrics for binary
classification (e.g., compute metrics over threshold values
(D), among others).
HyperOpt: used for hyperparameter tuning (Bayesian Opti-
mization).

Execution
Submitting appli-
cation

spark-submit: used to run all spark applications on the clus-
ter. The adopted configurations are described in Table 23.

a Nomenclature: TB - terabyte, GB - gigabyte, API - Application Programming Interface.

Table 23: Configuration of the spark-submit parameters (Spark, 2020).

Parameter Description Ca

master The cluster manager: Standalone, Apache Mesos, Hadoop
Yarn or Kubernetes.

yarn

deploy-mode The deploy mode to run the driver process: cluster mode (in-
side of the cluster) or client mode (outside of the cluster, i.e.,
locally).

cluster

executor-cores The number of cores to be used for each executor. 4
num-executors The number of executors. 7
executor-memory The amount of memory to be used for each executor process. 10GB
driver-memory The amount of memory to be used for the driver process. 10GB
a Configuration: GB - gigabyte.
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Table 24: Results of feature selection experiments in terms of AUC.

Models
numTopFeatures

27 24 20 18 15 13 8 4

RF
AUC 0.876 0.875 0.871 0.868 0.714 0.684 0.587 0.571
ETa 28.49 26.10 25.99 25.21 25.16 24.98 25.35 25.19

LR
AUC 0.861 0.861 0.860 0.858 0.695 0.683 0.582 0.567
ETa 28.78 26.37 26.05 25.72 25.43 25.31 25.22 24.47

GBT
AUC 0.892 0.892 0.885 0.881 0.740 0.686 0.587 0.571
ETa 29.68 28.64 26.75 25.82 23.75 23.46 22.55 21.56

LSVC
AUC 0.838 0.829 0.833 0.832 0.693 0.671 0.582 0.559
ETa 21.03 20.14 20.80 20.16 20.64 28.97 22.67 20.98

MLP
AUC 0.877 0.877 0.874 0.871 0.716 0.688 0.587 0.571
ETa 23.45 21.31 20.64 20.45 19.35 18.90 18.26 15.42

DT
AUC 0.857 0.857 0.845 0.855 0.706 0.681 0.582 0.569
ETa 26.24 25.43 25.29 25.58 24.33 24.74 25.32 25.36

a Elapsed Time (ET) to fit the model (in seconds)

the LSVC model, it provides the worst predictive capabilities compared with other tested models with a

median AUC score of 73%. The DT model is the fastest model to train, requiring only 34.53 seconds and

provides a median AUC score of 78%.

For better measuring the potential impact of the selected RF model, we consider the results of the last

iteration of the RW (U = 20). Firstly, we selected the test set of the previous iteration (U = 19) to be used

as the validation set for selecting the best threshold D, that represents an optimal interpretation of the

predicted probabilities. This threshold is fixed and applied to the test set of the iteration U = 20, producing

class labels. Figure 50 plots the ROC curve of RF model at iteration U=19 and for D = 0.340, and Figure

51 shows the confusion matrix related with the RF model at iteration U = 20 using the selected threshold.

Table 25: Comparison of the optimized ML models (best values in bold).

Models AUC Training time (s) Predict time (s)

Random Forest (RF) 0.90* 943.99 0.079
Logistic Regression (LR) 0.76 57.47 0.072
Gradient-Boosted Tree (GBT) 0.82 13133.44 0.045
Linear Support Vector (LSVC) 0.73 1057.05 0.075
Multilayer Perceptron (MLP) 0.77 42.29 0.065
Decision Tree (DT) 0.78 34.53 0.070
* Statistically significant under paired comparison with LR, GBT, LSVC, MLP and
DT.

Figure 52 shows the ranking (top 15) of feature importance for the RF model, as identified by the RF

algorithm (Breiman, 2011). An interesting result is that the attribute %Delays was considered the most

relevant. Moreover, another interesting result is that eight of the ten first relevant attributes were created
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on the feature engineering process using the domain expert knowledge (Section 4.2.5.3).

0.0 0.1 0.2 0.3 0.4%Dela
ysOrde

rDelt
a

Mon
thAVGSco
reSu

pp
Fle

xPQ
ua

nti
ty

AVGFu
tur

eV
ol

Se
aso

n_c
las

s_W
int

erAVGPa
stV

ol

Se
aso

n_c
las

s_A
utu

mn

FZABC_cl
ass

_C

LT

Se
aso

n_c
las

s_S
pri

ngABC_cl
ass

_B

Fe
at

ur
es

Importance

Figure 52: Feature importance for the RF model.

4.2.6.3 Misclassification impact on inventory management performance

A heuristic procedure was developed to calculate the costs associated with the misclassification of

models.We used the knowledge of a business domain expert (as defined by the logistic planners) for

calculating the special freight cost function. As described in Section 4.2.5.6, there are several factors that

can induce variations in the special freight cost. Therefore, all costs considered were provided by domain

experts and correspond to the average of costs charged in previous years by carriers for special freights.

Table 26 provides examples of special freight cost calculation for the case of misclassification of a

positive instance as the negative one (FP) and also for misclassification of a negative instance as the

positive (FN). These examples are related to six different orders of four raw materials in order to provide

different cases of cost fluctuation.

The price of special freight for 𝐶 (1, 0) tends to be higher than for 𝐶 (0, 1) because in this case it is

mandatory to react quickly to avoid stockouts, and normally the special freight service is contracted to be

performed in one day (some exceptions can be extended for 2 days). In the case of misclassification of a

negative instance as the positive (FN), special freight services are contracted for transit time in the range

of 2-5 days.

We considered all the results of the RW iterations to measure the impact of misclassification on in-

ventory management performance. Firstly, we selected the test set of each RW iteration as the validation

set for selecting a particular threshold D (using the probability of positive class) that minimizes the costs.

Then the selected threshold D in each RW iteration is fixed and applied to the subsequent iteration test re-

sults to determining the misclassification costs. For instance, in the first iteration is selected the threshold
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Table 26: Examples of Misclassifying impact calculation.

Order nr.a RM nr.b ABCc Quantityd Load unite Countryf C(1,0)g C(0,1)h

1
Raw material 1 A

8624 7
Malaysia

12.8k 12.3k
2 1568 1 8.0k 1.3k
3

Raw material 2 B
960 20

Czech Republic
11.3k 5.1k

4 48 1 568 416
5

Raw material 3 C
10000 1

National
41 417

6 5000 1 41 229
7

Raw material 4 C
3072 8

Germany
2.7k 472

8 384 1 781 148
a Order number;
b Raw material number;
c ABC classification of raw material;
d Quantity of raw material to be transported;
e Number of load unit for the raw material quantity;
f Country of dispatch;
g Cost of false negative (in monetary units);
h Cost of false positive (in monetary units).

D that provides minimum costs and then is used in the second iteration for determining the misclassi-

fication costs. In the second iteration the threshold D is also selected and applied to the third iteration,

repeating this process until the last iteration (U = 20). Table 27 presents the total, average and median

misclassification costs from all RW iterations of each tested models. These costs were calculated for a

total of 4.580 orders, related with 109 raw materials from 19 suppliers. Furthermore, Table 28 describes

the costs calculated for the selected threshold D in each RW iteration of the RF model.

Table 27: ML models cost (lowest costs in bold).

Models C(1,0)a C(0,1)b
Costsc

Total Average Median
Random Forest (RF) 17.6k 9.1k 26.7k 1.3k 1.2k
Logistic Regression (LR) 17.5k 15.8k 33.3k 1.6k 1.2k
Gradient-Boosted Tree (GBT) 17.2k 16.6k 33.9k 1.6k 1.6k
Multilayer Perceptron (MLP) 29.5k 11.6k 41.1k 2.0k 1.3k
Decision Tree (DT) 17.4k 14.7k 32.1k 1.6k 1.2k
a Cost of false negative (in monetary units);
b Cost of false positive (in monetary units);
c Misclassification Costs (in monetary units).

Regarding the results in Table 27, the RF model provides the lowest median cost (2.3k), followed by

the GBT model (4.5k), LR, MLP and DT (5.5k). The RF model provides the best predictive capacities (see

Table 25) and also provides the lowest total misclassification costs. On the other hand, the LR model

provides the lowest costs related to the false-negative predictions for the selected thresholds, conversely
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to the GBT model that provides the higher costs. However, the GBT model provides lowest costs related to

false-positive predictions, followed by the RF model. Overall, the RF model provides both better predictive

capabilities and inventory performance.

Table 28: RF model cost for selected threshold D values.

RW Iteration U Threshold D C(1,0)a C(0,1)b

1 0.34 0.0 201
2 0.34 884 1.2k
3 0.23 4.8k 0.0
4 0.7 310 1.9k
5 0.45 1.5k 557
6 0.47 600 616
7 0.52 150 833
8 0.17 1.3k 331
9 0.16 300 0.0
10 0.23 791 0.0
11 0.44 191 62
12 0.32 150 174
13 0.58 941 984
14 0.32 982 54
15 0.5 0.0 409
16 0.27 450 170
17 0.75 900 628
18 0.45 1k 300
19 0.47 900 601
20 0.21 1.2k 0.0
a Cost of false negative (in monetary units);
b Cost of false positive (in monetary units).

Table 29 shows that RF model predicts less FP and FN than other tested models. In our case, the

𝐶 (1, 0) costs (related to FP) tend to be much higher due to the required quickly reaction to avoid stockouts.
In particular, five of these FP predictions of the RF model consist of orders from outside Europe (Asia

continent), where the price of one-day special freight is very high. Moreover, note that although the DT

and LR models predict more FN and FP than the RF model, they provide equal median costs. This is

due to the fact that the majority of the misclassification predictions of the DT and LR models are related

to national orders where the special freight costs are relatively lower. The misclassification cost highly

depends on the magnitude of the special freight cost established by the company for a given stock-out

quantity, supplier and distance. As such, a reduced number of misclassifications could lead to significant

costs for the organization if such misclassifications are made for highly-cost suppliers and raw materials.

Following this reasoning, a classifier that performs poorly when predicting the delivery performance of

low-cost orders might not produce high financial negative impacts to the organization.
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.
Table 29: ML model predictions for selected threshold D values

Models TN TP FN FP TPR FNR
Random Forest (RF) 578 182 54 100 0.771 0.147
Logistic Regression (LR) 579 151 83 104 0.645 0.152
Gradient-Boosted Tree (GBT) 553 150 90 123 0.625 0.181
Multilayer Perceptron (MLP) 480 164 71 199 0.697 0.293
Decision Tree (DT) 575 168 72 104 0.700 0.153

In general, regarding logistics-related issues, it is relevant to consider a trade-off between inventory-

related costs and Customer Service Level when selecting the best classifier. If the ultimate purpose of the

company is to maintain high customer service level standards regardless of the inventory costs, then the

RF is the best performing classifier. In sharp contrast, if the goal is to primarily minimize inventory costs

regardless of the service level generated, then RF, LR and DT are the models that generate the lowest

median inventory-related costs. In our particular case, we argue in favour of a compromise solution

between inventory-related costs and prediction capability. In this sense, based on the results presented

in Tables 25 and 27, the RF model can be considered the best classifier for our data in order to meet the

aforementioned inventory management trade-off.

Figure 53 presents a dashboard developed using PowerBI software, with historical and predicted data

related to the order deliveries. The predictions are the result of using the RF classifier. The displayed

information can support the logistics planners’ decision-making process regarding the procurement man-

agement.
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Figure 53: PowerBI Dashboard: Supply delay risk prediction.
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The left side of the dashboard shows information related to each order, such as the order number

and the planned delivery date. Moreover, the probabilities of class 0 (delays) and 1 (on-time deliveries)

from the classifier are also provided, giving the logistics planners information that can be useful to analyse

the results of the predictions. It also shows a map illustrating the shipment country and the destination

country of the selected order. Supplier information, such as the transportation mode and flexibility, and

Raw material information, like the frozen zone, are also provided on the top right side of the dashboard. On

the bottom of the dashboard, there is also information related to average future order volume, percentage

of delays, and average past order volume by month. Note that such information agrees with the top 10

most important features for the RF classifier predictions, as illustrated in Figure 52.

4.2.7 Summary

Product quality, on-time delivery and manufacturing flexibility are the key factors for organizations to

ensure a competitive advantage and improve their performance. On-time delivery is a crucial element for

customer satisfaction and can have a direct impact on inventory levels, costs, and even in the company

performance. There a new trend on using data analytics for predicting supplier disruptions in order to

anticipating and managing future disruptions (Gonçalves et al., 2020).

In this context, we address the prediction of supply delay risk that aims to help the logistics planners

of the organization in the decision-making process and consequently improving their efficiency, as well

as avoid extra costs resulting from the occurrence of special freights. Therefore, we proposed a ML

pipeline to build six different ML classification models supported by the proposed Big Data technological

architecture. Firstly, we extracted logistics data from several sources and then stored in the Big data cluster

using Parquet as storage file format. Afterwards, following the developed ML pipeline, we construct our

dataset from the raw data, then we perform the data cleansing and create new information from the

existing data (feature engineering).

We adopted a realistic and robust RW scheme to evaluate the classification models and the AUC as

the evaluation metrics to compare the predictive performance of the following six learning classification

models: Random Forest, Logistic Regression, Gradient-Boosted Tree, Linear Support Vector Machine, Mul-

tilayer Perceptron, and Decision Tree. Moreover, we also measure the impact of models misclassification

on inventory performance. The results shows that the RF model provides the best prediction capabilities

(median AUC of 90%), followed by the GBT, DT, MLP, LR and LSVC (73%). On the other hand, in terms

of misclassification costs, the RF, LR and DT models provide lowest median cost (1.2k) followed by the

MLP and GBT (1.6k) model. The RF model provides the best prediction capability and also lowest median

costs in terms of misclassification costs. When considering the trade-off between inventory-related costs

and service level, the RF model stands out as the best classifier. Therefore, we highlight the importance

of measuring the cost of the model and its impact on the organization, as well as the importance of the

business domain expert inputs to perform several tasks in a data mining project, mainly in the feature

engineering tasks. We demonstrate that eight attributes of the top 10 relevant attributes were created on
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the feature engineering process using the domain expert knowledge.

The proposed ML framework provides several advantages, mainly in terms of operational and financial

performance for the organization. We found that the operational performance, traduced by the improve-

ment of the decision-making from the logistics planners, is the core advantage of our approach for the

case-study company. The adoption of the proposed ML-based framework allowed the logistics planners

to act proactively for possible delays and stabilize the inventory management process. In future work, we

intend to consider a larger data set with more historical data collected by the organization. We also intend

to extend this research study by creating new features that could improve the models predictions, create

an automatic mechanism for the deployment and retraining of models, and assess the applicability of the

proposed approach in other industries.
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5 Supervised learning for estimating

lead-time uncertainty

Summary: Uncertainty in supply lead time represents a core parameter that impacts both the supply

chain performance and inventory parameters. Thus, improving supply lead time estimations can

promote better estimations of safety stock. However, scarce attention has been given to supply lead

time and in addiction, classical inventory models assume it to be deterministic. This assumptions is

not realistic in real-world supply chain contexts due to unexpected events that can occur, which cause

random delays. This chapter addresses the problem of estimating supply lead time for promoting not

only better estimation of safety stocks, but also better logistics and transport management, production

planning and management of capacities allocated to the production process at Bosch AE/P.
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CHAPTER 5. SUPERVISED LEARNING FOR ESTIMATING LEAD-TIME UNCERTAINTY

A machine learning strategy for estimating supply lead times

towards improved safety stock dimensioning
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Abstract Supply lead time constitutes a core parameter in inventory control strategies and plays a

critical role in supply chain performance. Although it is well-known that both uncertainty in demand and

lead time can cause shortages or a surplus in inventory, scarce attention has been given to lead time

variability by supply chain practitioners and researchers. In this paper, the main problem of interest is the

estimation of supply lead time, which in the classical safety stock theory is often assumed as paramet-

ric, deterministic or constant. Motivated by the fact that such assumptions may not be realistic in many

real-world supply chain contexts, we propose a novel IDSS that aims to predict supply lead time using a

scalable technological Big Data architecture. Our main contribution relies on combining ML regression

models and BD technologies for estimating lead time uncertainty. We focus on improving the estimation

of lead time uncertainty to ultimately promote better safety stock estimations. We test our approach in

real-world case study, using the estimated supply lead time as an input to dimension safety stocks. Under

a realistic rolling window evaluation scheme, we compare the performance of five regression models, from

which the RF model yielded competitive results with an average absolute error of 7.379. Numerical results

show the benefits of the proposed IDSS in optimizing safety stock levels and inventory levels compared to

those obtained by the case study company.

Keywords Supply chain risks, Lead time uncertainty, Safety stock, Machine Learning, Big Data.

5.1 Introduction

5.1.1 Motivation

SC is a dynamic, complex, and unique network of entities, processes, and resources (Chopra &

Meindl, 2016; Simchi-Levi et al., 2000) involved in fulfilling the customer needs (Chopra & Meindl, 2016;
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Council of Supply Chain Management Professional - CSCMP, 2013c). Within today’s volatile, dynamic and

competitive global market, supply chains are more exposed to several uncertainties and risks that cause

disruptions and, ultimately, negative impacts on both customer satisfaction levels and supply chain-related

costs (Er Kara et al., 2020; Hong, Lee, & Zhang, 2018; Z. Li et al., 2019). A recent example on this topic is

the current pandemic of Coronavirus (SARS-CoV-2), which has been causing serious supply and demand

issues in generalized supply chains. Indeed, this pandemic has made the supply chain even more exposed

to these uncertainties and risks, making it more vulnerable to disruption events (Duong et al., 2022).

However, it is well-known that managing such uncertainty factors and risks is a fundamental challenge

for organizations, which has attracted the attention of many supply chain management researchers and

practitioners over time. Despite the fact that there are various uncertainties and risks in the field of

SC (e.g., supply Lead-time (LT) uncertainty, customer demand uncertainty, yield uncertainty and order

crossover), Heydari et al. (2009) argued that the most important ones relate to customer demand and

supply LT uncertainty. Supply LT is broadly defined as the time between the placement of an order and

its receipt (Chaharsooghi & Heydari, 2010; Heydari et al., 2009; Juez et al., 2010; Singh & Soni, 2019),

and according to Chaharsooghi and Heydari (2010), it comprises several components such as information

delays in receiving orders by the downstream players, time of order processing and transportation time.

Conceptually, uncertainty in supply LT constitutes a core parameter that varies and affects the SC

performance and inventory parameters (Chaharsooghi & Heydari, 2010; B. Dey et al., 2021; Heydari

et al., 2009; Z. Li et al., 2019). However, scare attention has been given to supply LT management and

researchers have paid more attention to demand uncertainty (Dolgui & Prodhon, 2007; Heydari et al.,

2009). A possible explanation for this may be the fact that supply LT can be influenced by uncontrollable

factors (Heydari et al., 2009), such as strikes, weather conditions, customs issues, as well by the bullwhip

effect from downstream SC players. In fact, although research on stochastic lead times has been ongoing

for decades (see, e.g., Scarf, 1958; Silver et al., 2016; Zipkin, 2000), M. Louly and Dolgui (2009) argued

that “stochastic lead time models are less developed and more complex”. We note that previous research

(Bandaly et al., 2016; W. Chang & Lin, 2019; Chatfield et al., 2004; Duc et al., 2008; Hayya et al.,

2011; X. He et al., 2011; Heydari et al., 2009; Michna et al., 2018) have assessed the impact of supply

LT on supply chain performance. However, most of research works have been assuming supply LT as

deterministic and do not exploit non-parametric approaches that leverage the interaction between different

variables with potential impact on a suppliers’ LT.

Buffering techniques such as Safety Stock (SS) are adopted by organizations to cover both demand

and LT uncertainties in order to achieve the promised service level to the customers and prevent stock-

outs (C. A. Chang, 1985; Jung et al., 2008). Safety stock plays a crucial role in maintaining the balance

between excess inventory and lost sales, which leads to better SC performance. There are a significant

literature contributions pertaining the SS dimensioning and typically under the assumptions of stationary

demand (following a normal/Gaussian distribution) and stationary LT (Kanet et al., 2010). Indeed, LT

is treated as deterministic or constant for the most of inventory models, which is not realistic for major

supply chain environments due to the unexpected events that can occur causing random delays (B. Dey
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et al., 2021). Research study of Chopra et al. (2004) assessed the effects of LT on SS, and recently W.

Chung et al. (2018) investigated the effects of LT uncertainties (replenishment lead-time and call-off lead-

time uncertainties) and SS on logistics performance in a JIT supply chain. Previous work of Barros et al.

(2021) stated that the safety stock research problem has been gained increased attention from researchers

and practitioners since 2007 until now. Moreover, they argued that optimization and simulation-based

optimization are the two main approaches adopted in the literature to tackle safety stock problems. On

the other hand, Gonçalves et al. (2020) highlighted the importance of exploring data-driven approaches

such as, BDA for the enhancement of logistics decision-making processes, including the management

of safety stocks. Indeed, unlike conventional statistical approaches, the use of data-driven approaches

allows, for instance, the inclusion of other variables that impact on the dynamics of a supplier LT. On the

other hand, if properly selected, such variables also allow capturing recent changes in supplier response

patterns with greater flexibility. Despite the advantages of using BDA to model stochastic dynamics, only

a few works have considered the existence of LT variability issues (see, e.g., Abdel-Malek et al., 2005;

Chopra et al., 2004; Digiesi et al., 2013; Disney et al., 2016; Kanet et al., 2010; M. Louly & Dolgui, 2009;

Ruiz-Torres & Mahmoodi, 2010; Saad, Perez, & Alvarado, 2017; Talluri et al., 2004).

Our research is essentially motivated by: (i) the lack of data-driven approaches for modeling supply

LT; (ii) the lack of research works focusing on providing dynamic models that consider the knowledge

of future volatility of parameters for safety stock estimation (Barros et al., 2021); (iii) the lack of studies

considering stochastic LT in general MRP inventory systems (Barros et al., 2021); (iv) the lack of reported

real-world case studies applying safety stock dimensioning methods to supply chain with multiple products

and with a large amount of data (Gonçalves et al., 2020); and (v) the importance of improving safety stock

estimation at upstream stages of SC using BDA approaches (Gonçalves et al., 2020).

5.1.2 Research objectives and contributions

This paper aims to propose an IDSS that combines ML and BD techniques to support both supply risk

and inventory management. This IDSS includes a ML approach for predicting LT uncertainty supported

by a scalable technological Big Data architecture proposed in N. Silva et al. (2021). Moreover, the pro-

posed approach allows the enhancement of SS levels computation (through a traditional and well-known

method) considering the outcomes from the proposed ML approach. We explore five different ML regres-

sions models (Random Forest, Linear Regression, Generalized Linear regression Model, Gradient-Boosted

regression and Decision Tree regression). Indeed, we applied and evaluated this proposed approach in a

real-world multinational automotive electronics organization - Bosch AE/P, Portugal. We evaluate the ML

regression models not only in terms of predictive power and bias but also in terms of inventory-related

costs.

Currently, there is a static approach in the case study company to estimate safety stocks. This ap-

proach has been refined and improved by logistics planners over the years based on their experiences and

observations rather than in technically-based approaches. The proposed DSS, in addition to enabling the
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prediction of LT uncertainty, also provides a systematic approach to determine safety stock minimizing the

holding inventory costs while attending to a certain service level. Overall, the proposed approach proves

to be valuable to the organization in terms of supporting the decision-making process of the logistics

planners.

The main contributions of this work can be summarized as follows:

• we propose an ML pipeline for predicting stochastic LT supported by a scalable technological Big

Data architecture proposed in N. Silva et al. (2021);

• we compare the predictive power of five ML regression models (Random Forest, Linear Regres-

sion, Generalized Linear regression Model, Gradient-Boosted Tree regression and Decision Tree

regression) using real-world supply chain data;

• we adopt a robust RWmodels evaluation procedure for producing a set of training and test modeling

iterations in order to simulate a realistic supply chain planning environment;

• we evaluate the performance of ML models using statistical and supply chain inventory metrics;

• we propose a dynamic approach for estimating safety stocks under dynamic manufacturer’s de-

mand and stochastic LT, in order to promote the minimization of inventory-related costs while

maintaining a proper customer service level;

• we propose a flexible approach that allows the company to evaluate the impact of a given safety

stock level in terms of inventory-related costs.

The rest of the paper is organized as follows. Section 5.2 provides an overview of literature contri-

butions related to LT modeling using BDA techniques. Section 5.3 describes the problem under con-

sideration. In Section 5.4, we provide details on the proposed ML framework. Section 5.5 outlines the

experimental and modeling setup, and obtained results from the proposed IDSS. Finally, Section 5.6 high-

lights the main results and conclusions.

5.2 Related work

In the past, scarce attention was given to LT management by researchers and practitioners. A large

majority of traditional inventory models have been assumed LT to be deterministic or Gaussian distributed

stationary. While providing greater simplicity to the modeling processes, the first assumption implies that

the safety stock derived from it may be unable to handle the irregular and ever-changing behavior naturally

inherent to the operating processes of most suppliers. Consequently, this may lead to potential inventory

shortages and damage to the customer service level. On the other hand, the assumption of Gaussian
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distributed stationary LT is not realistic in practice, mainly due to the complexity of real-world SCs that

makes them more susceptible to unexpected events that cause supply delays.

Lead-time uncertainty has increasingly attracted the attention of researchers and practitioners due to

its effects on supply chain performance measures, such as inventory costs, bullwhip effect, and product

availability (Chaharsooghi & Heydari, 2010; Heydari et al., 2009). Mitigating these effects leads to a

reduction in supply chain response time, creating competitive advantages for companies (Gunasekaran et

al., 2001). Indeed, several techniques have been employed for modeling LT, including Operation Research

(OR) and learning-based techniques. OR techniques such as optimization and simulation are the most

used, whereas LR, Artificial Neural Network (ANN) and DT are the typical (statistical/machine) learning

strategies adopted (Burggräf et al., 2020; Öztürk et al., 2006).

Lead-time related problems can be classified into: order/supply LT and operation LT. The order/supply

LT represents the time between placing an order and its reception. On the other hand, operation LT is

divided into interoperation (includes the wait time and transportation time) and operation time (includes

setup time and actual processing time) (Burggräf et al., 2020). By searching upon the literature on LT

estimation (see Table 30), we observed that there is a strong focus on modeling the operation LT. For

instance, Öztürk et al. (2006) explored two data mining algorithms (DT and LR) in order to estimate

the manufacturing LT in MTO manufacturing environment composed of three different job shops (SHOP-

V, SHOP-A and SHOP-I). All data used was generated through computer simulation. Juez et al. (2010)

proposed an ML model to predict the manufacturing times (manufacturing LT) of different metallic compo-

nents of aerospace engines and uses the Root Mean Squared Error (RMSE) metrics to measure predictive

power. Gyulai, Pfeiffer, Nick, et al. (2018) proposed also a ML approach to determine manufacturing LT

of a flow-show manufacturing environment. They explored the LR, RF and SVM algorithms. Then, the pro-

posed ML-based approach is compared with the Little’s law analytical LT prediction method. The authors

concluded that the proposed approach can outperform the analytical method regarding the LT prediction

due to the dynamics of the system and the efficient consideration of the job features.

To the best of our knowledge, scarce attention has been given to the development of learning-based

techniques to estimate order/supply LT. A recent exception is the work of Singh and Soni, 2019, exploring

several ML algorithms to predict the LT for a JIT manufacturing environment from a restaurant, using

statistical-based error metrics to evaluate the model’s predictive power. In contrast with the work of
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Singh and Soni, 2019, we investigate the performance of ML-based models not only in terms of predictive

power but also in terms of prediction bias and inventory-related costs. Moreover, to the best of our knowl-

edge, our work is the first in the supply chain management literature combining ML and BD to estimate

supply LT in a real-world multinational automotive electronics supply chain (Bosch AE/P) operating with

an MRP inventory control system. We build on the scalable technological BD architecture proposed in N.

Silva et al., 2021. Our IDSS builds on a BDW that stores, integrates, and provides real data over time. We

consider the LT estimations provided by our ML-based models for dimensioning safety stocks purposes.

In such a setting, safety stocks assume that manufacturer’s demand, resulting from the dependent de-

mand of end customers, is deterministic and known in advance but dynamic and time-varying across the

entire planning horizon. In other words, the manufacturer’s demand is obtained through the case-study

company’s ERP-MRP, which receives (deterministically) the time-varying dependent demand for finished

products to further run the MRP for components. Importantly, we evaluate the impacts of our approach,

providing a comparison with the current strategy used by Bosch AE/P, in terms of SS estimations and

inventory holding costs. Our IDSS derives safety stock estimations adapted to the recent supply dynamics,

as opposed to the static and experience-based approach currently used by the company.

5.3 Problem formulation

We consider a standard supply chain composed by three players (supplier, manufacturer and cus-

tomer) establishing exchanges of information and materials over time, as shown in Fig. 54. In order to

cope with upstream and downstream variations in the supply chain, the manufacturer dimensions safety

stocks for multiple components. For this purpose, classical inventory management theory states that

one must correctly characterize and further model the demand and supply processes in order to promote

buffer stocks that minimize holding costs while maintaining the desired service levels (Silver et al., 2016).

In this paper, we focus our attention on the problem of estimating supply LT, defined here as the length of

the interval between the placement of the supplier order and the time it reaches to the manufacturer. In

this way, we consider not only the supply transit time but also the time required to produce the quantity

requested by the manufacturer from the supplier. Note that the importance of promoting better supply

LT estimates goes far beyond the problem of dimensioning safety stocks, to the extent that it also has

significant impacts on production planning and leveling, in the management of capacities allocated to the

production process, and in the logistics and transport management.

Let T = {x𝑖}𝑛𝑖=1 be a training set comprising 𝑛 observations where x ⊆ ℝ𝑝 denotes a 𝑝 -dimensional

vector of input variables. For each training observation x ∈ T , there exists a unique corresponding

outcome 𝑦 ∈ 𝑌 ⊆ ℝ. Hence, a supervised learning training set D can be formulated in the form of

multiple input-output relationships as D = {(x𝑖, 𝑦𝑖)}𝑛𝑖=1 ⊆ ℝ𝑝 × ℝ. The main purpose of this work is

to construct a regression framework that takes advantage of a subset input variables (embedded in x) in

order to promote better estimates of the supply LT (𝑦). By means of a regression model 𝑅, characterized
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Supplier Manufacturer CustomerProduct delivery

Order/Forecast

Components delivery

Order for components

Material flow

Information flow

Uncertainties

Lead time modeling

Safety Stock

Upstream Downstream

Figure 54: Illustration of a classical three-stage supply chain structure.

by an optimal hypothesis, we intend to map linear/nonlinear relationships that coexist between the 𝑝 -

dimensional input vector x and the corresponding output 𝑦.

5.4 Material and methods

5.4.1 Industrial case study

This work was developed in the Logistics Department of Bosch AE/P. This multinational automotive

electronics industry is characterized by a complex supply chain topology, with suppliers and customers

spread all around the world, as depicted in Figure 55. The Logistic Department deals with a total of 7781

raw materials from 444 suppliers located in more than 30 countries, which impacts the production of

about 1100 finished products. The majority of suppliers (48%) are located in the Asian continent, followed

by the European continent (43%, in which 8% are Portuguese suppliers) and the American continent (only

1%).

Progressively, the automotive industry has incorporated the JIT concept, which is concerned with

demand-driven production in order to reduce overall waste, particularly inventory levels. While it is true

that the adoption of this philosophy allows the reduction of inventory on-hand, it may also result in higher

vulnerabilities to uncertainty phenomena. Managing these uncertainties and risks becomes a fundamen-

tal challenge for the organization. In this way, the company adopts MRP buffering techniques such as

safety stocks in order to hedge against inventory shortages induced by supply and demand uncertainties.

Establishing an appropriate level of safety stocks is a complex task since a low safety stock can lead to

shortages and a high safety stock can lead to overstocking, and thereby higher and unnecessary holding

and warehousing costs.

The current strategy used at the case study company to estimate the safety stock is based on the

logistics planner’s experience. In this process, several important logistics criteria are considered, includ-

ing: ABC classification by ordering volume and unit cost, supplier origin and transportation mode, special

freight lead time, and effects of planning time fence. However, although these criteria are proven to have

143



CHAPTER 5. SUPERVISED LEARNING FOR ESTIMATING LEAD-TIME UNCERTAINTY

Figure 55: Geographic distribution of the Bosch AE/P suppliers.

a direct impact on inventory management, the company lacks a dynamic and systematic strategy that

allows it to aggregate all these factors in an efficient way. On the other hand, it is noteworthy that this

gut-feeling process based on past experience is quite error-prone and requires a lot of knowledge on the

business process. Hence, considering the case study company as practical motivation, we intend to pro-

mote better estimations of safety stocks by improving supply LT estimations. For that we propose a IDSS

that combines ML and BDA technologies. The details of our approach are detailed in the subsequent

sections.

5.4.2 Big Data technological architecture

This section describes the Big Data technological architecture that supports our modeling approach

to estimate supply LT. Such architecture was previously introduced in N. Silva et al. (2021) and includes

three main layers described as follows:

A. Sources: consists of SQL databases or other data repositories from Bosch AE/P.

B. Big Data Infrastructure: an Hadoop-based ecosystem comprising the following tools:

1. Sqoop - used for data ingestion from the selected sources. Collected data from data sources

are stored in an HDFS in Parquet1 format, enabling compatibility with Apache Spark and

Impala, as well as a high degree of efficiency in large-scale queries (Baranowski et al., 2015).

1https://parquet.apache.org/
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2. Apache Spark - a multi-language engine used for data cleansing, transformation and de-

velopment of ML models. This engine was adopted primarily due to its scalability, simplicity

and easy integration with other BD tools.

3. Hive2 - a distributed data warehouse system used to store and manage large-scale datasets.

It includes the Hive Metastore where the metadata, namely schema and other model statis-

tics, are stored (Thusoo et al., 2009).

4. Impala - a native analytic database for Apache Hadoop that we have used to query data from

Hive and provide a connection to the Power BI tool. The choice of impala was motivated by its

query execution performance when compared with other SQL-on-Hadoop systems, namely

Spark, Drill, Presto or Hive (M. Santos et al., 2017; N. Silva et al., 2021).

C. Data visualization: module that enables to create data visualizations through Power BI dash-

boards. Note that Power BI is a powerful, popular, easy to use tool, considered to be a top business

intelligence platform3.
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Figure 56: Big Data technological architecture proposed in N. Silva et al. (2021)

5.4.3 Machine Learning pipeline

The proposed approach appears summarized in Figure 57 and relies on three core data mining

phases. The first concerns the data preparation, where we perform several activities related to data

pre-processing, including data cleaning, feature selection and feature standardization (Section 4.2.5.3).

2https://hive.apache.org/
3https://info.microsoft.com/ww-landing-2022-gartner-mq-report-on-bi-and-analytics-platforms.html
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The second phase relates to the modeling and evaluation, where we build the predictive models and evalu-

ate their performance (Sections 4.2.5.4, 4.2.5.5 and 4.2.5.6). The third phase is the deployment, where

we run the predictive model in a Big Data Hadoop Cluster. In the whole process, we create a dynamic

workflow that, firstly, trains the selected ML model, then creates a pickle of this model, and lastly, saves

it into a selected HDFS folder. A pickle is a Python module used for serializing and de-serializing object

structures. Oftentimes, this module is used to save ML models and, in a later stage, generate new pre-

dictions without re-training them. All the derived predictions are then stored in Hive external tables of the

Big Data Warehouse (see Fig. 56).

Modeling and Evaluation

Rolling Window Scheme

Bayesian Optimization

Data Preparation

One-hot Encoding

Data Preparation Modeling and Evaluation Deployment

Transformed Data Machine Learning Algorithm Training Evaluation Parameter Tunning

1 2

1

Parquet Files  
(Raw data)

Dataset construction Cleaning dataset Feature
Engineering

String Indexer OneHotEncoder Vector Assembler

2

Train

TRANSFORM

Test

K-Fold CrossValidation

Estimator:
Regression

Hyperparameters

Parameter 1

Parameter N

Parameter 2

Regression Evaluator:
Metric

Regression Evaluator:
Metric

Regression Evaluator:
Metric

Best Estimator
(Best Parameters)

FIT

Feature
Preparation

Feature
Preparation

3

3

Feature
Preparation

StandarScaler 
(Z-Score) 

ChiSqSelector

3

Regression Evaluator:  
Root Mean Squared

Error (RMSE)

Regression Evaluator:  
Mean Absolute Error

(MAE)

Figure 57: Machine learning pipeline.

5.4.4 Data Preparation

5.4.4.1 Logistics data

This research uses proprietary data from the Logistics Department of the multinational automotive

electronics industry (Bosch AE/P), from February 2019 to August 2021. The collected data were retrieved

from the BDW proposed in N. Silva et al. (2021) in agreement with the business domain expert knowledge

(logistic planners). Table 19 presents a description of the raw logistics information that served as basis for

the feature engineering process, from which the input features described in Section 5.4.4.2 were created.
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Table 31: Summary of the collected logistics data attributes.

Context Attribute Description (format, {examples})

Orders

Order date Order placed date (date, {‘20190320’})
Order quantity Quantity of ordered item (number, {1800, 10000})
Quantity delivered Quantity delivered (number, {1500, 8000})
Delivery date (Planned) Planned date to deliver the order (date, {‘20190802’})
Delivery date (Real) Date of order delivery (date, {‘20200302’})
Transport mode Type of transportation (text, {‘Sea’, ‘Air’, ‘Road’})
Forwarder Name of delivering carrier (text, {‘Company X’})

Materials

Material ID Raw material code (text, {‘00126523’, ‘FH123201’})
Planning time fence Frozen zone in days at supplier (number, {2, 8})
ABC classification Classification of raw material determined by volume of

sales and price (text, {‘A’, ‘B’, ‘C’})
Planning calendar Delivery cycle code of supplier (text, {LSP, ERS})

Suppliers

Number Code of supplier (text, {‘0685RF5T’})
Name Legal name of the supplier (text, {‘Company Y’})
Location (country) Location country of supplier (text, {‘Portugal’})
Location (region) Region of the supplier location (text, {‘Europe’})

Plant

Plant number Plant code (text, {‘8051’, ‘9245’})
Name Plant name (text, {‘Plant 1’})
Plant location Country where plant is located (text, {‘Portugal’})

Calendar
Holidays Number of holidays during the planned LT from the coun-

try of dispatch (number, {1, 4})
Planning delivery calendar Planned delivery calendar code (text, ‘1A02’, ‘RS42’)

Target Lead time Supply lead time (number, {2, 19})

We have conducted data cleansing activities to remove all missing and duplicated data. Afterwards,

we obtained a data set of 32k orders related to 2.6k different raw materials, from a total of 174 suppliers.

While performing the EDA, we found that the distribution of our target output (LT) is skewed (right-skewed),

as shown in Fig. 58. It is well-known that the tail region in skewed data can act as an outlier in statistical

models. Therefore, we applied the logarithmic-based transformation 𝑙𝑜𝑔(𝑦 + 1) to the target output in
order to alleviate the skewness of the distribution (Hastie et al., 2009). The target in the regression thus

becomes 𝑙𝑜𝑔(𝑦 + 1), and thereby all model predictions should be post-processed by using the respective
inverse function. Note that we have chosen the 𝑙𝑜𝑔(𝑦 + 1) transformation rather than 𝑙𝑜𝑔(𝑦) due to the
existence of many zeros-valued observations in our target output (y), which makes the latter transformation

unfeasible.

Lastly, we have also applied the well-known one-hot encoding technique to convert the categorical

features into numerical ones, making it possible to use models that require numerical inputs as a precon-

dition. For each categorical input in the dataset, this technique creates a new binary dummy variable for

each unique category value therein represented (James et al., 2021).
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Figure 58: (left) 𝐿𝑇 and (right) 𝑙𝑜𝑔(𝐿𝑇 + 1) distributions with Kernel Density Estimates (KDE)

5.4.4.2 Feature engineering

Domingos (2012) states that feature engineering represents a crucial process regarding any ML task,

which aims to create a set of new features from raw data in order to improve the predictive power of

ML models. Following previous research (Brintrup et al., 2020), this section introduces all the features

considered during the learning processes of the suppliers’ delivery time dynamics. Such dynamics, em-

bedded in the multidimensional vector x, may one hand positively/negatively affect the ability of a supplier

to deliver a given order on time and, on the other hand, explain increases/decreases in the supply lead

time throughout the product life-cycle. The constructed features are described as follows:

• Historical percentage of supplier delays: The past recent information related to delays

caused by the supplier may reveal some trends regarding the increase/decrease of supply lead

time. In fact, suppliers associated with frequent late deliveries are more likely to delay future deliv-

eries. Hence, at the time of placing a given order 𝑡 , we compute the average percentage of delays,

induced by the supplier, over the past 𝑛 orders:

𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟𝐷𝑒𝑙𝑎𝑦𝑠 (𝑡) (𝑛) = 100
𝑛

𝑛∑
𝑖=1

1{𝐴𝑡−𝑖>𝑅𝑡−𝑖 } (5.1)

where 𝐴𝑡−𝑖 and 𝑅𝑡−𝑖 are the actual and required receipt dates for the past supplier order 𝑡 − 𝑖,

and 1𝐴 denotes a logical function (it equals 1 if 𝐴 is true and 0 otherwise). In this formulation, 𝑡

represents the index of the supplier order under prediction. A natural consequence of applying the

expression (5.1) is that the first 𝑛 instances of the data are dropped due to the use of time lags of

order 𝑛.

• Historical percentage of forwarder delays: Variations in the lead time of a certain order

may not necessarily be related to factors related to the supplier level but, for example, related to

the forwarder. By way of example, issues like accidents and customs clearance problems impact

strongly in the ability to promote just-in-time deliveries. Thus, similarly to the preceding variable,
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we also opted to include the historical percentage of delays motivated by logistics issues at the

forwarder and not the supplier.

• Average past/future order volume: We consider that the amount of material requested to

the supplier can influence its production capacity to an extent that could induce variations in the

delivery time of a particular order quantity. In order words, the volatility, in terms of quantity, of

manufacturer’s orders to the suppliers may influence their ability to cope with the manufacturer’s

requests. Following this reasoning, we select the level of manufacturer’s demand volume over the

last 𝑛 orders as a way to reflect the past pressure exerted on the supplier:

𝐴𝑉𝐺𝑃𝑎𝑠𝑡𝑉𝑜𝑙 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

𝑂𝑡−𝑖 (5.2)

Likewise, we have also extended the previous formulation to consider the average future order vol-

ume, planned today for the future 𝑛 orders (Eq. 5.3), in the sense that large future order quantities

can force the supplier to reschedule current production and capacity which, in turn, can compro-

mise the supply lead times of short-term orders:

𝐴𝑉𝐺𝐹𝑢𝑡𝑢𝑟𝑒𝑉𝑜𝑙 (𝑡) (𝑛) = 1
𝑛

𝑛∑
𝑖=1

𝑂𝑡+𝑖 , (5.3)

where 𝑂𝑡+𝑖 is the 𝑖th forecasted order.

• Short-term supplier flexibility: Following the work of Brintrup et al. (2020), we have considered

the supplier flexibility as one of our model features. In our work, we define the supplier flexibility

as the first-order difference between the quantity to be ordered and the last ordered quantity, using

the following expression:

𝑆ℎ𝑜𝑟𝑡𝑆𝑢𝑝𝑝𝐹𝑙𝑒𝑥 (𝑡) = ∇𝑂𝑡 = 𝑂𝑡 −𝑂𝑡−1 . (5.4)

With this formulation, we expect that by applying learning algorithms it should be possible to cor-

relate short-term variations in the quantity to be ordered with increases/decreases in supply lead

times.

• Mid-term supplier flexibility: We extend the previous formulation over the past𝑛 orders in order

to account for mid-term variations, rather than just short-term dynamics:

𝑀𝑖𝑑𝑆𝑢𝑝𝑝𝐹𝑙𝑒𝑥 (𝑡) (𝑛) = 𝑂𝑡 −
1
𝑛

𝑛∑
𝑖=1

𝑂𝑡−𝑖 (5.5)

In this sense, we can explicitly account for events where order variations were high in the short-

term but smoothed in the mid-term, and vice-versa, and correlate them with past supply lead time

increases/decreases.
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• On-time delivery moving average: For each record of a placed order, it is possible to determine

whether the order arrived on the scheduled date set by the producer. Let 𝑋 be a binary variable

that for a given placed order 𝑡 takes the value 0 if the order did not arrive on the scheduled date

and 1 otherwise. For each new order entry in the future, we calculate the 𝑛th order moving average

(𝑀𝐴) of 𝑋 aiming to try to smooth its behavior over time, and to ultimately measure the trend of

a given supplier to incur in delays:

𝑀𝐴𝑡 (𝑛) =
1
𝑛

𝑡−1∑
𝑖=𝑡−𝑛

𝑋𝑖 (5.6)

• Number of non-working days: Another variable that can influence the length of the lead time

is the number of non-working days (prevailing in the supplier’s country of origin) from the moment

that the order is placed at the supplier by the producer until the planned date of its receipt.

• Order Frequency: Consists of determining the frequency of orders to a specific supplier. Note

that when compared to suppliers with shorter replenishment lead times, a supplier with more time-

spaced delivery frequencies can be expected to be more prone to delays in order deliveries, due to

the greater number of uncertainty factors that exist between itself and the producer.

Throughout the empirical evaluations considered in this paper, we have considered 𝑛 = 10 orders.

This assumption was derived from a brainstorming meeting with business expert domains, where it was

considered a reasonable time frame to capture relevant supplier dynamics. In any case, it should be noted

that this value can, of course, vary depending on the application context at hand.

In addition to the abovementioned variables, we also consider some fundamental logistics information

related to the component to be ordered, including its: (i) order quantity, (ii) transport mode, (iii) planning

time fence, (iv) ABC Classication, (v) planning calendar, (vi) supplier location, (vii) supplier region, (viii)

plant location, (ix) number of holidays, (x) planned delivery calendar, (xi) season of the year, (xii) month of

the supply order. This results in a set of 21 features for modeling purposes plus the target variable (LT).

5.4.5 Regression algorithms

During several meetings with the company business experts, we have conducted a controlled set

of exploratory visual inspection analyses that confirmed the existence of several non-linear relationships

between the dependent variable the independent variables. These findings motivated the use of three

nonlinear regression algorithms (DT, RF and GBT). Yet, we have also chosen to include two linear models

(Linear Regression (LR) and Generalized Linear Regression (GLM)) to act as benchmarks during the com-

parisons of the different learning algorithms under evaluation. Note that we have tested the majority of

available standard ML algorithms in the spark.ml library in order to enrich the discussion of the results.

Table 32 presents the hyperparameters considered for each regression model tested.
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Table 32: Hyperparameter of the regression algorithms

Parameter
Regression algorithms

Descriptiona
DT RF LR GBT GLM

maxDepth ✓ ✓ ✓ Maximum depth of the tree (d=5)
maxBins ✓ ✓ ✓ Maximum of bins for discretizing continuous

features (d=32)
numTrees ✓ Number of trees to train (d=20)
elasticNetParam ✓ ElasticNet mixing parameter [0, 1](d=0.0)
regParam ✓ ✓ Regularization parameter (d=0.0)
family ✓ description of error distribution

(d=“gaussian”)
maxIter ✓ ✓ ✓ Maximum number of interactions (d=100)

a Default Value (d)

5.4.5.1 Decision Tree (DT) regression

A Decision Tree (DT) is a commonly used algorithm for classification and regression tasks (Russel

& Norving, 2010). It is a branching structure where several decision nodes are connected by branches

that extend from the root node until the leaf nodes (Larose, 2005; Moro et al., 2014). Starting from the

root node, attributes are tested at the decision nodes, resulting in a set of branches reflecting the possible

outcomes. This branching representation can be translated into a set of IF-THEN statements, which shows

its simplicity and therefore, easily understood by humans (Moro et al., 2014). In this work, we have adopted

the Classification And Regression Tree (CART) algorithm (Loh, 2011) under variance reduction as split

criterion (Sutton, 2005) to further compute information gain. In such a setting, for regression purposes,

the final prediction results from the arithmetic average of the individuals trees. Despite their simplicity

and ease of implementation, decision trees are extremely susceptible to overfitting, which motivates the

use of more robust tree-based methods (e.g., random forest) based on bootstrap aggregation strategies

able to minimize the prediction variance.

5.4.5.2 Random Forest (RF) regression

Random Forest (RF) is a popular and very efficient classification and regression algorithm, introduced

by Breiman (2011) (Biau & Scornet, 2016; Couronné et al., 2018; Cutler et al., 2012; Genuer et al., 2010;

Grömping, 2009). It consists of the aggregation of a large number of de-correlated decision trees built by

the combination of bootstrap aggregation, consisting of random sampling with replacement to determine

the individual tree estimates (Biau & Scornet, 2016), with random feature selection so that to reduce the

variance, the risk of overfitting and achieve better prediction performance (Couronné et al., 2018; Spark,

2020; Witten et al., 2016). Each tree of RF is built using several bootstrap samples randomly chosen

from the original dataset using the CART method and the Decrease Gini Impurity (DGI) as the splitting

criterion. At each tree, the split is performed in such a way that the CART-criterion is maximized based
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on a given number of randomly selected candidate features (typically referred to as mtry)(Biau & Scornet,

2016; Couronné et al., 2018; Genuer et al., 2010).

5.4.5.3 Linear Regression (LR)

Linear Regression (LR) is a commonly used approach for modeling the relationship between scalar

response, also known as the dependent variable, and one or more explanatory variables, also known as

the independent variable. A linear regression is defined in the form:

𝑌 = 𝛽0 + 𝑋1𝛽1 + ... + 𝑋𝑝𝛽𝑝 + 𝜀 = 𝛽0 +
𝑝∑
𝑗=1

𝑋 𝑗𝛽 𝑗 + 𝜀 (5.7)

where 𝛽0, 𝛽1, ..., 𝛽𝑝 are fixed and unknown parameters of the model (also known as regression coef-

ficients), 𝑋 𝑗 represents the features (independent random variables), 𝑗 = 1, ..., 𝑝 denote the regressor

variables and 𝜀 denotes an error term (Gaussian random variable with expectation 0 and variance 𝜎2 > 0)

(Grömping, 2009; Hastie et al., 2009). The most common method to estimate model coefficients is the

Ordinary Least Squares (OLS) (Hastie et al., 2009). Yet, in this work, apart from the traditional OLS, we

have considered L1 and L2 regularization techniques using the mean squared error as loss function. At

this point, note that penalized regressions trade-off variance for bias, which has proven to be valuable in

inventory management contexts (see, e.g., Kourentzes et al., 2020).

5.4.5.4 Generalized Linear Model (GLM)

Generalized Linear Model (GLM) is a flexible generalization of ordinary linear regression, formulated

by Nelder and Wedderburn (1972). It generalizes the linear regression by permitting the linear model to

be related to the response variable via a link function and permitting the magnitude of the variance of

each measurement to be a function of its predicted value (Voyant et al., 2017). In this work, the main

motivation for using GLM has to do with the nature of the LT variable. Since LT are discrete, GLMmay reveal

a better fit to non-Gaussian distributions when compared to that obtained by applying a linear regression

(which assumes Gaussian distributions). In this context, when implementing the GLM algorithm, we

tested the traditional Poisson and Gamma family distributions commonly adopted in fundamental inventory

management textbooks (Silver et al., 2016) as well as the Tweedie distribution, which is able to not only

approach some distributions in the exponential family but also accommodate null values (as is the case

of LT for several suppliers geographically close to the case study company). In this process, we have

excluded the Gaussian GLM as it is equivalent to the application of standard linear regression.

5.4.5.5 Gradient-Boosted Tree (GBT) regression

Gradient-Boosted Tree (GBT) is an ensemble method that combines a large set of decision trees to

make a prediction (Ye et al., 2009). Boosting aims to iteratively combine several weak learners, aiming to

generate a single strong learner. In this context, a weak learner is a tree whose performance is marginally
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higher than random chance. The addition of a new tree in each new iteration aims to correct the errors of

the model built in the previous iteration. So, gradient boosting tries to fit a parameterized function (a tree)

to pseudo-residuals, which are the gradient of the loss function being minimized over the training data, in

order to construct additive regression models (J. H. Friedman, 2001). Incorporating randomization into

the iterative procedure can improve the approximation accuracy and execution speed of gradient boosting.

This randomness also increases the robustness against the overfitting (Burez & Van den Poel, 2009; J.

Friedman, 2002; Hastie et al., 2009).

5.4.6 Feature preparation and hyperparameters tuning

5.4.6.1 Feature scaling

Feature scaling is an important issue to be tackled in the pre-processing stage in ML projects, mainly

when working with several ML algorithms. Some ML algorithms are sensitive to feature scaling, while

others are not. In this work, we adopted the Z-score standardization technique to transform each input

variable in such a way to have zero mean and a unit standard deviation. When compared, for instance,

to the classical range normalization (consisting of establishing new min-max limits for each variable), the

Z-score transformation deals more effectively with outliers.

5.4.6.2 Feature selection

Feature selection aims at selecting a subset of features in order to remove all irrelevant and redundant

features that may produce negative effects in the fitting process of the models as well as in the subsequent

predictions. In this work, we adopted the Chi-Square test of independence (Greenwood & Nikulin, 1996),

a nonparametric test that aims to assess whether there is an association between categorical variables.

Nevertheless, it can be used for data with numerical inputs after a process of binning (or discretization),

consisting in transforming numerical variables into categorical ones. For a given numerical variable, this is

done by grouping its values into a small set of discrete values (bins), each representing a specific range of

values of the original numerical variable. These bins can be calculated using, for instance, quartile-based

thresholds. A limitation of this method, not in our particular case, is that it assumes a relatively large

sample size.

5.4.6.3 Hyperparameters tuning

Hyperparameter tunning is an fundamental aspect when building effective machine learning models.

Typically, there are two common approaches are used for this purpose, namely grid search and random

search. While the former is a relatively slow approach, taking a lot of time searching for all possible

combinations of parameters to find the optimal ones, the latter is a fast and effective one but makes a

random search of parameters. In contrast, we have considered an alternative strategy based on Bayesian

optimization using the HyperOpt Python library (Bergstra et al., 2015). Unlike grid search and random
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search, Bayesian optimization requires less iterations to generate the optimal combination of model hy-

perameters. This strategy determines the next hyperparameter combination to be tested based on the

previously-evaluated outcomes, reducing unnecessary evaluations and improving efficiency (see L. Yang

& Shami, 2020, for details).

In order to make the hyperparameters optimization procedure more robust and less dependent on

specific training-test windows, we combine the Bayesian optimization procedure with a timely-ordered

5-fold cross validation strategy (without shuffling). Following such setting, we test several tuples of hyper-

parameters in five ordered training and validation sets instead of using, for example, a single validation

set obtained through an ordered holdout strategy. The entire optimization procedure appears summa-

rized in Fig. 59. For each model, we define the hyperparameter space and set the Mean Absolute Error

(MAE) metric as the criterion to be minimized over 10 iterations of the TPE method (Bergstra et al., 2011),

which has yielded very interesting results in recent review studies (Shekhar et al., 2021). In the objective

function, we employed a 5-fold cross-validation (as defined previously) to promote the selection of the best

tuple of hyperparameters for each model using several train-validation configurations. The MAE metric

for each model and hyperparameters configuration is evaluated over each validation set derived from the

application of the 5-fold cross-validation.
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Figure 59: Hyperparameter tuning using Bayesian Optimization.

5.4.7 Evaluation

To evaluate the regression models, we have adopted a realistic and robust RW scheme similar to that

of Oliveira et al. (2017), as illustrated in Figure 60. In such a setting, we simulate a real environment by

producing multiple training and testing iterations over time, rather than considering a simplistic holdout

evaluation mechanism. This scheme works as follows. In this first iteration (𝑈 = 1), the model is

trained using a window with a fixed size𝑊 to further generate 𝑇 predictions. In the second iteration

(𝑈 = 2), the training window of size𝑊 rolls forward S instances, causing the replacement of the S oldest

instances of the training window by the S recent ones. The new model is retrained to further generate new

subsequent T predictions. This process continues until the available samples is exhausted. The process
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of hyperparameters tunning takes place in each iteration of the RW scheme. Note that, as opposed to a

typical rolling origin mechanism (Tashman, 2000), where the training window is incrementally increased,

we discard the oldest observations as the training window rolls in time. Following this strategy, we avoid an

excessive growth of the training window (containing now irrelevant vendor behavior dynamics) and thereby

an increase in computational effort when training the models in each iteration of the evaluation process.

The total of iterations is determined using the following closed-form expression:

𝑈 = (𝐷 − (𝑊 +𝑇 ))/𝑆. (5.8)
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Figure 60: Rolling window scheme adapted from (Oliveira et al., 2017)

5.4.7.1 Measuring model performance

This section intends to report the two statistical metrics used to evaluate the performance of the

different regression models under testing, namely the Mean Absolute Error (MAE) and the Root Mean

Squared Error (RMSE). Such evaluation is conducted over the test sets of each rolling window iteration.

The MAE and RMSE metrics are defined as follows:

𝑀𝐴𝐸 =
1
𝑇

𝑇∑
𝑡=1

|𝑌𝑡 − 𝑌𝑡 | , (5.9)

where 𝑌𝑡 is the actual value and 𝑌𝑡 is the target or predicted value.

𝑅𝑀𝑆𝐸 =

√√√
1
𝑇

𝑇∑
𝑡=1

(𝑌𝑡 − 𝑌𝑡 )2 , (5.10)

where 𝑌𝑡 is the actual LT and 𝑌𝑡 is the predicted LT at 𝑡 , whereas 𝑇 is the total number of data points in

each test set.
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The MAE metric is one of the simplest and easily interpretable regression error metrics. It expresses

the average of the absolute differences between the actual value and the predicted value. The MAE metric

is also linear, which makes both larger and smaller errors contribute linearly to the overall error. On the

other hand, RMSE metric punishes the larger deviations from the target value, thereby magnifying the

overall error.

In addition to the above absolute and quadratic error metrics, we have also consider the Regression

Error Characteristic (REC) curve, which summarizes the trade-off between the error tolerance (x-axis)

and the percentage of points that are fit within the tolerance (y-axis), also known as the accuracy of a

regression function (Bi & Bennett, 2003). The Area under the Regression Error Characteristic (AUREC) is

calculated from the REC curve. The higher the AUREC, the better are the regression model estimations,

while a perfect regression model has an AUREC of 1. The Area Over the REC curve (AOREC), which can

be determined through the AUREC (AOREC = 1 - AUREC) represents the biased estimate of the expected

error (Bi & Bennett, 2003).

5.4.7.2 Measuring model prediction bias

Prediction bias represents a measure of how far is the estimated value from the real value. In other

words, a systematic deviation between estimated and real values. It is very useful to verify if a model

tends to overestimate (where bias is less than zero) or underestimate (where bias is greater than zero)

the predictions. In this work, following the interesting work of Barrow and Kourentzes (2016), we have

determined the scaled Mean Errors (𝑠𝑀𝐸) and the scaled Squared Errors (𝑠𝑆𝐸) of each model. Both

𝑠𝑀𝐸, scaled Mean Squared Error (𝑠𝑀𝑆𝐸) are used as a complementary measure to the statistical metrics

defined in Section 5.4.7.1.

𝑠𝑀𝐸 =
𝑇∑
𝑡=1

𝑌𝑡 − 𝑌𝑡

𝑌
(5.11)

𝑠𝑀𝑆𝐸 =
𝑇∑
𝑡=1

(𝑌𝑡 − 𝑌𝑡 )2

𝑌
(5.12)

where 𝑌 denotes the mean level of LT, 𝑌𝑡 is the real LT and 𝑌𝑡 is the predicted value of LT at 𝑡 .

5.4.7.3 Safety stock estimation

Safety stock also known as buffer stock represents an extra inventory that is held in order to deal with

demand and supply uncertainties and avoid stock-outs (Barros et al., 2021). The safety stock of finished

goods aims to attend unexpected demand and safety stock of raw material aims to protect against supply

and production problems. In this work, we study the implications of both LT and demand variability on

estimating the safety stocks of raw material. Among several traditional mathematical stochastic methods
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present in the literature studies, including supply chain books, we adopted a method that formulates the

classical safety stock dimensioning problem, as follows:

𝑆𝑆 = 𝑧
√
𝜇𝐿𝑇𝜎2

𝐷 + (𝜇𝐷𝜎𝐿𝑇 )2 (5.13)

where 𝑧 = Φ−1 [𝛼] represents the safety factor, Φ(·) is the standard Gaussian cumulative distribution

function, 𝜇𝐿𝑇 , 𝜎𝐿𝑇 are the mean and standard deviation of LT, while 𝜇𝐷 , 𝜎𝐷 are the mean and variance

of demand, respectively. This popular traditional method is very practical for determining the target safety

stock, assuming that the mean and standard deviation of demand during lead time follow a Gaussian

distribution. We are aware that the incorrect use of this assumption may result in higher inventory costs

(see, Clark, 1957; Disney et al., 2016; Ruiz-Torres and Mahmoodi, 2010 for details). At this point, due to

the lack of historical demand forecasting data from the case study company, we were not able to use the

standard deviation of forecasting errors for safety stock dimensioning purposes.

To measure the inventory-related costs 𝑇𝐶, in terms of the safety stocks estimated for each raw

material𝑚, we have adopted the following expression:

𝑇𝐶 = (𝐼𝑚 × 𝑃𝑚) × 𝑆𝑆𝑚 , (5.14)

where 𝐼𝑚 is the holding rate for the raw material𝑚 per unit of time, 𝑃𝑚 denotes the raw material standard

unit price and 𝑆𝑆𝑚 represents the safety stock estimated.

5.5 Experiments and Results

5.5.1 Experimental and modeling setup

All experiments were performed using the framework Apache Spark 2.4.0, using code written in the

PySpark (Python API of Apache Spark) and executed in the company Big Data cluster with a total of 9

nodes, 152 (144 with Hyper-threading) cores, 224 terabytes (TB) of disk capacity and 1603 gigabytes

(GB) of memory capacity. For the computational experiments during the empirical evaluations, we have

reserved 10GB of memory for the driver process, 7 executors with 4 cores to be used for each executor

as well as 10GB to be used for each executor process. Moreover, as a spark-submit parameter, we set

the deploy mode to cluster mode in order to execute the driver process inside the cluster (i.e., using the

cluster resources).

We have explored five popular ML algorithms (RF, LR, GLM, GBT and DT) and also adopt the realistic

and robust RW scheme for evaluating our models. After consulting logistics domain experts, we adopted

the valuesW= 21.000, T = 500 and S = 500 for the RW scheme, producing a total of𝑈 = 20 iterations that

allows the computation of aggregate results for each MLmodel using a statistical confidence measure. The

modeling setup for each regression model is summarized as folows. For the DT model, we setmaxDepth ∈

157



CHAPTER 5. SUPERVISED LEARNING FOR ESTIMATING LEAD-TIME UNCERTAINTY

{2, 5, 10, 20, 30} and maxBins ∈ {10, 20, 40, 80, 100}. In the case of RF, we additionally set the number
of trees to numTrees = 200. The GBT was trained with 100 epochs (maxIter = 100) of L-BFGS algorithm

(Liu & Nocedal, 1989) using the same hyperparameters as those established for DT. The LR was trained

with 100 epochs (maxIter = 100) while considering elasticNetParam ∈ {0.0, 0.25, 0.5, 0.75, 1.0} and

regParam ∈ {0.01, 0.1, 0.5, 1.0, 2.0}. This allows to account for regularized regressions (LASSO, Ridge
Regression and Elastic Net). Finally, the GLM was also trained with 100 epochs considering regParam ∈
{0.01, 0.1, 0.5, 1.0, 2.0}, family ∈ {“𝑝𝑜𝑖𝑠𝑠𝑜𝑛”, “𝑔𝑎𝑚𝑚𝑎”, “𝑡𝑤𝑒𝑒𝑑𝑖𝑒”} and the same parameters as DT
to be optimized.

Finally, we take advantage of the non-parametric Wilcoxon signed-rank test (for paired samples) (Hol-

lander et al., 2013) to compute a pseudo-median of the overall MAE (or RMSE) for each model over the

RW iterations. We also check whether the prediction errors obtained over RW iterations are significantly

different from one model to another. At this point, we give preference to the use of non-parametric tests

over parametric ones as they make fewer assumptions about the underlying data.

5.5.2 Preliminary experiments

Before moving on to the application of the RW scheme to evaluate the overall performance of the

regression models, we have used the data corresponding to the first iteration (𝑈 = 1) to perform a set

of preliminary experiments for feature selection. Here, the goal is to assess the relevance of employing

feature selection techniques in our particular machine learning pipeline. For that, we have employed an

hold-out scheme on that first data portion, by dividing it in a timely-order fashion into training set (70%)

and test set (30%). We considered the training set data to apply the Chi-Square test of independence (as

defined in Section 5.4.6.2) aiming to select a fixed number of top features with high predictive power.

We chose the number of top features as the criterion for the Chi-Square test, while considering several

possibilities, namely numTopFeatures ∈ {81, 78, 74, 72, 69, 65, 60, 54, 46, 39, 30, 24}. The top features

extracted from the application of the test are then considered as inputs to fit the different regression models

and then evaluate their performance over the test set. For the sake of simplicity, we have considered the

default hyperparameter values for all the regression models.

The results of the preliminary experiments are summarized in Fig. 61. On one hand, we can observe

that the MAE tends to increase as we reduce the number of features used to fit the regression models. On

the other hand, one can also notice that the overall levels of computational effort tend to remain relatively

stable as we decrease the number of features considered. From these results, and for this particular

dataset, we can conclude that the application of feature selection techniques does not bring significant

benefits either in terms of predictive or computational performance. Hence, all the experiments hereinafter

presented do not include feature selection. In other words, we have considered the full set of 21 features

originally created (see Section 5.4.4.2). After the application of the one-hot encoding to the categorical

variables, this set is increased to 81 features, which act as inputs for all regression models tested.
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Figure 61: MAE and elapsed time (in seconds) as a function of the number of features included in the
regression models.

5.5.3 Overall predictive performance

We start by summarizing the predictive performance of the tested regression models in terms of MAE

and RMSE (Table 25). For the sake of model comparisons, we also evaluate the cost-accuracy trade-

off by considering computation time metrics, namely training and prediction times. Following the RW

schema presented in Section 4.2.5.6, each absolute/quadratic error recorded in Table 33 is the Wilcoxon

pseudo-median (Hollander et al., 2013) of the different MAE (and RMSE) values in each RW iteration

𝑈 ∈ {1, 2, ..., 20}.

Table 33: Comparison of the optimized ML models (best values in bold).

Models MAE RMSE TTa PTb

Random Forest (RF) 7.378* 17.708 871.087 14.582
Linear Regression (LR) 9.109 20.265 248.100 0.034
Generalized Linear Model (GLM) 9.026 20.310 184.335 0.036
Decision Tree (DT) 9.376 22.278 71.426 0.028
Gradient-Boosted Tree (GBT) 9.696 24.662 821.299 0.910
* Statistically significant under paired comparison with LR, GLM, DT and
GBT

a TT: Training time (s)
b PT: Prediction time (s)

Focusing on the MAE values for simplicity, the results show that the RF model ranks first in terms of

predictive capability, followed by GLM, LR, DT and GBT. However, it requires more time in both the training

and prediction phases. In terms of overall forecasting accuracy, we further found that RF outperforms

(with statistically significant differences under paired comparison, 𝑝 < 0.05) all the remaining regression
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models. The evolution of the models predictive power, in terms of MAE, throughout the different itera-

tions of the RW scheme is illustrated in Figure 62. One can observe that the RF model provides better

predictive power at all RW iterations when compared with the remaining models. By way of example,

Fig. 63 summarizes the good quality of the predictions at the RW iteration𝑈 = 5 of the RF model, which

presents the plots of Coefficient of Determination (𝑅2) (left) and REC curve (right) computed with the

corresponding AUREC curve. On the other hand, Figs. 64 and 65 depict the actual supply LT (measured)

and the predicted supply LT (predicted) from the RF model for the RW iterations 𝑈 = 5 and 𝑈 = 20,

respectively. By visual inspection, both figures show that the measured (actual) and predicted LT values

are quite related in terms of magnitude. Interestingly, we observe that the RF generally tends to underes-

timate the predictions, especially for large values of supply LT. This behavior was motivated by the recent

pandemic of Coronavirus (SARS-CoV-2), which caused dramatic increases in supplier delivery times. In

these cases, the models naturally fail to capture such behaviors. In practice, underestimated supply LTs

can lead to serious imbalances in inventory management and, in the limit, inventory stock-outs and ser-

vice level damages to the customer. This result shows the importance of evaluating predictions not only in

terms of conventional statistical error metrics but also in terms of prediction bias. Table 34 provides the

overall prediction bias and the magnitude of prediction errors for the different models. At this point, while

RF, LR and GLM tend to underestimate the predictions, the DT and GBT models tend to overestimate the

predictions. Of note, when compared to LR and GLM models, RF underestimates the predictions in a low

proportion. In light of these findings, we were interested in assessing which variables have the greatest

impact on the predictive ability of the RF model. The ranking of the top 10 most important features for the

RF model is depicted in Figure 66. Note that some of the features that most contribute to the model pre-

dictive power were created in the feature engineering process, stressing the added value of this modeling

step in general predictive analytics tasks.

In order to facilitate the integration of the proposed approach in the case-study company, we devel-

oped a graphical interface in Power BI (Fig. 67). In this dashboard, besides showing the prediction of LT

and the dimensioning of safety stocks for different service levels, it shows also a map with indication of

the country where the order is dispatched and the destination country, several measures that support or

contribute to the LT prediction (bottom boxes) and raw material information including supplier and for-

warder information’s (left boxes). The bottom boxes provide information regarding the median of supplier

delays in a long-term fashion, the variation of LT over time and order volume over time for the selected

raw material. Overall, this dashboard aims to support the decision making processes and improve the

logistic planner’s flexibility and productivity.

5.5.4 Safety stock performance

We have used Eq. (5.13) to estimate safety stock considering stochastic LT (using the RF model

outcomes) and dynamic demand (using the manufacturer’s demand obtained from MRP system). Fig. 68

depicts the required safety stock levels from different target 𝛼 (Type I) service level of three different raw
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Figure 62: Evolution of MAE metric (y-axis) over the RW iterations for the different ML regression models
(x-axis).

0 20 40 60 80 100 120
Measured

0

20

40

60

80

100

120

Pr
ed

ict
ed

R2 = 0.860 A B C

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Deviation

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

 (%
)

AUREC = 0.847

Regression Error Characteristic (REC)

Figure 63: Coefficient of determination and REC curve at RW iteration U=5 of the RF model.

Table 34: Models prediction bias (best values in
bold).

Models sMEa sMSEb

Random Forest (RF) 0.076 17.798
Linear Regression (LR) 0.115 25.645
Generalized Linear (GLM) 0.104 25.364
Decision Tree (DT) -0.057 29.873
Gradient-Boosted Tree (GBT) -0.049 29.751
a sME: scaled Mean Errors
b sMSE: scaled Mean Squared Errors
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Figure 65: Measured vs Predicted Lead-time at RW iteration U=20 of
RF model.
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Figure 66: Feature importance for the RF model.

materials (R1, R2 and R3). We have tested the LT and demand for each of these raw materials using

the Shapiro-Wilk test for normality (Yazici & Yolacan, 2007). The results have shown that, for all raw

materials, there is no evidence to reject the hypothesis that both lead time and demand follow a Gaussian
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Figure 67: Dashboard: Lead-time prediction and safety stock estimation.

distribution.

As expected, Fig. 68, shows that safety stocks increase whenever service level increases. Table 35

describes the SS determined by the proposed approach and the current company approach. Here, as the

case study company does not manage inventories and procurement processes according to a pre-specified

service level, we only consider a single SS estimation from the case-study company. Comparing these

two approaches, we can observe that, for raw material 3, the approach currently used by the company

provides higher SS value than our calculation for different service levels. This is because the company

prefers to set excessive levels of safety stock for class C materials, in light of their low holding cost. In

contrast, for raw material 2, our calculation provides higher safety stocks than those derived from the

actual approach used by the company, for all target service levels considered.

Figure 68: Safety stocks evolution as a function of target service levels.

Table 36 summarizes the safety stock costs derived from our calculations and from the the current
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Table 35: Deviations in safety stocks (in units) with respect to the company estimation.

Raw Material
Proposed approach

Company estimation
𝛼 -SLd= 85% 𝛼 -SL = 90% 𝛼 -SL = 95% 𝛼 -SL = 99%

R1a -49 -16 +37 +133 196
R2b +173 +532 +1084 +2099 1380
R3c -4328 -3618 -2524 -515 7401

𝑎Raw material 1 (R1), 𝑏Raw material 2 (R2), 𝑐Raw material 3 (R3), Service Level (SL).

company approach. Regarding the raw material 1, we observed a reduction in safety stock holding costs

of ≈ 25% considering SL = 85% and ≈ 8% considering 𝛼 -SL = 90%. For the raw material 3, there is also

a reduction of ≈ 58% for 𝛼 -SL = 85% and ≈ 49% for 𝛼 -SL = 90%. Contrarily, for the raw material R2, in

agreement with the results presented in Table 35, there is a generalized increase of safety stock costs. In

general, the company logistics managers tend to dimension the safety stock far beyond what is necessary,

as a high customer service level is taken as a key indicator notwithstanding the associated inventory level.

Hence, as long as customer service levels are not affected, a reduction in the safety stock levels translates

into smaller inventory holding costs and, in this context, may allow for better inventory management by

facilitating the process of material reception and its subsequent allocation to available warehouse areas.

Table 36: Deviations in safety stock costs with respect to the company estimation.

Raw Material
Proposed approach

Company approach
𝛼 -SLd= 85% 𝛼 -SL = 90% 𝛼 -SL = 95% 𝛼 -SL = 99%

R1a -523 -161 397 3515 1423
R2b 2 6 11 21 13
R3c -5 -4 -3 -1 8

𝑎 Raw material 1 (R1), 𝑏 Raw material 2 (R2), 𝑐 Raw material 3 (R3), Service Level (SL).

5.5.5 Practical & managerial implications

Our study shows the benefits of applying a multivariate supervised machine learning strategy to es-

timate supply lead time. An important aspect of our approach is that it is distribution-free and based

on a big data framework, which facilitates its scalability and applicability within a real-world supply chain

context. As lead time is a key parameter for dimensioning safety stocks, the fairly good performance of the

proposed approach offers exciting opportunities to improve their calculation. However, since most of the

studies focus on improving demand estimation processes, more studies are needed to model stochastic

lead times and incorporate the uncertainty inherent to them in the calculation of dynamic safety stocks.

We believe that this continues to be a research path of paramount importance in light of the current litera-

ture. Note that although the results produced are interesting in the sense of promoting a better modeling

of supply lead time dynamics, the focus should also be given to initiatives that promote the improvement
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of demand estimations. Without acting in the demand forecasting domain, seeking to obtain stable fore-

casts, the bullwhip effect ratios tend to increase and, consequently, the development of approaches able

to accommodate large supply order volatility becomes, in the limit, a challenging task.

When evaluation predictive models in a real-world context, we strongly support not just the use of

conventional error metrics but also metrics that enable to measure the bias of the derived predictions.

This plays a tremendous importance in inventory management contexts, allowing the decision maker to

evaluate a predictive approach not only from the standpoint of its deviation from the actual value, but also

from its tendency to overestimate or underestimate supply LT dynamics.

From a practical point of view, it should be emphasized that the application of machine learning

approaches in real contexts entails some difficulties, namely regarding the existence of skilled human

resources with the technical capabilities to successfully conduct and implement such approaches. This

argument is particularly valid with respect to the implementation of machine learning models in a big

data environment, for which there is not yet a sufficiently large set of parallelized strategies available for

use by researchers and practitioners as those found in classical machine learning. On the other hand,

as a final note, the practical implementation of the proposed approach requires that business experts

take an active part in the process of searching for model improvements, especially when it comes to the

inclusion/exclusion of variables that may or may not make sense in light of the supply chain dynamics at

a given moment.

5.6 Summary

Uncertainty in lead time is a complex problem that affects the supply chain performance in terms

of inventory levels and total costs (B. Dey et al., 2021). In this work, we propose a IDSS that combines

machine learning and big data techniques to estimate supply LT and to estimate safety stocks using

the derived estimations. The proposed IDSS was designed to use real-world data stored in a BDW. We

build a machine learning pipeline that includes several steps. Firstly, regarding the data preparation

step, we ingest the logistics data and construct our dataset, with a total of 32,000 records, to further

conduct data cleansing tasks. Then, particular emphasis was given to feature engineering tasks in order

to create new features from existing data using domain knowledge, with the aim of improving predictive

capabilities. Secondly, within the feature preparation stage, the categorical features are converted to

numerical ones and all features are standardized. Lastly, we evaluate five ML regression models: Random

Forest, Decision Tree, Linear Regression, Generalized Linear Model and Gradient-Boosted regression Tree,

adopting a realistic and robust RW scheme and using absolute and quadratic metrics to measure the

overall performance of regression models. For our data, we found that the RF model provides the best

predictive power, followed by the GLM, LR, DT and GBT. On the other hand, results from prediction bias

have shown that, for our data, RF, LR and GLM tend to underestimate the LT prediction whereas DT

and GBT tend to overestimate the predictions. Overall, RF model provides very interesting results both in
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terms of prediction bias and magnitude of predictions errors when compared to those obtained using the

remaining regression models.

We also evaluate the inclusion of the derived supply LT estimations on a classical safety stock formu-

lation. We evaluate the impacts of our approach by comparing it with the current approach adopted by

the organization in terms of safety stock held and inventory holding costs. The results provide evidence

regarding the usefulness of our approach in improving the safety stock estimation and minimizing the

inventory holding costs. Finally, we developed a dashboard in the PowerBI tool to facilitate the use of the

proposed decision support system by the Logistics planners, providing the estimations of supply LT and

safety stock under different service levels.

From the practical point of view, the proposed decision support system provides several advantages,

including the operational and financial performance of the case-study company. Moreover, it provides a

systematic approach for estimating safety stock (instead of using a static and experience-based approach

currently adopted by the case study company), proving to be valuable in supporting logistics decision-

making process.

Promising research directions can be followed by coping with some limitations of our approach. Rele-

vant research directions from this study are, for instance: (i) the incorporation of non-parametric demand

forecasting approaches in safety stock estimations. Such approaches should be capable of capturing the

real dynamics of SC demand over the product life-cycle; (ii) the adoption of empirical models that take

advantage of dynamic lead times to further estimate dynamic safety stocks, rather than following our static

SS proposals while assuming a parametric LT with mean 𝜇𝐿𝑇 and variance 𝜎2
𝐿𝑇 ; (iii) the inclusion of a

new set of relevant features for improving the predictive power of the proposed models; (iv) the inclusion

of dummy variables to model supply LT peaks, as a way to improve their flexibility to highly nonlinear

supply LT dynamics; (v) the testing of additional machine learning regression models (e.g., XGBoost and

LightGBM) to our modeling experiments.
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6 Conclusions

Summary: This last chapter concludes all work developed in this thesis. Firstly, the chapter initiates

with the summary of all work developed. Then, a discussion is presented, including the description

of the PhD limitations. Lastly, this chapter is closed with the presentation of future work directions.
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CHAPTER 6. CONCLUSIONS

6.1 Summary

Over the last years, due to the introduction of the Industry 4.0 concept and the profound digital trans-

formation of the industry, companies have expended significant time and effort to re-engineer their SC

by changing their business process and technology focused on implementing integrated SCM. Logistics

constitutes one of the crucial factors in the success of the SC. It consists of planning and coordinating the

movement of products in a timely, safely and effectively way, and one of its main functions is to define

suppliers for the raw materials and ensure on-time delivery of those raw materials at the right place and

quantity, known as the Procurement process. The Procurement process as integral part of the Logistic

process, directly impacts the organization’s performance. Indeed, the problems associated with this pro-

cess can result in high losses, such as losses of customer’s confidence, reputation and revenues. The

assessment of the Procurement problems and the creation of solutions to support this process allow the

improvement of the efficiency of the supply chain and consequently improves the organizational perfor-

mance. Thus, proper logistics management guides to improving the overall performance and, therefore,

competitive advantage for organisations.

On the one hand, the digital transformation of industry associated with globalization and global mar-

ket competitiveness contributes to transforming SC into an even more complex network and consequently

more vulnerable to disruptions caused by several uncertainties and risks, including lead-time uncertainty,

demand uncertainty, order cross-over, supplier delays, among others, which impacts the SC performance.

Managing these uncertainties and risks is a fundamental challenge to organizations, and buffering tech-

niques such as SS are naturally adopted by these organizations to comply with demand and supply LT

uncertainties to protect against stock-outs. Therefore, supply LT constitutes a core parameter that affects

the SC performance and represents an essential part of dimensioning a cost-effective safety stock. The

importance of promoting better estimations of supply LT extends beyond the problem of estimating safety

stocks so that it directly impacts the production planning and levelling, the management of capacities

assigned to the production process, and the logistics and transport management. Nevertheless, deliv-

ery delays directly impact the supply LT and thus directly influence the overall inventory performance.

Therefore, improving delivery performance is crucial for organizations.

On the other hand, the industry transformation into smart factories allows the generation of a massive

amount of data, which can be analyzed in order to provide valuable insights for the organizations and also

for optimising their SC. “Data is the oil”in terms of being one of the highly valuable resources for companies

to improve the efficiency of their supply chain and consequently achieve organizational performance. In

this context, BA is becoming increasingly essential value to industrial organizations, providing several

benefits such as an increase in revenues, customer satisfaction and product quality, better resource

planning, better insights on customer needs, optimized supply chain, better demand forecast, lower cost

base (cost cutting), better compliance with regulations, among others (Božič & Dimovski, 2019; Lueth

et al., 2016; Trkman et al., 2010).
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The main contributions of this thesis consist of the two proposed approaches. Motivated by the iden-

tified gaps and opportunities reviewing the state-of-the-art related to dimensioning safety stocks under

uncertainties and risks, we firstly drive our research on developing an ML-based framework for predicting

the risk of supply delays in the Big Data context. This approach uses real-world empirical data to eval-

uate the model’s predictive performance and the financial impact of model misclassication, contrary to

common theoretical frameworks adopted. Naturally, supply delays represents the main factor of LT vari-

ability and strongly impact the inventory management (inventory stock-outs and damagees regarding the

target service level) and demand management of the upstream SC side. Secondly, we focus on the main

problem of interest, a novel IDSS for estimating supply lead time dynamics using a scalable technological

Big Data architecture stood also proposed. It aims to improve the estimation of lead time uncertainty, to

further promote better estimation of safety stock. This IDSS proven be valuable for logistic planners in

optimizing safety stock levels and inventory levels comparaed to the current experience-based approach

used by the case study company.

6.2 Discussion

The following provides a discussion of scientific contributions of this thesis, which can be divided into

four categories.

A. Systematic literature review on safety stock dimensioning under uncertainties and

risks in the procurement process

In Chapter 3, a SLR was conducted regarding the topic of safety stock dimensioning allowing

the identification of literature gaps and research opportunities to guide future research directions

(see Section 3.6). One can conclude that safety stock-related problems remains an engaging

topic for researchers and practitioners, and dimensioning of safety stock is the most addressed

problem category among the remaining two categories (safety stock management and safety stock

placement or allocation or positioning). Moreover, overall, optimization is the most used technique

to tackle this problem.

Regarding the gaps in the literature and the research opportunities identified, it is worth highlighting

the need to model supply LT variability and then take that into account when dimensioning safety

stocks. Motivated by the lack of research studies in this field, we investigate a novel IDSS for

predicting supply LT dynamics and ultimately promote better safety stock estimations.

B. Supervised learning approach for predicting supply delay risks

Chapter 4 proposed a novel ML-based approach for predicting the risk of supply delay using a scal-

able technological BDA architecture. It focuses on identifying the risk of supply delay in a proactive

manner by combining several variables whose dynamics may affect positively or negatively the sup-

plier performance, in detriment to the risk response manner vastly proposed in the literature. A ML
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pipeline stood proposed and therefore used as a basis to carry out all ML experiments in the BD

environment. Contrarily to most research studies that have overlooked supply chain performance

metrics, this one proposed was evaluated in terms of predictive power (statistical accuracy) and

misclassification-related costs. Hence, the selection of the ML model was based not only on the

criterion of providing better predictive power but also considering the minimum inventory-related

costs caused by the mistaken classifications of the model. Likewise, it is noteworthy to highlight

the importance of business domain expert inputs regarding several tasks of a data mining project,

mainly in the feature engineering process, which was crucial for the current predictive capacity

of the models. Overall, the proposed approach offers several benefits, mainly in operational and

financial performance for the organization. It proves to be very useful for logistics planners, helping

them in decision-making process and enabling proactive actions regarding possible supply delays.

Moreover, this approach can help in improving the efficiency of the inventory management pro-

cess through cost savings and ensuring proper control of logistics performance. However, some

limitations are pointed out, such as the size of the dataset, creation of new features and automatic

mechanisms to deploy and retrain ML models, lack of transparency of black-box ML methods, and

the applicability to other industries.

C. Supervised learning approach for estimating supply lead times

In Chapter 5, a multivariate supervised approach to estimate supply LT is proposed using ML and

BD techniques. Motivated by the existing gap in the literature, data-driven approaches to model

supply LT were explored, regarding the enhanciment the logistics decision-making process. The

proposed approach incorporates several variables that potentially impacts supply LT regarding a

given supplier over time. Promoting better estimations of supply LT is crucial for better dimension-

ing of safety stock, but also highly impacts the production planning and leveling, management of

capacities allocated to the production process, and logistics and transport management. Similarly

to the approach in Chapter 4, a ML pipeline is also proposed to guide the ML tasks. Nevertheless,

the importance of assessing the predictive ability of ML models not solely by conventional statisti-

cal error metrics, but also in measuring the prediction bias, was highlighted. This measurement

is crucial in the context of inventory management, enabling logistics planners to visualise the de-

viation of predicted values from the actual and the tendency to over- or under-estimate supply LT

dynamics. Thus, underestimating supply LT can lead to serious imbalances in inventory manage-

ment and, even inventory stock-outs and damage in customer service level. On the other hand,

overestimating supply LT can lead to an excess inventory and therefore extra inventory holding

costs. The proposed approach has proven to be very useful for logistic planners, helping them in

decision-making process. The importance of business experts in the practical implementation of

the proposed approach is highlighted, as they actively participate in the process of seeking model

improvements, especially with regard to both feature selection and engineering tasks. The main
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limitations corroborate with the need for a skilled human resource with the technical ability to con-

duct and implement such approaches in a big data environment and not take into account the

crossover phenomenon when modeling supply LT.

D. Intelligent Decision Support System towards improved safety stock dimensioning

In Chapter 5, a IDSS is proposed also to estimate safety stocks using the derived estimations. It

combines a machine learning for providing LT predictions (described above) and big data tech-

niques to use real-world data stored in a BDW. Moreover, the proposed IDSS provides a system-

atic approach to determine safety stock under dynamic manufacturer demand and stochastic LT,

minimizing the holding costs while attending to a certain service level. Currently, the case study

company use a static and experience-based approach to estimate safety stock. Figure 69 sum-

marizes the research flow up to the IDSS towards safety stock estimations. Firstly, it starts with a

given safety stock dimensioning-related problem, a research gap that was previously highlighted (1.

Literature Analysis). In effect, our research is motivated by the difficulties of determining upstream

(manufacturer’s) variations of supply lead-time towards safety stock dimensioning improvement.

Then, following the Business understanding, the business domain expert knowledge is fundamen-

tal, helping to understand the issue under consideration and its main impact factors. A BDW to

promote the Logistics 4.0 movement and thus improve the organization’s performance were pro-

posed and implemented. It aims to store real-world logistics-related data from Bosch AE/P, mainly

data of purchases, orders, order deliveries, and product inventory, in order to allow to be used as

a basis to address both lead-time and supply delay problems. Note that the development of the

BDW is framed within the research project in which this thesis is as well inserted, and both of ap-

proaches proposed in Chapter 4 and 5 are used to validated the BDW. In Chapter 4, supplier delay

risk is addressed as the main factor impacting supply LT. Delivery delays have a direct impact on

the overall inventory management performance. Thus, dealing with it is crucial to be improve the

level of customer service and, consequently, the organization’s performance. Data quality analysis

was performed to check data cardinality, correlation, missing values and zeros, followed by the

exploratory data analysis to explore the on-hand dataset. Then, the domain expert’s knowledge

was crucial for creating new variables from the original data that positively or negatively affect the

supplier’s delivery performance. Afterwards, feature preparation is performed and several ML mod-

els were evaluated in terms of statistical accuracy through the rolling window scheme. However,

the selection of the best ML model is determinated by considering the statistical accuracy and

the impact of misclassification error, as illustrated in the 6. (the inventory performance validation

method is shown by using the dashed box). The features that contribute most to the prediction of

supply delay are used as input to the proposed approach in Chapter 5. In summary, regarding the

supervised learning approach in Chapter 5, the ML models are explored and thus evaluated using

quadratic metrics, as well as the prediction bias regarding LT predictions. However, before this,

tasks such as dataset creation, data quality and data exploration were carried out. Furthermore,
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model selection was performed based on models performance evaluations using regression met-

rics, and also prediction bias and magnitude of predictions errors. Finally, the predicted LT values

from the selected regression model were used to estimate safety stocks. Our research derives

dynamic estimations of SS by assuming stochastic LT, in contrast to the vast majority of research

studies in the literature that assumes LT to be deterministic. The impact of the proposed IDSS

was measured in terms of SS estimations and invetory holding costs, and therefore compared with

the current experience-based approach adopted by Bosch AE/P. This experience-based approach

is grounded in experience and is quite prone to errors, besides requiring a lot of knowledge of the

business process. Overall, it should be emphasized that the proposed IDSS proves to be valuable to

the organization, supporting in the decision-making process of logistics planners. However, some

of the limitations of our approach relies in the incorporation of a non-parametric demand forecast-

ing approaches in the safety stock estimations, adoption of empirical non-parametric models for

SS estimations, and considering crossover phenomenon in modeling LT.

6.3 Future Work

This section is devoted to future work that can be followed regarding this Doctor of Philosophy (PhD)

thesis. The objectives initially defined are successfully achieved (see Section 1.2), but there is still a place

for further explorations and contributions, as follows identified:

• Applicability - This thesis was conducted at Bosch AE/P to address issues faced by the organi-

zation. Thereby, two IT artifacts were procuded as described in Section 4 and 5. For both artifacts

considered proprietary data from the case study company. However, their applicability can be

extrapolated to other several areas of activity, such as manufacturing and electronics components

(semicondutor) industries, in order to compare with the results obtained from our experiments.

• Automated data extraction and models deployment - In future work, automated deployment

of ML models proposed in Chapter 4 and 5 should be considered in order to decrease the human

intervention. As such, Apache Oozie could be used as the worflow coordenator to schedule and

runs the workflow of Apache Hadoop jobs (see Section 5.4.2). Therefore, the Oozie workflow should

be parameterized to be triggered based on regular time intervals, data availability and/or external

events, in order to allow automated training, testing, refining and re-training of the proposed ML

models in the company BD cluster. Furthermore, is also important to consider a larger data set with

more historical data collected by the organization. Likewise, is necessary to improve and automate

the data extraction on a daily basis. External data (e.g., weather data or natural and human-made

disasters) could also be considered for addressing supply chain risks and uncertainties.

• Feature engineering - Feature engineering is a core part of any ML task, which seeks to generate

a set of new features on the basis of raw data, to enhance the prediction powers of the ML models
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Domingos (2012). The importance of this task is also supported by the benefits it brought to

the models developed in Chapter 4 and 5, since many of the new features created were among

the features that contributed most to the predictions. Future research should focus on creating

new features to improve the ML predictions. ”(...) features that look irrelevant in isolation may

be relevant in combination. (...) there is ultimately no replacement for the smarts you put into

feature engineering” (Domingos, 2012). Moreover, automated feature engineering could be also

be explored to complement feature engineering performed in manual manner.

• Explainable machine learning - The supervised black-box ML methods, such as SVM, ANN,

Deep Learning (DL), RF, eXtreme Gradient-Boosting Machine (XGBoost), among others, are in-

creasingly being used to address several problem regarding different areas of activity, allowing

powerful and accurate predictions (Adadi & Berrada, 2018; Barredo Arrieta et al., 2020). These

models are too complex and lack transparency, i.e., can not be directly explained or easily under-

stood by a human. Nevertheless, in general, humans are sceptical about adopting techniques that

are not directly interpretable, tractable and trustworthy. This situation worsens when an important

decision must be entrusted to a system that can not explain the basis of its decisions (Adadi &

Berrada, 2018; Barredo Arrieta et al., 2020). Yet, Explainable Artificial Intelligence (XAI) proposes

to address these issues by making AI more transparent. Future research could focus on improving

the interpretability of these ML approaches by exploring XAI approaches, using libraries such as Lo-

cal Interpretable Model-Agnostic Explanations (Lime)1 and SHapley Additive exPlanations (SHAP)2.

• Machine learning algorithms - In Chapter 4 and 5, several standard ML algorithms available in

the spark.ml library were considered for classification and regression tasks. However, it would also

be interesting to test other ML algorithms not natively available in Apache Spark for establishing

benchmarks, such as XGBoost and Light Gradient Boosting Machine (LightGBM).

• Automated machine learning - The development of typical ML models always requires a hu-

man resource with skills to perform all the essential tasks of ML, which include data pre-processing,

feature engineering, feature extraction, feature selection, algorithm selection and hyperparameter

optimisation tasks (Feurer et al., 2015). However, applying each of these tasks appropriately in a

manual manner may be challenging and a very time-consuming process. Thus, the first mecha-

nisms for automating machine learning emerged, which the objective to produce test set predictions

automatically without human effort, and within a fixed computational budget (Feurer et al., 2015).

Given the lack of studies regarding the application of Automated Machine Learning (AutoML)-based

approaches in inventory management-related problems, it could be considered and exploited for

subsequent comparison with the results of the proposed methods (typical development of ML mod-

els). AutoML tools such as H2O AutoML3 could be explored for benchmarking purposes.
1https://lime-ml.readthedocs.io/en/latest/
2https://shap.readthedocs.io/
3https://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
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• Estimating safety stock - Non-parametric empirical models that take advantage of dynamic LT

and demand forecast errors to further estimate dynamic safety stocks should be employed instead

of the static closed-form formulations that assume a parametric lead time with mean 𝜇𝐿𝑇 and

variance 𝜎2
𝐿𝑇 and demand with mean 𝜇2𝐷 and variance 𝜎2

𝐷 (see Section 5.4.7.3). However, current

non-parametric models estimate safety stock under the past lead time demand forecast errors.

• Demand forecasting - Several inventory control models proposed in the literature, including fun-

damental inventory management textbooks, assume that the demand distribution is known and

deterministic (i.e., known in advance) (Prak & Teunter, 2019). In Chapter 5, we also consider

manufacturer’s demand as deterministic for safety stock determination. However, it is well known

that this assumption is not realistic in real-world supply chain environments. Thus, in practice,

demand-related information is not available, and future demand must be predicted based on his-

torical observations (Prak & Teunter, 2019; P. Silva et al., 2022). Incorporating a non-parametric

approach to estimate real demand dynamics into safety stock estimates represents a fascinating

subject for future research. Furthermore, considering PLC and seasonality in demand variation re-

mains a good and challenging topic. Current technological advances have made PLC ever shorter

and therefore more difficult to estimate, especially in areas of activity such as the mobile phone,

fashion (shoes and clothing) and electronics components industries. Therefore, accurate demand

forecasting is crucial for real-world applications, especially regarding inventory management, and

in particular, to estimate safety stocks (Barrow & Kourentzes, 2016).

• Lead time with order crossover - It is common sense that LT characteristics represent the main

parameter for estimating safety stock, and thus, its distortions can have a significant impact on the

supply chain performance measures. Several literature studies have been devoted to stochastic

lead time modelling for decades (see, for example, Scarf (1958), Silver et al. (2016), and Zipkin

(2000)), nevertheless, only a few have considered the stochastic LT with the presence of order

crossover phenomenon (e.g., Chatfield and Pritchard (2018), Riezebos (2006), and Srinivasan et al.

(2011)). Generally, little attention has been devoted to it and often this aspect is even neglected. The

order crossover phenomenon is increasingly prone to occur, especially in the modern supply chains,

much because of its exposition to several uncertainties and risks. The stochastic LT problems

are very difficult to investigate, and and associated with the order crossover phenomenon makes

it especially difficult. Subsequently, it would be interesting to consider this phenomenon in the

approach proposed in Chapter 5 for estimating LT.
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Figure 69: Intelligent Decision Support System for safety stock dimensioning.
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