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Customized risk assessment in military shipbuilding 
 

Abstract 

 
This paper describes a customized risk assessment framework to be applied in military shipbuilding projects. The 

framework incorporates the Delphi method with visual diagrams, Bayesian Networks (BN) and the expression of 

expert opinions through linguistic variables. Noisy-OR and Leak Canonical models are used to determine the 

conditional probabilities of the BN model. The approach can easily be adapted for other shipbuilding construction 

projects. The visual diagrams that support the Delphi questionnaire favor the comprehensive visualization of the 

interdependencies between risks, causes, risks and causes, and risks and effects. The applicability of the 

framework is illustrated through the assessment of risk of two real military shipbuilding projects. This assessment 

includes a sensitivity analysis that is useful to prioritize mitigation actions. In the two cases studies, the risks with 

higher probability of occurrence were failures or errors in production, of the contracted, in the requirements, and 

in planning. The results of the sensitivity analysis showed that a set of mitigation actions directed at relatively 

easily controllable causes would have achieved important reductions in risk probabilities. 
 

 

Highlights: 

- The proposed framework for risk assessment is customizable. 

- The visual diagrams that support Delphi ease the design of the risk network. 

- The use of Bayesian Network provides quantitative measures of risk. 

- Leaky Noisy-OR is used to decrease the effort of expert opinion elicitation. 

- The application to two real projects shows the suitability of the framework. 
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1. Introduction 

Military shipbuilding projects in private shipyards in Brazil have repeatedly been affected by 

problems related to delivery delays and increased costs. The literature has shown that insufficient risk 

management has contributed to project delays and cost overruns [1], therefore, the lack of a formal risk 

management plan for military shipbuilding projects may have contributed to such occurrences.  

It is expected that several ships for the Brazilian Navy are constructed in domestic shipyards in 

the coming years, which increases the need for the design and improvement of processes to manage the 

risks of related projects. Kwak and Smith [1] identified a lack of studies about risk management 

practices for defense projects. This research confirms that the situation persists since only two articles 

addressing risk issues in military shipbuilding projects were found [2, 3]. This study contributes to 

narrow this gap by proposing a customized risk assessment framework that comprises the main risks, 

their cause and effect relations, and a network that shows the interactions between these variables in a 

military shipbuilding context.  

Risk assessment measures risks and identifies the effects of hazardous events on a project or 

organization and integrates three main processes: risk identification, risk analysis, and risk evaluation 

[4]. Risk identification is the most important element of the whole risk management process [5]. 



However, it is normally difficult to identify risks because of the limited knowledge about factors that 

can cause failures and the high interaction between those factors. In military contexts, the difficulty 

increases because risk information is usually scarce and restricted. Databases can function as bodies of 

knowledge in organizations where information about risks and subsequent actions from previous 

projects can be continuously recorded to be reused when new projects are developed. However, in this 

work, their use is limited for the reasons pointed out in the literature: 1) generally, the knowledge 

captured about past projects is organized around single facts, without information about the causes, 

conditions (risk factors), and possible interactions related to the failure events [6]; and 2) military 

shipbuilding projects are very dependent on technology and, consequently, their environment and 

associated risks are continuously evolving [7]. Moreover, in the case of the Navy of Brazil, databases 

that comprehensively integrate risk related knowledge did not exist at the time of the study and other 

instruments had to be used to collect information about risks. Expert opinion interviews are commonly 

used to collect this type of information [see e.g., 4, 8].  

In the military arena, knowing the hierarchy of a participant may inhibit the opinion of others, 

especially those from lower ranks. Therefore, in this study, it was essential to preserve the anonymity 

of the experts since the early stages of the research. The Delphi method is a formal communication 

technique that guarantees the required anonymity and confidentiality. 

Risk as a numerical quantity is useful for risk prevention and for prioritizing mitigation measures, 

therefore risk assessment should be considered as a tool for rational decision making [9]. In line with 

this idea, our approach to risk assessment is quantitative although limited by the data availability 

conditions of the organization. 

The complexity of defense projects results in a network of interdependent risks: a risk in an 

“upstream” activity can trigger several risks “downstream”, and a risk in a “downstream” activity may 

emerge from the combined occurrence of several risks located “upstream” [10]. The questionnaire 

developed is supported by visual diagrams because it was impossible to show the interdependencies 

between risks only through word questions. This approach eases the understanding of interrelationships 

by the experts and the customization of the risk network structure for specific projects. Bayesian 

Networks (BN) are used as a method of representation that is closer to the complex reality and the 

dynamics of risks in different types of projects [11]. They are suitable for knowledge representation 

and reasoning [12] and to deal with uncertain information in complex environments [13]. 

To show the functionality of the framework, a risk evaluation based on BN for two shipbuilding 

projects of the Navy of Brazil was performed. The HUGIN Expert software was used to build and run 

the BN. This software facilitates visual BN model formulation, reasoning, and decision making. The 

determination of the probabilities of occurrence of the identified risk events can help the decision maker 

develop mitigation actions to decrease those probabilities and hence the correspondent risks (e.g., 

delivery delays or budget slippage). 

 



  

2.  Literature review 

There is limited research about risk assessment in shipbuilding and even less in military 

shipbuilding projects. Most of the studies assess risks only qualitatively.  

Queiroz [14] reviewed the literature and used the risks identified as a starting point for 

brainstorming sessions in order to obtain list of risks suitable for Brazilian shipbuilding. Pires Jr. et al. 

[15] and Ferreira et al. [16] used brainstorming and Delphi to develop risk matrixes to assess risk in 

Brazilian shipyards. Kochetkov and Aliev [17] also created a risk matrix (through the analysis of 

statistical data) to compare the probability of undesirable results and the extent of possible damages in 

the shipbuilding and ship repair industry in Latvia. Jacinto and Silva [18] use the bow-tie model for risk 

identification and a classical risk-matrix approach to assess risk of a Portuguese shipyard qualitatively. 

Christiansen and Thrane [2] used interviews and risk report analysis to study how managers translate 

emerging risks into reported risks in the acquisition of military ships. Only Lee et al. [19], Basuki et al. 

[20], Fragiadakis et al. [21], Iwańkowicz and Rosochacki [22], and Sokri and Ghanmi [3] applied 

quantitative approaches in risk assessment of military shipbuilding. Lee et al. [19] developed a Bayesian 

Belief Network based on information collected through a survey to 250 experts of the eleven major 

Korean shipbuilding companies. Basuki et al. [20] developed a risk assessment method using 

probabilistic value at risk in each production subprocess (design, material procurement, production) to 

control the production of fast patrol vessels in Indonesia. Fragiadakis et al. [21] applied an adaptive 

neuro-fuzzy inference system to predict the effect of working conditions on occupational injury in 

Greek ship repair yards. Iwańkowicz and Rosochacki [22] used clustering and simulation and the 

accidents database of a Polish shipyard to predict shipbuilding risks related to the health and life of 

workers. Sokri and Ghanmi [3] developed a hybrid method that combines a learning curve model with 

stochastic simulation to estimate the probability distribution of the project labor cost. 

A systematic literature review to identify possible risks and their causes, and risk assessment 

methods in related contexts (shipbuilding, defense, construction, and development and integration of 

technological systems) was carried out by searching referential databases, namely, EBESCO, Scopus, 

and Google Scholar, using combinations of appropriate search words: [(shipbuilding OR construction) 

AND risk], [(systems development OR systems integration) AND risk management], [(defense OR 

defence OR military) AND project AND risk management], and (risk assessment AND project 

management). The area of integration of technological systems was included because military 

shipbuilding projects have a strong technological component. Except for shipbuilding, an area where a 

small number of articles was identified, the search was limited to the last eight years (2010 and 

afterwards). Additionally, we considered risk related documents collected from the websites of the 

Departments of Defense of Australia and the United Kingdom. 



As a result of skimming through the documents pre-identified, 78 were selected due to their 

relevance for the study (Table 1), resulting in the identification of 89 risks, causes and effects, and 18 

different assessment techniques and methods (normally combined in hybrid approaches). For risk 

identification, the most used source of information has been the opinion of experts, collected by 

interviews, questionnaires, brainstorming or Delphi. Historical data was used in six works, in 

conjunction with expert opinion in two of them. This evidence shows that databases with information 

about previous projects are scarce. Project managers are usually the keepers of information about past 

experiences. This is the case in a military context since information may be classified as confidential. 

In terms of analysis and evaluation methods, traditional techniques (i.e., matrix of probability 

and impact or probability index, impact index for time, impact index for cost, and weighted risk factor) 

are still being used because of their simplicity, although they have often been criticized. Thomas et al. 

[23] argue that, despite being intuitive and simple, there is no empirical evidence showing that the risk 

matrix actually improves risk management or the outcomes of decision making. Failure Mode and 

Effect Analysis has also been criticized. For example, Zhang and Chu [24] claim that different 

combinations of occurrence, severity and detection may result in the same risk priority value, while the 

hidden risk implications of these sets may be totally different. Fuzzy logic, combined with other 

techniques (for example, AHP or TOPSIS) has been the most used evaluation method, since it is tolerant 

to imprecision when modelling uncertainty. AHP has been the second most used technique, but it can 

be time consuming and tedious if the decision hierarchy has many levels. BN, alone or combined with 

other methods, are a very flexible method that can be used to [25]: 1) model uncertainties and provide 

probabilistic estimates; 2) combine historical data with specialized experience or prior knowledge; 3) 

show visual cause-effect relationships (which provide explicit knowledge for risk analysis and 

planning); 4) perform "what-if" analysis in order to explore the effect of changes made in specific nodes 

of the network on other nodes; and 5) develop sensitivity analysis, diagnosis, prediction, classification 

and causal reasoning. 

BN depend on databases or experts’ elicitation for model construction and parameterization. 

When databases exist, large number of data points are available; if not, the large number of conditional 

probability entries put a great workload on the experts and pose challenges to the quality or consistency 

of the elicited result [26]. Therefore, as Pourreza et al. [27] recognize, new methods for experts' 

knowledge elicitation should be developed and applied to improve the model validity. Canonical 

models (like OR, AND, Noisy-OR and Leaky Noisy-OR) can be used to overcome this situation. 

Although a canonical model reduces significantly the work of the experts and contributes to improve 

consistency during the BN model parameterization process [26], in a military context, only Louvieris 

et al. [28] used this kind of approach (Noisy-OR). In other areas, the use of BN with Noisy-OR has 

been more common, e.g., in the energy sector [e.g., 27], railway infrastructures [e.g., 29], new product 

development [e.g., 30], and Human Reliability Analysis [e.g., 31]. 

 



 

Table 1 – Risk assessment methods 
Studies Year Area Risk identification Risk analysis & evaluation 

Abdul-Rahman et al. [32] 2013 Construction Expert opinion Fuzzy-AHP 

Aliahmadi et al. [33]  2011 Construction Expert opinion Fuzzy AHP & game theory 

Badri et al. [34] 2012 
Healthcare and 

safety 
Expert opinion AHP 

Barlas [35] 2012 Shipbuilding Historical data - 

Barney [36] 1986 
Defense 
(acquisitions) 

Historical data - 

Basuki et al. [20] 2014 Shipbuilding Historical data BN 

Bennet [37] 2010 Defense Expert opinion - 

Büyüközkan and Ruan 

[38] 
2010 Software Expert opinion Choquet Integral 

Camastra et al. [39] 2015 
Genetic 
engineering 

Brainstorming with expert Fuzzy Logic 

Carbonara et al. [40] 2015 Construction Delphi  Matrix of Probability and Impact 

Cárdenas et al. [41]  2013 Construction Questionnaires to workers BN 

Chan et al. [42] 2011 Construction Expert opinion Matrix of Probability and Impact 

Cheng and Lu [43] 2015 Construction Delphi  Fuzzy FMEA 

Christiansen and Thrane 
[2] 

2014 Shipbuilding Expert opinion Risk report analysis 

Creemers et al. [44] 2014 General Fictional data  Ranking Index 

Del Águila and Del 

Sagrado [45] 
2011 Software Historical data  BN 

Felderer and Ramler [46] 2014 Software Risk test reports - 

Fragiadakis et al. [21] 2014 Shipbuilding Historical data Adaptive neuro-fuzzy inference system 

Ferreira et al. [16] 2018 Shipbuilding Literature Qualitative 

Hashemi et al. [47] 2013 Port Projects Expert opinion Nonparametric Bootstrap Method 

Hsueh et al. [48] 2013 Construction Delphi  Fuzzy Logic and AHP 

Hu et al. [25] 2013 Software Expert opinion BN 

Hung et al. [49] 2014 Software Survey & Interviews - 

Iden et al. [50] 2011 
Information 
systems 

Delphi - 

Iwańkowicz and 
Rosochacki [22] 

2014 Shipbuilding Historical data Clustering, FMEA & simulation 

Issa et al. [51] 2015 Construction Delphi  
Probability Index, Impact Index & 
Weighted Risk Factor 

Jacinto and Silva [18] 2010 Shipbuilding Historical data Matrix of Probability and Impact 

Jitao et al. [52] 2010 Innovation Questionnaires to managers AHP 

Jozi et al. [53]  2015 Construction Delphi AHP with TOPSIS 

Karim et al. [54] 2012 Construction Expert opinion Relative Important index 

Kochetkov and Aliev [17]  2016 Shipbuilding Expert opinion Qualitative 

Kuo and Lu [55]  2013 Construction Expert opinion Consistent Fuzzy Preference Relations  

Lee et al. [19] 2009 Shipbuilding Survey BBN 

Li and Zou [56] 2011 Construction Expert opinion Fuzzy Logic with AHP 

Li et al. [57] 2013 Construction Expert opinion Fuzzy-AHP 

Liu and Tsai [58] 2012 Construction Expert opinion QFD, Fuzzy ANP & Fuzzy-FMEA 

Liu et al. [59] 2011 Construction Fictional data  Fuzzy-AHP 

Lu et al. [60] 2010 IT Expert opinion Evidential Theory 

Manalif et al. [61] 2012 Software Expert opinion Fuzzy Logic 

Marcelino-Sádaba et al. 

[5] 
2014 SMEs projects Expert opinion FMEA 

Meier [62] 2010 Defense Historical Data - 

Mostafavi and Karamouz 
[63]  

2010 General Expert opinion Fuzzy Logic with TOPSIS 

Mousavi et al. [64] 2011 Construction 
Brainstorming, Historical data & 
Expert opinion 

Nonparametric Bootstrap Method 

Murphy et al. [65] 2015 Construction Delphi  FMEA 

Neves et al. [66] 2014 Software Interviews & Document analysis - 

Nieto-Morote and Ruz-
Vila [67] 

2011 Construction Expert opinion Fuzzy Logic & AHP 

Peibin et al. [68] 2012 Oil industry Delphi  Fuzzy Logic & AHP 

Perera et al. [69] 2014 Construction Delphi  AHP 

Pinto, Nunes [70] 2010 Construction Fictional Data  Fuzzy Logic 

Pires Jr. et al. [15] 2010 Shipbuilding Brainstorming  
Matrix of Probability and Impact (using 

Delphi) 

Queiroz [14] 2012 Shipbuilding Literature AHP 

Rodger et al. [71] 2014 Defense Expert opinion Fuzzy logic 

Shi et al. [72] 2014 Construction Expert opinion Fuzzy Logic & DEA 

Sokri and Ghanmi [3] 2017 Defense -  Learning curve 

Tang and Wang [73] 2010 Software Expert opinion Fuzzy Logic 

Taylan et al. [74] 2014 Construction Expert opinion Fuzzy Logic, AHP & TOPSIS 

Venkatesh et al. [75] 2015 Supply chain Delphi ISM with Fuzzy Logic 

Wan et al. [76] 2013 Software Interviews - 



Wang et al. [77] 2011 
Fire at sea case 
study 

Historical data & Expert opinion Fuzzy Fault tree analysis & BN 

Wu et al. [4] 2015 Shipbuilding Expert opinion 
Interpretive Structural Modelling - ISM & 
BN 

Xiao et al. [78] 2011 Software - Multiple FMA & Weighted Risk Priority  

Xu et al. [79] 2010 Construction Delphi  Fuzzy Synthetic Evaluation 

Bi and Wang [80] 2011 Construction Expert opinion Fuzzy Entropy 

Yang and Zou [81] 2014 Construction Interviews with stakeholders Social Network Analysis 

Yao et al. [82] 2009 Shipbuilding Expert opinion AHP 

Yazdani-Chamzini [83]  2014 Construction Expert opinion Fuzzy Logic 

Yu et al. [84] 2013 IT & Software Interviews with managers - 

Yu and Lee [85] 2012 Construction Expert opinion Fuzzy-FMEA 

Zacharias et al. [86] 2014 Large projects Workshop with experts Fuzzy Logic 

Zeng et al. [87]  2010 Construction Expert opinion FMEA 

Zhang and Li [88] 2011 Construction Historical data & Expert opinion Fuzzy Logic 

Zhang at al. [89] 2013 Hydroelectric  Expert opinion Interval AHP & TOPSIS 

Zhang et al. [13] 2016 Construction Interviews with experts BN and Fuzzy logic 

Zhao et al. [90] 2010 Construction Delphi  Matrix of Probability and Impact 

Zhao et al. [91] 2013 Joint Ventures Questionnaires to managers Risk Criticality index 

Zhou and Fang [92] 2010 Construction Historical data Fuzzy Influence Diagram  

Zhou and Zhang [93] 2011 Construction Historical data & Expert opinion Fuzzy Logic & BN 

Zou and Li [94] 2010 Construction Expert opinion Fuzzy Logic & AHP 

 

3. Proposed framework 

The risk assessment framework proposed incorporates several methods (explained in detail in the 

next subsections). Figure 1 displays its main steps: 1) a literature review to identify (and contextually 

adapt) an initial list of risks, causes and related effects; 2) the selection of the two panels of experts: the 

first to adapt the framework to the context of problem under analysis, and the second to operationalize 

and control the application of the framework; 3) the application of the Delphi method (with the 

participation of the first panel) to create a network of risk events; 4) the assessment of the risks, i.e., 

assigning and confirming risk events probabilities (by the second panel); and 5) simulation and ranking 

of mitigation actions (also with the participation of the second panel). 

 

3.1. Delphi method 

The Delphi method is a formal communication technique designed to obtain the maximum 

number of unbiased opinions from a panel of experts [51]. The iterative nature of the procedure 

generates new information in each round, allowing the appraisers to modify their assessments and to 

project them beyond their own subjective opinions [95]. Typically, the interaction between the Delphi 

administrator and the members of the panel occurs through questionnaires. Our questionnaire is based 

on interrelationship diagrams representing causes, risks and effects identified in the literature. These 

diagrams facilitate: a) the construction of the network (the experts can easily add/delete nodes and 

edges), and b) the expression of the level of importance of each risk event and/or of the relationships 

between risks. 

The application of the Delphi method involves three critical steps: i) selection of the number and 

profile of the participants; ii) method to obtain consensus; iii) number of rounds. 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 – Risk assessment framework 

Number and profile of the participants 

The ideal size of a Delphi panel does not depend on statistical power but rather on the group 

dynamics for achieving consensus; thus, 10 to 20 experts have been recommended [96]. This study had 

the participation of 17 experts from the Navy of Brazil. 

The profile of the experts is directly related to the validity of the study [79]. In project risk 

contexts, a minimum experience time or the participation in a minimum number of projects have 

frequently been considered as selection criteria [see e.g., 43, 48, 53, 65, 68, 75, 79, 90, 97]. At the time 

of their participation in this study, the experts had a minimum of five years of experience in, at least, 

one of the following functions in a military shipbuilding context: shipbuilding supervision, member of 

management team, naval systems expert, project manager or advisor. Furthermore, they had 

participated in, at least, three military shipbuilding projects. The profile of the participants selected (first 

panel) is detailed in Table 2. 
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Table 2 – Profile of the respondents (first panel) 

Type of expertize Number % 

Area of study 

Naval Sciences 4 24% 

Management / Economics 2 12% 

Accounting 1 6% 

Engineering 

Electrical 2 12% 

Chemistry 1 6% 

Systems 3 18% 

Mechanical 1 6% 

Naval 3 18% 

Academic 

qualifications 

Graduation 1 6% 

Specialization 3 18% 

Master 9 53% 

PhD 4 24% 

Experience in 

shipbuilding 

projects 

Years 
5 to 10 12 71% 

More than 10 5 29% 

Number of 

projects 

3 to 5 14 82% 

More than 5 3 18% 

Main area of 

operation 

Project Managers 4 24% 

Consultancy / Supervision 4 24% 

Big Project teams 4 24% 

Naval Systems 5 29% 

 

Measurement of consensus and number of rounds 

There is still no unanimous way to measure consensus in Delphi studies [98]. The following have 

been used for this purpose: the percentage of agreement [e.g., 40, 51], the stability of the responses in 

two successive rounds [e.g., 65, 99], and associations of central tendency and dispersion measures [e.g., 

69, 100]. Consensus criteria, such as the median and interquartile range (IQR), have been widely used 

in other fields (e.g., corporate governance and information technology) [101, 102]. Another widely 

recognized metric is Kendall’s coefficient of concordance (W) [96], an inferential statistical measure 

that can be used to estimate agreement between raters [98]. This metric determines if any consensus 

has been achieved, if it is increasing and its relative force [103]. A W between 0.5 and 0.7 indicates 

moderate agreement, and a W higher or equal 0.7 is a signal of strong agreement. Since this metric is 

only suitable for ordinal variables, the extension of the kappa method, Fleiss’ kappa (k) [104], should 

be used for nominal variables. Values of k less than 0.4 mean weak agreement, between 0.41 and 0.6 

are considered moderate, between 0.6 and 0.8 mean substantial agreement, and higher than 0.8 mean 

almost perfect agreement [105]. In this work, we used a combination of metrics with the objective of 

obtaining more robust results. For the set of ordinal variables: 1) at least a moderate W should be found; 

2) a low dispersion, represented by an IQR<1, should be obtained for each item assessed. Regarding 

the set of nominal variables, at least a moderate k index should be found. Without the fulfillment of 

these conditions, the process would end if there was no change of stances between two successive 

rounds. Frequently, three iterations are enough to collect the necessary information and reach a 

satisfactory level of consensus [40]. 



In this work, the first round had a total duration of 25 days and a response rate of 100%. The 

results obtained by the end of this round suggested a weak consensus (W=0.178 and k=0.167, p<0.005). 

In order to check the consensus between respondents with similar experience, the participants were 

divided according to their professional function (project managers, members of project management 

teams, naval systems experts, and consultancy/ supervision). The W obtained showed weak consensus 

for all groups (W<0.5). In terms of measures of location and dispersion of each assessed item, we 

obtained an IQR<1, and an answer convergence of over 50% for all nominal variables. 

Possible reasons for the low level of consensus are: 1) lack of access to available information (8 

of the 17 respondents did not visit the site created to explain the meaning of each risk, cause and effect); 

2) the process of grouping and summarizing the risks and their causes (obtained from the literature) 

may have reduced the detail of the information, making it too broad and difficult to assess, and thus 

allowing for different interpretations; 3) the experts may have different perceptions about what is the 

success of a project. After the first round, some adjustments were made: clarification of the questions, 

graphical representation of the responses, inclusion of comments. 

The response rate of the second round was 94%. The global agreement of the experts’ assessment 

was above 0.7 (Table 3). The results indicate that the adjustments made may have contributed to a 

significant change in the opinions from the first to the second round. 

 

Table 3 – Levels of agreement on the assessed sets 

Set W Group W 

Possible causes 0.796 Naval Systems 0.846 

Interactions between causes 0.798 Project Managers 0.942 

Risk events 0.723 Consultancy / Supervision 0.686 

Interactions between risk events 0.732 Big project teams  0.845 

Interactions between causes and risk events 0.788   

Assessment of the global agreement between ordinal variables 0.767   

W= Kendall’s Coefficient of Concordance. 

Two additional tests were performed: the Kruskal-Wallis nonparametric test, to test possible 

differences between the opinions of each group, and the Spearman nonparametric test, to assess the 

stability between rounds. Differences were observed in the distribution of responses for only two 

variables, “Planning failures may occur due to acts in bad faith (sabotage) by one of the stakeholders” 

and “Requirement errors may occur due to lack of financial capacity”. Divergent opinions presented by 

some participants, possibly related to differences in professional experience, were not enough to 

compromise the global consensus. The Spearman test showed no statistically significant correlations 

between the variables assessed. 

Due to the strong consensus at the end of the second round, it was decided not to hold a third 

one, given the low benefit (over cost) that it could provide.  

One of the main limitations of the Delphi method, discussed by Rowe and Wright [106], is the 

possibility that “consensus” is only apparent, since respondents may change their estimates in order to 

be in accordance with the group, without actually changing their opinions about the topic under analysis. 



In order to understand how the group worked to reach consensus, at the end of the questionnaire, the 

experts were asked to indicate the two factors that influenced their assessment the most. The options 

presented to them were:  

a) The description and examples of the risks and causes enabled a better understanding about 

the questions;  

b) The comments from experts helped to think about some questions;  

c) The general trend (percentage) of the responses to the first questionnaire favored a better 

reasoning about each problem;  

d) I gave an opinion on a particular item only because most of the experts did, and it does not 

represent my personal judgment on the questions; and  

e) Other. 

The responses to this question suggest that the convergence of opinions found in the second round 

did not result from compliance with other panel members, but rather from a genuine change of opinions. 

Respectively, 81.3% and 93.8% of the respondents chose options a) and c). None of the respondents 

chose option d).  

 

Data collection 

Data was collected through an online questionnaire based on interrelationships diagrams (Figure 

2 shows the example of question 4) and structured around the following questions1: 

1. Can the success (viewed through schedule delays and cost overruns) of a military ship 

construction project be affected by the risks represented in the figure? Would you like to 

suggest other risk(s)? 

2. For each risk, how often do the causes of risk represented in the figure occur in the 

construction of a military ship? Would you like to suggest other cause(s)? 

3. Do you agree that the interactions between risks represented in the figure could occur in 

the construction of a military ship? Would you like to add/delete any interaction? 

4. Do you agree that the interactions between causes, and between causes and risks 

represented in the figure could occur in the construction of a military ship? Would you like 

to add/delete any interaction? 

The assessment of the questions was carried out using a 5-point Likert scale. For questions 1 and 

2, 1 corresponded to “Never”, 2 to “Seldom”, 3 to “Sometimes”, 4 to “Often”, and 5 to “Always”.  For 

 
1 The whole questionnaire (in Portuguese) is available at http://goo.gl/forms/0Ykuq1lmZZe54WnK2 



questions 3 and 4, 1 corresponded to “I strongly disagree”, 2 to “I disagree”, 3 to “Undecided”, 4 to “I 

agree”, and 5 to “I strongly agree”. 

At the end of each section/question, fields for comments or additional contributions by the 

respondents were included. The sequential construction interactively helps the decision maker creating 

a network of interconnected causes and risks.  

 

 
 

Fig. 2 – Interrelationship diagram showing the causes of a given risk 

 

3.2.  Bayesian networks (BN) 

 
BN are directed acyclic graphs with nodes that represent random variables and edges that 

represent their conditional dependencies. Each node has a finite set of mutually exclusive states and is 

associated with a conditional probability distribution that gives the probability of each state for each 

combination of values of its parents. The parent node directly affects the child node. The joint 

probability distribution of a BN over its set of variables XiX=X1, … Xn is given by the product of 

all the conditional probability distributions [107]: 

 

𝑃(𝑋) = ∏ 𝑃(𝑋𝑖|𝑝𝑎(𝑋𝑖)),𝑛
𝑖=1      (1) 

where pa(Xi) are the parent nodes of Xi in the network. In this work, we considered that each node 

of the network has two states: “true” and “false”. The “true” state indicates a state of positive affirmation 

of cause due to that particular variable. A Conditional Probability Table is associated with each node to 

denote the causal influence between variables represented by the edges. BN can be used to support 

visible and repeatable decision-making, which is an important advantage. They have, however, been 

criticized for subjectivity in the construction of the influence diagrams and in the determination of the 

conditional probabilities. In general, a BN models the belief of its constructor [10]. Another limitation 

emerges when a child node has more than two parents, since, for every event, the number of possible 



combinations grows exponentially [7]. For example, the risk “failures of production” is a child node 

with 16 parents (causes) which leads to a total of 216= 65.536 possible combinations.  This makes 

elicitation from experts an impossible task. One way to reduce the complexity of the elicitation of 

numerical probabilities is to rely on canonical models that build probability distributions from a small 

number of parameters. Among the existing canonical models, the best known are Noisy-AND and Noisy-

OR [108], the model used in this study:  

 

𝑁𝑜𝑖𝑠𝑦 𝑂𝑅: P(𝑌 𝑋𝑖⁄ , 𝑋𝑗) = 1 − (1 − 𝑃(𝑌 𝑋𝑖))⁄ ∗ (1 − 𝑃((𝑌 𝑋𝑗))⁄   (2) 

We also used the "leak probability" [109] to incorporate an additional edge corresponding to the 

probability that an effect occurs even when all the causes listed in the model are not active. Lemmer 

and Gossink [110] incorporated the idea of "leak probability" assuming the "leak" to be independent of 

the other causes of the model. This allows the modeler to focus on significant causes and to group 

insignificant, incidental or unimportant causes in a single factor, thus simplifying large networks. In 

practice, we considered an additional casual interaction for each child node. The probability of 

occurrence of a Y effect, given a cause X, is calculated according to the following expression: 

 
𝑁𝑜𝑖𝑠𝑦 𝑂𝑅/𝑙𝑒𝑎𝑘: P(𝑌 𝑋⁄ ) = 1 − (1 − 𝑃(𝑙𝑒𝑎𝑘)) ∗ (1 − 𝑃𝑅(X)),   (3) 

where P(leak) represents the probability of occurrence of Y in the absence of other causes listed 

in the model and PR(X) is the probability estimated by the Noisy OR. 

We used the HUGIN Expert software2 to build a BN for conducting risk assessments of 

shipbuilding projects because it eases BN model formulation, reasoning, and decision making under 

uncertain conditions. The software has been used for risk analysis in different areas [e.g., 13, 111, 112]. 

A BN model will be valid if it is representative of reality. The following steps were taken to 

assure the internal validity of the model: 1) posterior probability distributions were confirmed through 

redundant computation for several nodes; 2) the final model structure, the number of variables, their 

states, and casual relationships were confirmed by the first panel of experts in the successive Delphi 

rounds; 3) the second panel of experts confirmed that the results from the application of the model to 

two real projects were consistent with the reality of those projects; and 4) a sensitivity (what-if) analysis 

was then performed and validated by the same panel of experts. In terms of external validation, the 

experts (second panel) confirmed that the proposed model meets the users’ requirements. 

 

3.3.  Linguistic variables 

When historical data is unavailable, it is more realistic and intuitive to use linguistic terms than 

numerical values to assess risk events. Fuzzy set theory, initially proposed by Zadeh [113], has been 

 
2 Expert A/S, Hugin Litle28.3. Academic version [Computer Software]. Retrieved from: http://www.hugin.com/ in March 2016 

 

http://www.hugin.com/


extensively applied to reflect ambiguities in human judgment. The fuzzy set concept is a convenient 

way of keeping track of imprecise, vague, and uncertain informative statements [114].  

A fuzzy number (FN) is a way of representing uncertain or fuzzy information. The most widely 

used format of fuzzy numbers is the Triangular Fuzzy Number. The linguistic term set and their 

membership functions are defined in Table 4. 

 

Table 4 – Linguist terms and experts weight importance  

Linguistic term TFN  

Extremely unlikely (EU) (0,0,1) 

Very unlikely (VU) (0,1,2) 

Unlikely (U) (1,2,3) 

More or less (ML) (2,3,4) 

Likely (L) (3,4,5) 

Very likely (VL) (4,5,6) 

Extremely likely (EL) (5,6,6) 

Level Criteria Score 

I - More than 20 years of experience and participation in more than 5 projects 1.0 

II - From 11 to 20 years of experience and participation in 4 or 5 projects. 0.9 

III - From 6 to 10 years of experience and participation in 2 or 3 projects 0.8 

IV - From 1 to 5 years of experience, with participation in 1 project 0.7 

 

To aggregate the information, we weighted each opinion expert differently depending on two 

factors: 1) his/hers experience (in years) in functions related to shipbuilding projects, and 2) the number 

of projects in which he/she participated. This indicator was inspired by the work of Zhang et al. [13]. 

 

For determining the fuzzy probability of occurrence of risk events the following formula was 

used: 

 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐹𝑁 = 𝐸1opinion ∗
𝐸1 score

𝐸1 score +⋯+  𝐸𝑛 score
+ ⋯ + 𝐸𝑛opinion ∗

𝐸𝑛 score

𝐸1 score +⋯+  𝐸𝑛 score
 (5) 

 
In the defuzzification procedure, we used the α-weighted method developed by Detyniecki and 

Yager [115]. To obtain the final probabilities of occurrence of project risks, we run the model with the 

Noisy-OR and Leak input probabilities in HUGIN.  

 

4. Application of the proposed framework 

 

4.1. Risk event identification 

 

The risks identified through the literature review performed were grouped, synthetized and 

sketched, resulting in the scheme presented in Figure 3. 



 

Legend: (1) Basuki et al. [20]; (2) Queiroz [14]; (3) Basuki et al. [116]; (4) Iwańkowicz and Rosochacki [22]; (5) McManus and Haddad 

[117]; (6) Fragiadakis et al. [21] (7) Pérez-Garrido et al. [118]; (8) Pires Jr. et al. [15]; (9) Lee et al. [19]; (10) Lee et al. [119]; (11) Venkatesh 

et al. [75]; (12) Yao et al. [82]; (13) Carbonara et al. [40]; (14) Sokri and Ghanmi [3]; (15) Yue and Zhang [120]; (16) Lu and Tang [121]; 
(17) Barlas [35]; (18) Cheng and Lu [43]; (19) Jacinto and Silva [18]; (20) Barney [36]; (21) Yun and Park [122]; (22) Bennet [37]; (23) Meier 

[62]; (24) Nowinski and Kohler [123]; (25) Kwak and Smith [1]; (26) National Audit Office [124]; (27) Department of Defence [125]; (28) 

Rodger et al. [71]; (29) Nicoll and Delaney [126]; (30) Nicoll and Delaney [127]; (31) Tuunanen et al. [128]; (32) Neves et al. [66]; (33) Wan 

et al. [76]; (34) Keith et al. [129]; (35) Yu et al. [84]; (36) Karvetski and Lambert [130]; (37) Iden et al. [50]; (38) McLeod and MacDonell 

[131]; (39) Stanley and Wilhite [132]; (40) Siemieniuch and Sinclair [133]; (41) Moreland et al. [134]; (42) Radjenovic and Paige [135]; (43) 
Boehm and Bhuta [136]; (44) Schaefer [137]; (45) Wang et al. [138]; (46) Hung et al. [49]; (47) Philip et al. [139]; (48) Christiansen and 

Thrane [2]; (49) Mane and DeLaurentis [140]; (50) Marmier et al. [141]; (51) Felderer and Ramler [46]; (52) Kochetkov and Aliev [17]; (53) 

Marmier et al. [141]. 

 

Fig. 3 - Causes, risks and effects 

 

 



4.2. Risk analysis 

 

The final model (obtained using the Delphi method with the collaboration of the first panel) 

comprises eight risk groups and twenty causes (Figure 4). Based on their experience, the experts on the 

first panel also stated the frequency of occurrence of a given risk qualitatively (using the linguistic term 

set ={almost never, infrequently, sometimes, often, always}). These frequency perceptions were used 

to control the probabilities of occurrence referred by the second panel. Given the complexity of the 

network, the three less frequent causes (Transport inefficiency, Fast growth of orders, and Growth of 

the sector) were not included in subsequent analysis (also because the strength of related 

interconnections was relatively low). 

 

 

 

Fig. 4 - Risk Network Model for military shipbuilding projects 

 

  

4.3. Risk evaluation 

 
Two projects for the construction of Brazilian warships in national shipyards, carried out in the 

last decade, were selected for this study. For reasons of confidentiality, such projects are denominated 

as "project X" and "project Y". In the context of these projects, seven project managers were 
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interviewed (in two sequential moments: first, to obtain the input data; afterwards, to validate the 

obtained results). Table 5 shows some characteristics of the projects and of the interviewed experts 

(second panel). The guide for the interviews and the research objective of the questions is available in 

Appendix 1. All the interviewees agreed that implementing the framework steps is easy: 1) the use of 

diagrams helps understanding the cause-effect relationships; 2) the use of linguistic variables simplifies 

the expression of the probabilities of occurrence, moreover in situations where lack of experience exists 

(which is the case of the Brazilian Navy), although, according to the interviewees, expressing opinions 

about conditional probabilities remains a difficult task. The interviewees also agreed that the results 

obtained through the use of the framework are in accordance with what really happened in the two 

projects analyzed and that, given the simplicity of the process and the flexibility of the structure 

network, it will be easy to adapt the network to other projects/contexts. Moreover, two of the 

interviewees highlighted the importance of the framework to the organization as a mean to start 

structuring the assessment of risks and to induce gathering of risk related information for future use. 

 

Table 5 – Project and expert (second panel) characteristics 

Project Expert Age 
Academic 

qualifications 
Years of experience # of projects Score Weight 

X 

E1 54 Master 11 to 20 3 0.9 0.265 

E2 60 Master > 20 5 1.0 0.294 

E3 60 PhD 6 to 10 2 0.8 0.235 

E4 60 Master 1 to 5 1 0.7 0.206 

Y 

E5 50 Master 6 to 10 5 0.8 0.333 

E6 55 PhD 11 to 20 5 0.9 0.375 

E7 43 Master 1 to 5 2 0.7 0.292 

X 
Cost Duration Shipyard Team size   

> US$ 200 millions > 5 years Military 10 to 20 persons   

Y 
between US$150 to 

US$200 million 
3 to5 years Civil 5 to 10 persons   

Note: For example, 0.265=E1 score / sum of scores of all project X experts  

The weight (importance) given to the experts was (subjectively) attributed depending on their 

experience (see Table 4). For a more rigorous approach, other elicitation or scoring methods should be 

used, for example, Cooke’s classical performance-based weight model [142]. 

 In order to illustrate the process of obtaining the probabilities of occurrence, we use the opinions 

of 3 experts (E5, E6, E7) for risk "failures of the supplier" that has four causes: A - inexperience of the 

stakeholders, B – financial inability, C - delay in customs clearance, and D - another cause not present 

in the diagram (like, for example, fast growth of orders) (Table 6). The aggregation of the expert 

opinions is obtained through a simple weighted arithmetic average. 

 

 

 

 

 

 



Table 6 - Probabilities of occurrence (calculation process) 
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A VU (0,1,2) (0,0.05,0.11) L (2,3,4) (0.13,0.19,0.25) VU (0,1,2) (0,0.05,0.1) (0.13,0.29,0.46) 0.292 

B VL (4,5,6) (0.22,0.28,0.33) VL (4,5,6) (0.25,0.31,0.38) VL (4,5,6) (0.19,0.24,0.29) (0.67,0.83,1) 0.833 
C VL (4,5,6) (0.22,0.28,0.33) ML (3,4,5) (0.19,0.25,0.31) VL (4,5,6) (0.19,0.24,0.29) (0.60,0.77,0.94) 0.771 

D EU (0,0,1) (0,0,0.06) VU (0,1,2) (0,0.06,0.13) EU (0,0,1) (0,0,0.05) (0,0.06,0.23) 0.089 

 

The structure of the Bayesian Network and the inference results based on the Bayesian Network 

are shown in Figure 5 for project X and Figure 6 for project Y. To control the results, the obtained 

probabilities are compared with the results of question 2 of the Delphi method (For each risk, how often 

do the causes of risk represented in the figure occur in the construction of a military ship? Would you 

like to suggest other cause(s)? – see figure 4). For projects X and Y, none significant difference was 

detected (it should be noticed that the framework uses two independent samples of experts). In case 

there are differences, we recommend that the results of question 2 are shown to the second panel in 

order to verify if they want to reconsider their inputs. 

 

 

Figure 5 – Risk Network Model for Project X 

 



Figure 6 – Risk Network Model for Project Y 

  

Table 7 shows the probabilities of occurrence obtained for the eight risk groups considered for projects 

X and Y. It should be noted that the probabilities presented may be higher than those that would have 

been obtained if the application of the framework to projects X and Y was made in anticipation of 

project development, because the experts may have overvalued the probabilities of primary causes they 

knew had occurred. The risks with higher probability of occurrence were, for both projects, failures or 

errors of production, of the contracted, of requirements, and of planning. 

 

Table 7 – Probability of risk occurrence for projects X and Y. 
 Project X Project Y 

Failures of production 0.9750 0.9983 

Failures of the contracted 0.9546 0.9641 

Errors of requirements 0.9229 0.9372 

Failures of planning 0.9094 0.9429 

Resources scarcity or limitations 0.7464 0.9080 

Failures of supplier 0.7447 0.9016 

Technological evolution/ complexity 0.5941 0.8333 

Lack of qualified labor 0.5043 0.4626 

  
 

4.4. Sensitivity analysis (risk mitigation actions) 

 
Project managers need to identify preventive actions to reduce risk probability before the risk 

occurs or protective actions to lower the risk impact after its occurrence. Mitigation actions should be 

directed at the primary causes associated with the risks with the greatest sensitivity (e.g., in project X, 

acting on the cause “Replacement of duties or lack of career incentives” would impact the probability 

of risk “Lack of qualified labor force” significantly, see Table 9).  

The causes can be seen individually or can be grouped in categories according to their level of 

control (high, average or low control). High control corresponds to less complex mitigation measures, 

usually for internal causes with less costly mitigation actions; average control is usually related to 



external causes linked to suppliers or other partners with close relationships, to technology changes, to 

financing, etc., with a medium mitigation cost; and low control is related to external causes that the 

organization does not control or has very little control over, for example, the issuing of new laws. Table 

8 shows a possible classification. 

For illustrative purposes, we performed two simulations: experience A, a reduction of 30% on 

the primary causes (one at a time, keeping the others constant); and experience B, a 30% reduction on 

the three groups of causes - high control, partial control, little or no control (one at a time, keeping the 

others constant). The results of these experiences (presented in Table 9) show that, while the use of 

mitigation actions directed at individual primary causes may have had significative impact on the 

probability of occurrence of some individual risks, more generalized reductions may have been obtained 

through a set of actions. Thus, important effects could have been attained through less complex and less 

costly internal mitigation actions (directed at the first set of causes) or through actions involving an 

improvement in the management of the relations with suppliers and other partners (directed at the 

second set of causes). 

 

Table 8 – Classification of mitigation actions 
Set Primary Causes 

1- High 

control 

 

 

 

Less complex mitigation measures. 
Examples: Training courses, Internal distribution of 

personnel, project coordination meetings 

Lack of experience of the stakeholders 

Lack of communication, involvement or 

cooperation 

Replacement of functions in reduced time 

intervals or lack of career incentives 

2- Partial 

Control 

 

 

More difficult mitigation measures 
Examples: Adoption of stricter internal control and 

inspection measures, Implementation of detailed rules 

for verifying the financial health of the partners, 
Improvements on planning, Implementation of 

negotiation policies and strategies 

Misdealing acts 

Financial inability 

Change or addition of technologies 

Difficulties in releasing resources 

3- Little or 

no control 

 

 

 

 

Measures to deal with risks 
Examples: Implementation of contingency plans, include 

the definition of risk responsibilities in the contract 

Change in regulation 

Increase in the price of relevant raw materials 

Delay in customs clearance 

 

Table 9 – Risk probability variations as a result of the reductions of the probability of occurrence of primary 

causes (experiences A and B) 

Risks 
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PROJECT X 

Delay in customs clearance -0.0012 -0.0110    -0.0492   

Misdealing acts -0.0015   -0.0063     

Increase in the price of relevant raw 

materials 
-0.0006    -0.0595    

Change in regulation -0.0044  -0.0186 -0.0042     

Lack of communication, involvement or 
cooperation 

-0.0073  -0.0280 -0.0342     

Financial inability -0.0115 -0.0953    -0.0657   

Change or addition of technologies -0.0017  -0.0154 -0.0035   -0.0731  

Lack of experience of the stakeholders -0.0121 -0.0144 -0.0436 -0.0468  -0.0558 -0.0115  

Difficulties in releasing resources -0.0018    -0.1961    

Replacement of duties or lack of career 
incentives 

-0.0026  -0.0124 -0.0164    -0.2007 

1st set of causes -0.0301 -0.0144 -0.1143 -0.1370  -0.0558 -0.1150 -0.2007 



2nd set of causes -0.0192 -0.0953 -0.0154 -0.0100 -0.1961 -0.0657 -0.0731  

3rd set of causes -0.0022 -0.0110 -0.0186 -0.0042 -0.0595 -0.0492   

PROJECT Y 

Delay in customs clearance -0.0004  -0.0002  -0.0013 -0.0011 -0.0010 -0.0009 

Misdealing acts -0.0342     -0.0512  -0.0057 

Increase in the price of relevant raw 
materials 

   -0.0072 -0.0307  -0.0348 -0.0239 

Change in regulation  -0.0004  -0.0019 -0.0375  -0.0094 -0.0337 

Lack of communication, involvement or 

cooperation 
  -0.0912      

Financial inability -0.0560     -0.0759  -0.0114 

Change or addition of technologies       -0.1651 -0.0409 

Lack of experience of the stakeholders         

Difficulties in releasing resources -0.0004  -0.0002  -0.0013 -0.0011 -0.0010 -0.0009 

Replacement of duties or lack of career 

incentives 
-0.0342     -0.0512  -0.0057 

1st set of causes -0.0173 -0.0052 -0.0745 -0.1074  -0.0104 -0.0374 -0.1767 

2nd set of causes -0.0029 -0.0512 -0.0348 -0.0061 -0.0562 -0.0759 -0.1651  

3rd set of causes -0.0007 -0.0342 -0.0072 -0.0019 -0.0912 -0.0560   
Notes: Blank cells mean that the variation was 0.000; shadowed lines correspond to experience B. 

 

5. Conclusions 
 

This research has provided some insights about what risks and causes may affect the success of 

complex projects related to the shipbuilding of the Navy of Brazil according to the (consensual) 

perception of the experts. Its main contribution has been providing a simple and understandable 

framework for risk management applicable to complex and unique projects with scarce/limited data, 

based on visual diagrams and using the Noisy OR canonical model. The effort required by the process 

used to obtain the experts’ opinion was reasonable. Fuzzy theory was helpful to deal with the linguistic 

inputs of experts. The examples of application show that the proposed framework has acceptance 

between military experts mostly because it is suitable to customize the structure of the risk network 

according to the uniqueness and complexity of the ship under construction, it allows a global 

visualization of the interdependencies of the risk events, it obtains likelihoods of the risks and it allows 

simulations of risk mitigation strategies along the project duration (in the beginning, with a preventive 

perspective and, during the execution of the project, with a protective perspective). The proposed 

approach can be useful even when the project is still in an embryonic stage and it is not possible to 

design the global network and assess the likelihood of the risk events and measure their impact. The 

simple perception of the relationships and of the likelihood that each identified risk event may have on 

the success of the projects will enable decision makers to direct some decisions to the mitigation of the 

causes of risks. 

Additionally, this work contributes to the research in defense contexts by proposing a framework 

that combines the Delphi method (to collect expert opinion), fuzzy theory, and BN with Noisy OR.  The 

framework starts by identifying risk events (from military shipbuilding and other areas) that are then 

confirmed (refuted) as suitable for the case under analysis. The customize risk network structure thus 

obtained is contained in terms of dimension so that it can be used by the decision makers. Two real 

examples were used to confirm the practical applicability of the framework in real situations. A simple 



sensitivity analysis was performed to illustrate how to obtain the necessary information for the 

discussion of the best mitigation actions to apply in a specific case. 

The developed study has several limitations. The need to collect inherently subjective data from 

groups of experts may have introduced some bias in the analysis. Some effort should be placed to 

develop and maintain databases to collect and store formal, quantitative and accurate information about 

shipbuilding projects. It was not possible to validate the BN model by applying it to a project in 

anticipation of its development and comparing the results of the model with the occurrences of the 

project. Also, the used approach did not consider the possibility of dependency between causes. This 

possibility should be addressed in future research. Finally, the results of this research may have been 

shaped by the context of the study. For different shipbuilding contexts, adaptations will probably be 

needed. 

Interesting developments of this study may arise from the consideration of the whole shipbuilding 

supply chain since several of the identified causes and risks arise from the interaction with suppliers or 

contracted partners. 
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Appendix 1 – Guide of the interviews with experts (panel 2) 

Objective Question 

Assess the perception of 

the interviewees about the 

difficulty of using the 

input tool (questionnaire) 

1 - What is your opinion about the questionnaire applied in terms of clarity 

of the questions? 

2 - Is the definition of the causes and risks presented clearly? 

3 - Given the complexity of the diagram, which includes various cause and 

effect relationships, what is your opinion on how the issues are presented? 

4 – Is the average length of time for completing the questionnaire adequate? 

5 - Do linguistic variables help express the probability of occurrence of risk 

events and their relations? 

6 - What is your opinion about the possibility that project managers and 

project teams use the questionnaire as an initial data (about possible risks 

and their causes in shipbuilding projects of the Brazilian Navy) entry tool? 

Confirm that the results 

obtained with the model 

are in accordance with the 

reality surrounding 

projects X and Y  

7 - What is your evaluation about the results obtained with the application 

of the model when compared with the reality observed during the execution 

of the project? 

8 - If some of the results did not correspond to reality, what points do you 

consider that could have contributed to this difference, and what are your 

suggestions for correcting them? 

Confirm that the risk 

network can be applied to 

other projects 

9 - To what extent do you consider the possibility of using this network as 

a risk management tool in other projects of the same nature? 

Assess the potential for 

future implementation of 

the framework as a tool for 

group decision-making in 

the risk management of 

shipbuilding projects 

10 – What would be, in your opinion, the possible advantages/disadvantages 

of implementing the framework for risk analysis in Brazilian Navy 

shipbuilding projects? 

11 - Do you consider that this model can contribute to group decision 

making by providing information for prioritization, elaboration of 

mitigation strategies, and control of risks and their possible causes? 

12 - If you were the manager or a team member of a project to build a ship 

for the Brazilian Navy, would you apply the framework? 
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