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TITLE 

Applying capture-recapture models to estimate the prevalence of visual impairment in 
Portugal 

ABSTRACT 

Visual impairment (VI) due to eye diseases remains a significant health problem worldwide and, 

also, in Europe. There are an estimated 15 million people suffering from moderate or severe visual 

impairment in Western Europe. VI has a significant impact on the quality of life by reducing functional 

status and interfering with the ability of the subject to maintain independence in a safe manner. 

Prevalence of VI needs to be estimated regularly so that the progress of the vision health of a 

population can be evaluated and monitored. In addition, it is important to ascertain the causes behind 

VI so that health programs can be designed to lower its prevalence. There is currently a lack of 

epidemiological information about the prevalence and causes of VI in Portugal. Therefore, the aim of 

this thesis was to determine the prevalence of VI in a large region Portugal using data from lists of 

cases of VI. 

Capture-recapture models have been applied in several disciplines, as biomedical sciences, 

epidemiology or ecology, to estimate the size of populations. In particular, they have been used to 

estimate the prevalence of several diseases or conditions. Developing these inferential models is of 

great importance to avoid the high costs and unreasonable time spending of cross-sectional studies. 

However, applying capture-recapture models is challenging, as they are very sensitive to list 

dependence and possible capture rates heterogeneity among subgroups of the population. In 

particular, applying these models to human population samples is additionally challenging, as in most 

epidemiologic studies only a small number of lists are available. There are two main differences 

between human and wildlife populations. First, human population lists generally have not a well-defined 

time order.  Second, in wildlife studies there are often more trapping samples than in human 

population studies. In most epidemiologic surveys, only two to four lists are available. This can be 

problematic and is an additional difficulty when applying capture-recapture models in the context of 

human populations. 

The main objective of this work was to estimate the prevalence of VI using capture-recapture 

models. We estimated a crude prevalence of 1.97%,95%CI=[1.56,2.54] to the Northwest of Portugal in 

the time period between 2014 and 2015, specifically at the regions of Minho and Douro Litoral. Almost 

2 of every 100 inhabitants of the Portuguese Northwest suffer from visual impairment. This prevalence 

value is in line with the values in some countries, particularly with Spain. Diabetic Retinopathy was the 

main cause (31%), followed by Cataract (15%), Age-related Macular Degeneration (14%) and Glaucoma 

(10%). This thesis provides a significant contribution to the understanding of the CR methodology in 

human populations and for the knowledge of the epidemiological information about VI in Portugal. 

 

 
Key words: Capture-recapture models; human populations; prevalence; visual 
impairment. 
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TITULO 

Estudo de prevalência usando métodos capture-recapture: deficiência visual em Portugal 

RESUMO 

A deficiência visual devido a doenças oculares continua a ser um problema de saúde 

significativo na Europa. Na Europa Ocidental, estima-se que 15 milhões de pessoas sofrem de 

deficiência visual moderada ou grave A deficiência visual tem um impacto significativo na qualidade de 

vida, reduzindo o estado funcional e interferindo na capacidade do sujeito em manter a sua 

independência de forma segura. Portanto, é importante que a sua prevalência seja estimada 

regularmente para que o progresso da saúde visual de uma população possa ser avaliado e 

monitorado. Além disso, é importante determinar as suas causas para que programas de saúde 

possam ser elaborados para reduzir a prevalência. De momento, há uma ausência de informação 

epidemiológica relativamente à prevalência e às causas da deficiência visual em Portugal. O principal 

objetivo desta tese é precisamente fornecer essa informação. 

Os modelos capture-recapture têm sido aplicados em diversas disciplinas, como ciências 

biomédicas, epidemiologia ou ecologia, para estimar a dimensão de populações. Em particular, têm 

sido usados para estimar a prevalência de várias doenças ou condições. O desenvolvimento destes 

modelos inferenciais é de grande importância para evitar os altos custos e o desmesurado dispêndio 

de tempo dos estudos cross-sectional. No entanto, a aplicação de modelos capture-recapture é um 

desafio, pois são muito sensíveis às dependências entre listas e possível heterogeneidade de 

probabilidades de captura entre subgrupos da população. Em particular, a aplicação destes modelos a 

populações humanas é um desafio adicional, pois na maioria dos estudos epidemiológicos apenas um 

pequeno número de listas está disponível. Existem duas diferenças principais entre as populações 

humanas e as de vida selvagem. Primeiro, as listas de populações humanas geralmente não têm uma 

ordem temporal bem definida. Em segundo lugar,nos estudos de vida selvagem, frequentemente 

existem mais listas do que em estudos de populações humanas. Na maioria dos estudos 

epidemiológicos, apenas duas a quatro listas estão disponíveis. Tal pode ser problemático e é uma 

dificuldade adicional na aplicação de modelos de capture-recapture no contexto de populações 

humanas. O objetivo principal deste trabalho foi estimar a prevalência da deficiência visual  usando 

modelos de capture-recapture. Estimamos uma prevalência bruta de 1.97%,95%CI=[1.56,2.54] para o 

Noroeste de Portugal no período entre 2014 e 2015, especificamente nas regiões do Minho e Douro 

Litoral. Quase 2 em cada 100 habitantes do Noroeste Português sofrem de deficiência visual. Este 

valor de prevalência está em linha com os valores de alguns países, em particular da Espanha. A 

retinopatia diabética foi a principal causa (31%), seguida por catarata (15%), degeneração macular 

relacionada à idade (14%) e glaucoma (10%). 

 
Key words: Modelos Capture-recapture; populações humanas; prevalência; deficiência 
visual. 
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CHAPTER I INTRODUCTION 

This chapter is divided into 4 main sections. Section 1.1 provides a context to this thesis, briefly 

explains the importance of the topic, and states the general aim and specific goals of this thesis. 

Section 1.2 and Section 1.3 explain the concept of prevalence and how it can be computed according 

to the study design or sources of data. The sections also describes the convenience of using capture-

recapture methods to compute prevalence. As the main objective of this doctoral project was to 

estimate the prevalence of visual impairment (VI) in Portugal using capture-recapture models, Section 

1.4 provides a brief description of VI as well as the recent studies reporting prevalence values of VI in 

European countries. In Section 1.5 the construction of lists is described with detail as well as the 

capture-recapture models we applied. Some techniques to assess list dependences and capture rates 

heterogeneity among subgroups of the population are also described in this section. Throughout all the 

chapter Papers 1,2,3 and 4 are described and the connection between the paper and the contents of 

the thesis is explained. 

1.1. Aim and goals of this thesis 

Temporal and spatial estimations of disease occurrence are fundamental for disease monitoring 

and health care planning. This kind of information can be obtained by studying the prevalence and/or 

the incidence of the disease in the population. The classic methods to determine prevalence are cross-

sectional studies in the population. However, these studies are expensive because they imply, for 

example, screening a significantly large sample of the population.[1-3]. In many diseases the total 

ascertainment (the process of attempting to ascertain all cases in a population) [4] relies on registries. 

Registries aim to collect information about all new cases of the disease under study and often rely on a 
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regular collection of data from specialists (in hospitals or elsewhere) but some cases are typically not 

reported [5]. A method that can be used to calculate the number of disease cases that are missed by 

imperfect registers is the capture-recapture (CR) method. This method is useful when incomplete 

information from registers or surveys is available and an estimate of unregistered cases is necessary [6, 

7]. The technique can also be used to estimate the size of populations that are difficult to find and 

count, or populations that are in motion and cannot be counted all at one time [1]. 

This method has been successfully used in some studies in the ophthalmic literature. It was used 

to study the prevalence of congenital cataracts in the UK [8, 9], the prevalence of visual impairment 

caused by diabetes [10], the prevalence of nystagmus [11] and, more recently, it was used by Crew et 

al. in Australia to determine the prevalence of severe visual impairment [12]. The world health 

organization defined as objective 1 in its action plan 2014-2019 the knowledge of the prevalence and 

causes of visual impairment [13]. However, at the time of starting this project in year 2017, there was a 

lack of knowledge about the prevalence and causes of visual impairment in the Portuguese population.  

At the start of this project there was information from the prevalence and costs of visual 

impairment in Portugal (PCVIP-study), from health authorities and blind associations. This information 

could be used with CR methods to estimate the prevalence of VI in Portugal without the need of cross-

sectional studies of the population. Although, given the constraints imposed by the assumptions 

necessary for the validity of the CR method, a significant amount of theoretical analysis was needed 

before the final results can be obtained. 

The general aim of this thesis was to use capture-recapture methods to estimate prevalence and 

causes of visual impairment (VI) in a region of Portugal. 

To achieve this aim, the following specific goals were established: 

Goal 1 was to explore the theoretical basis of CR methods from the literature and beyond in order 

to face experimental data with superior knowledge of the mathematical concepts behind the estimators 

used.  

Goal 2 was to investigate the quality of the experimental lists available, in order to study the 

prevalence of visual impairment.  

Goal 3 was to apply several capture-recapture models to a final dataset and obtain an estimate 

for the prevalence of visual impairment in the Northwest of Portugal. Several mathematical approaches 

were tested, including Bayesian  methods [14]. 

The results of this PhD project intended not only provide estimates for the prevalence of visual 

impairment in Portugal but also develop a deep knowledge about the CR methods, with implications for 
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prevalence and incidence calculations, study design and maintenance/development of disease 

registers, in particular for vision related impairment. 

During this project, we wrote four papers in which I am the first author. They are included in 

CHAPTER II. I also collaborated in other papers, these papers are included in this thesis as Appendixes, 

a brief context of my contribution is given before each paper. 

1.2. Fundamental concepts of epidemiology 

Biostatistics is the application of statistics to biological data [15]. Epidemiology is an area of 

knowledge concerned with the number of persons affected by a condition or disease in a defined 

population. In other words, epidemiology can be defined as “The quantitative study of the distribution, 

determinants and control of diseases in populations” [16]. Epidemiology studies the distribution and 

determinants of health-related states or events in specified populations [17]. It also uses this 

information to reduce illness and promote health and wellbeing [18]. The number of persons affected 

by a particular condition or disease is important because it allows authorities to make decisions about 

public health policies. With updated epidemiological information is possible to limit, control or minimise 

the impact of the disease, to allocate resources, to monitor public health actions, to determine the best 

treatment options and to forecast the consequence of diseases in the population [19, 20]. Two typical 

metrics produced by epidemiologic studies are prevalence and/or incidence of disease. 

1.3. Prevalence and incidence 

Prevalence can be defined as “the proportion of a population or sub-population that has a 

particular disease at a particular point in time”[16]. There are there ways to report prevalence: crude 

prevalence, category-specific prevalence and standardized prevalence. Crude prevalence accounts for 

the total burden of a health condition or disease to a community. It is the number of cases divided by 

the population at risk. However, some studies may be interested in the prevalence of a disease or 

condition within an age range. Others may be interested at a specific disease that only affects certain 

groups. For example, only people with diabetes are at risk of developing Diabetic Retinopathy. 

Therefore, it may be more important to estimate the prevalence of Diabetic Retinopathy among people 
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with diabetes than among the entire population. Those are two examples of Category-specific 

prevalence. Standardized prevalence is normally used to compare health outcomes between 

populations that have different age distributions. The most commonly reported is likely to be crude rates 

and is eventually informative at local level, but the standardized prevalence is the most informative 

when comparing prevalence amongst populations.  

The incidence of a disease can be defined as “the number of new cases arising in a given period 

of time in a specified group of people (population)”. To estimate incidence three numbers are needed. 

The time period being studied. The dimension of the population at risk during the time period, the 

denominator. The number of new cases also during the time period, the numerator.  The individuals 

already with the disease or condition of interest at the beginning of the study are not included. 

Incidence measures the risk that a subject will get the disease during a time period. 

1.3.1. Study designs 

In epidemiology there are several types of study designs. Cross-sectional studies (surveys) take a 

representative sample from the population, large enough to estimate the prevalence of the disease with 

accuracy. Cross-sectional studies are the most reliable strategy to quantify the number of cases of a 

particular condition or disease in a population [21]. This method is reliable but has the disadvantage of 

being very expensive, time consuming and labour intensive. There are reports in the literature of studies 

that stopped due to budget and time constraints [22]. In many instances, this method represents a cost 

that is disproportional to the benefits of gathering the information in particular when studying rare 

conditions or events in the general population [23, 24]. A good example is the epidemiology of 

pterygium in Victoria (Australia) that surveyed 5147 persons and found only 6 cases of pterygium 

surgery [25]. Other weakness of this type of studies is that the data was gathered at one time which 

implies that they cannot be used to prove that a risk factor causes a disease or condition of interest, 

that is, causality cannot be proven [23].  

An alternative to population-based studies is to use registers. Registers are databases where 

patients or physicians can enrol cases with a particular condition that needs to be registered and they 

are frequently used to determine prevalence through what is sometimes defined as “case counting”. 

Registers are extensively used to monitor conditions such as cancer, diabetes or tuberculosis [26-28]. 

The disadvantages include, for example, voluntary registration (in most cases), information dispersed 

through several registers and misdiagnosis. Case counting has been found to be an ineffective strategy 
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to estimate prevalence of conditions in the general population because many persons fail to register 

[29, 30]. 

There are also case-control studies in which a group of individuals with the condition of interest, 

the group of cases, is compared with other group with subjects without the condition of interest, the 

group with the controls. These studies are cheap and appropriated to investigate rare diseases. 

However, they do not catch temporality and therefore they are unable to measure incidence [21]. 

Cohort studies are longitudinal studies able to estimate incidence and the correlation disease/risk 

factors. In the beginning of the study participants are divided into two groups, the ones who were 

exposed to a risk factor for the disease or condition under investigation and the ones who were not. All 

participants are subsequently followed during the time period of the study and it is registered whether or 

not they developed the disease. Incidence can be calculated and at the end of the study the number of 

exposed participants who have developed the disease is compared with the number of non-exposed 

participants who have not developed the disease. In this way, we can assess if the exposure is a risk 

fact for developing the disease. Cohort studies are fit to analyse rare conditions, they can establish 

causality and they have a temporal dimension. However, they are very sensitive to the loss to follow-up 

situation [24]. Other study design widely used are randomised controlled trials. One group of individuals 

undergo an intervention and another group does not. The intervention can be a drug, a vaccine, among 

others. This type of studies is suited to assess if an intervention is effective but tends to be expensive 

[21].  

A methodology that has been shown to be useful in ascertaining the total number of cases using 

incomplete information from registers is capture-recapture. The situations in which CR methods can be 

most useful are, for example, when it is too expensive to perform a screening of the entire population or 

when a condition is very rare (or both). One aim of this PhD was, precisely, to explore the fundamental 

aspects of this methodology and to apply capture-recapture models to estimate the prevalence of visual 

impairment in Portugal.  

1.4. Definition and causes of vision impairment 

According to the World Health Organization (WHO) there are four levels of visual function: mild or 

normal vision, moderate visual impairment, severe visual impairment and blindness [31]. Moderate 

visual impairment and severe visual impairment can be combined into one group defined as “low 
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vision”. Moderate visual impairment, severe visual impairment and blindness represents all visual 

impairment. The WHO categories are based on the visual acuity of the better seeing eye. Regarding the 

category Mild or no visual impairment, vision acuity (VA) is equal to or better than 6/18 in the better 

eye using Snellen chart measurements. Moderate visual impairment, 6/60 ≤ 𝑉𝐴 < 6/18. Severe 

visual impairment, 3/60 ≤ 𝑉𝐴 < 6/60. Blindness, 𝑉𝐴 < 3/60.  Throughout our project, we aim to 

estimate the prevalence of visual impairment (VI) and we define it as low vision together with blindness.   

Visual impairment has a significant impact on the quality of life by reducing functional status and 

interfering with the ability of the subject to maintain independence in a safe manner [32-37]. Therefore, 

it is important that the prevalence of VI is estimated regularly so that the progress of the vision health of 

a population can be evaluated and monitored. Also, it is important to ascertain the causes behind VI so 

that health programmes can be designed to lower its prevalence [38]. 

In the year of 2020, in Western Europe, it has been estimated that there were 15 400 000 (95% 

CI, 13 900 000–16 900 000) people with moderate or severe visual impairment [39]. However, the 

prevalence of VI and the methodology for the estimation varies significantly from country to country. For 

example, a population-based conducted in Denmark in 2016 defined VI as best corrected visual acuity 

worse than 20/40 in the better-seeing eye. The study involved people aged 20 to 94 years and found a 

prevalence of 0.4% (95% CI, 0.2–0.7) [40]. A population-based cohort study in Germany concerning 

adults aged 35 to 74 produced a prevalence value of 0.37% (95% CI, 0.28–0.49) for visual impairment, 

defined as visual acuity (VA) below 0.3 in the better eye [38]. In Iceland, using a random sample of 

citizens of Reikjavik aged 50 or more years, a prevalence of 0.96% (95% CI, 0.37–1.55) for bilateral 

visual impairment was reported [41]. A very different estimation with significantly different values was 

performed in France in 2005, with 57959 individuals with blindness (0.1%) and 1116862 (1.94%) with 

low vision, that is, a prevalence of VI of 1.95% [42]. In Spain, it was reported a prevalence for near 

visual impairment of 1.89% (males, 1.36%; females, 2.40%) and 1.89% for distance visual impairment 

(males, 1.40%; females, 2.34%) [43]. In 2007 and for the population aged 50 years or older, a study 

from Hungary reported a prevalence of 0.5% (95% CI, 0.2–0.7) for severe visual impairment and 5.1% 

(95% CI, 4.3–5.9) for moderate visual impairment [44]. These numbers are difficult to compare due to 

different age categories included and methods used; although, they point to differences between 

European nations. However, the prevalence in countries of South Europe seems to be higher than the 

prevalence in Northern European countries and lower than the prevalence in Eastern European 

countries.  
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Differences in prevalence of VI in Europe may also be due to differences in disease prevalence. 

The causes of visual impairment and blindness in most countries in Western Europe are mainly related 

with diseases associated with age. For example, 70% of all cases of blindness in Germany are due to 

diseases of old age [45]. In Scotland, for example, the five leading causes of visual impairment, in 

decreasing frequency, were reported to be: age-related macular degeneration, glaucoma, diabetic 

retinopathy, myopic degeneration, and optic atrophy [46]. In the Netherlands, it was reported that the 

five main causes of visual impairment in adults aging more than 55 years old is, in decreasing 

frequency, were: cataract, age-related macular degeneration, cataract in combination with another 

cause, myopic macular degeneration and rare causes [47]. In the UK, North London, to people aging 

more than 65 years old, the main reported causes were cataract, age-related macular degeneration, 

refractive error and glaucoma [48]. In Italy, from a cohort of 860 persons aged 45 to 69, the main 

reported causes were cataract, myopia, age-related macular degeneration and diabetic retinopathy [49].  

In Bulgaria, the five leading causes of visual impairment in adults were reported to be cataract, age-

related macular degeneration, glaucoma, optic atrophy and diabetic retinopathy [50]. In Slovakia, 

cataract, myopia, glaucoma, diabetic retinopathy and age-related macular degeneration [50]. 

Concerning children, a study in UK reported that the main causes for severe visual impairment were, in 

decreasing frequency, cerebral/visual pathways, Retina problems, optic nerve, cataract and glaucoma 

[51].  

1.5. Methods 

The design of our study was influenced by the results of Paper 1, in which the profile of the 

subjects who accept to take part in epidemiologic studies as well as the profile of those who decline to 

participate were investigated. 

Epidemiologic studies involve collecting data from large number of individuals. However, 

participation rates in such studies, particularly in industrialized countries, have been falling in the past 3 

or 4 decades. A study in Finland showed a decline in response rates from 84% (men) and 85% (women) 

in 1978 to 59% (men) and 71% (women) in 2002[52]. High participation is necessary to ensure, for 

example, that the participating group is a representative sample of the population. When recruiting fails, 

statistical power of the results is reduced and conclusions may be distorted [53, 54]. In order to 

produce reliable outcomes, it is important to consider possible problems arising during the recruitment 
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process and, if possible, control for factors that lead to reduced participation. Some studies have shown 

that participation rates are influenced by: education (participation increasing with the level of education  

[55-57]) , gender (women tend to participate more than men [58-60]) and marital status (married 

people participating more than others [61]). Another factor that has been found to influence 

participation is general health, as given by the index of comorbidities [57, 62]. There are other aspects 

such as age in which results are less consistent, with some studies showing that older people are more 

likely to participate [58, 59], whilst others found higher participation rates among young people [55]. 

Less commonly reported determinants include, for example, ethnicity. In a study by Patel et al. black, 

asian and other ethnic minorities were less likely to participate [57]. However, in addition to the 

characteristics of the target group, recruiting strategies can also influence rates of participation. The use 

of public phone numbers and clear references stating that the study is being carried out by a public 

institution (when this is the case) tends to increase credibility [63]. Personalized letters and reply paid 

envelopes are also known to improve response rates [64]. Other researchers investigated the primary 

reasons to take part in epidemiologic studies and concluded that participation is, amongst others, 

driven by moral reasons [63, 65]. 

Regarding Paper 1, letters were posted using the hospital mail service, the logo of the hospital 

was printed on the envelope and letters were sent directly to the patients’ address. In addition to 

information about investigators, institutions, contact details and clinicians involved in the study the letter 

contained a clear and isolated sentence (in Portuguese) with the instruction: “If you agree to take part 

in this study, please tick the boxes in the flipside of this sheet, sign at the bottom of the page and 

provide a valid contact number for us to book your appointment at the hospital”. If a response was not 

received within 2 weeks, a follow-up phone call was made. If the person declined the invitation to 

participate, they were asked questions about: 1) years of education; 2) marital status; 3) annual 

hospital attendance. For positive respondents, an appointment was booked at the hospital where they 

normally receive eye care and the same information was obtained. Those that agreed to take part in the 

study are defined as “participants” and those that declined after all attempts are defined as “non-

participants”. Participants were divided into 2 sub-groups: “immediate participants” - those who sent 

the reply paid envelope with the consent form without being contacted by phone, and “late participants” 

- those who agreed to take part in the study only after they were contacted by telephone. 

Our goal in Paper 1 was to determine the probability of participation as a function of personal 

characteristics, including severity of vision loss. We wanted to distinguish between the profiles of a 

participant and a non-participant. We also conducted a detailed investigation to distinguish between 



- 22 - 
 

those who accepted the invitation to take part immediately from those who needed further contact 

before agreeing to participate. According to the “continuum of resistance” model, the more contacts a 

subject requires in order to take part in a study, the more similarities he/she shares with non-

participants [66, 67]. 

In total, 600 individuals (260 females or 43%) with a mean age of 66 years (SD=16.7) were 

included in this sample. In our analysis 325 (54%) were participants and 275 (46%) were non-

participants. From the 325 participants, 241 were immediate participants and 84 were late 

participants. We used logistic regressions with a 10-fold cross-validation [68]. We split the 600 cases 

into 10 subsamples (60 cases each). For each iteration, during the validation process, each sample 

was chosen, at random, once as “testing data”. The remainder 9 (540 cases) were used to generate 

temporary models. The 10 temporary models were then averaged to generate the final theoretical 

model which was tested against the real participation results for the 600 cases. The theoretical model 

classified correctly 484 out of 600 cases, with a weighted average precision of 0.809, a weighted 

average F-Measure of 0.808 and a weighted average ROC area of 0.872. If taken together the results of 

the internal validation and the deviance chi-squared goodness of fit, we can say that the model fits the 

real data accurately. This enable us to distinguish between participants (immediate or late) and non-

participants. In order to distinguish between immediate and late participants we first used the J48 

classifier to define optimal cut points [69, 70]. We used the software Weka 3.8 [71]. Then, we applied 

chi-square tests and Fisher exact test [72]. 

1.5.1. Data sources  

After contacting several institutions (primary care centre – ACES) in the region of interest of the 

study we were given access to data concerning subjects issued with medical certificates of visual 

impairment from the Primary Care Centre of Braga and the Primary Care Centre of Barcelos. From 

those records, a list with cases from Primary Care Centres was constructed (L1). We also have had 

access to the records of a blind association named ACAPO, concerning the areas of Braga, Viana do 

Castelo and Porto.  

A second list with cases from ACAPO was constructed (L2). The prevalence and costs of visual 

impairment in Portugal (PCVIP-study) was a hospital-based study whose aim was to determine 

prevalence, causes and costs of VI in Portugal [73]. The study gathered demographic, clinical, and 

economic information of people with VI. Participants were recruited among patients routinely attending 

ophthalmologists' appointments at four Portuguese public hospitals, Hospital of Braga, Hospital of 
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Guimarães, Hospital of Barcelos and Hospital of São João, the last one at the city of Porto. The 

inclusion criteria were: patients with VA in the better eye of 0.5 decimal (0.30logMAR) or worse and/or 

visual field less than 20 degrees. The study was designed considering the recommendations of the 

Vancouver Economic Burden of Vision Loss Group [74]. From the general database generated by the 

PCVIP study, a list with cases from all Hospitals with visual acuity below 0.3 decimal in the better-

seeing eye was filtered (L3).  

All the data in these three lists captures information regarding visual impairment in the Northwest 

of Portugal in the time period between 2014 and 2015, specifically at the regions of Minho and Douro 

Litoral. These are the lists used in Paper 4. From these lists we filtered the cases of subjects inhabiting 

the Municipality of Braga. The resulting lists were used in Paper 2, to give an example, and in Paper 3, 

to perform simulations. In Paper 3 though the list of the Hospital was L2 and the list of ACAPO was L3. 

1.5.2. List matching and data filtering 

All lists had variables that allowed assessment of repeated cases. Information available included: 

initials, date of birth, sex, municipality and visual acuity. The list of the Hospitals also had information 

about the cause of VI. A unique identity string was constructed for each individual in all lists by 

concatenating the initials of the name, date of birth and sex. For example, an identity string of a subject 

at a given list could be JS130519802, meaning that the subject first and last name initials were JS, 

with birth date 13/05/1980 and that the subject was a female. By matching the identity strings of the 

three lists, it was possible to ascertain the number of individuals present in all three lists and the 

number of individuals present at any combination of two lists. Upon these values several models were 

applied. 

In Paper 4 we estimated the prevalence of VI in the Northwest of Portugal. The list from Primary 

Care Centres (L1) had a total of 208 cases (52% females) with a mean age of 60 years old (SD=18.93). 

The list with the cases from ACAPO (L2) had 878 cases (43% females) with a mean age of 54 years old 

(SD=18.0). The list of the Hospitals (L3) had 4272 cases (58% females) with a mean age of 74 years 

old (SD=18.0). Figure 1 shows the Venn diagram representing the intersection between the identity 

strings of the three lists. 
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Figure 1: Venn diagram representing the overlap between the three lists. 

 

In Papers 2 and 3, two methodologic papers, we used lists with fewer cases, from which possible 

values arise for the prevalence of visual impairment in the Municipality of Braga.  

1.5.3. Capture-recapture methods 

This section describes the main models used in Papers 2 and 3. CR methods were originally 

developed and used in ecology, but have been applied to characterize prevalence in human populations 

since 1949 [2]. CR methods use lists from registers (or other reliable sources) of which the 

completeness is unknown. In health applications, lists can be obtained from hospitals, laboratories, 

insurers, social service agencies, religious institutions, schools and others. Cases are identified from 

multiple sources, where a source is defined as any location or origin where a case is reported. All cases 

from each source make up a list. Lists of cases obtained from 2 or more registers (or sources) can be 

combined and used to estimate the number of unregistered cases.  

One essential aspect is that each list needs to include accurate identifiers such as first and last 

name, date-of-birth, sex or others in order to build an identity string to each individual. By matching the 

identity strings of all lists, it is possible to ascertain the number of individuals present in all lists as well 

as the number of individuals present at any combination of lists. It is this last information that allows 

the ascertainment of the size of the hidden population, that is, the number of unregistered cases, and 

therefore the estimation of the prevalence of the disease or condition of interest. 

Capture-recapture was first used when ecologists were trying to estimate the number of fish in a 

lake. Assuming that we want to estimate the total number of fish (𝑁) in a lake, a sample A with 𝑛1 fish 
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is captured, fish are marked and then released back to the lake - the marked rate in the population is 

given by the  
𝑛1

𝑁
. Next, a sample B with 𝑛2 fish is captured and from those 𝑛2, there are m fish that are 

marked from the first capture. Thus, the recapture rate is given by the fraction  
𝑚

𝑛2
. If samples A and B 

are independent, then the marked rate in the population should be approximately equal to the 

recapture rate, that is, the equality 

 

𝑛1

𝑁
=

𝑚

𝑛2
 

 

is likely to occur [75].  

This equation yields the Petersen estimator of the population size (𝑁̂): 

 

𝑁̂ =
𝑛1𝑛2

𝑚
 

 

The Petersen estimator can also be used in human populations. The captured samples are lists 

and the probability of an individual being captured in a certain list is often defined as ascertainment 

probability.  

1.5.4. Concept of independence and heterogeneity 

Typically, there are two sources of variability that may affect the probability of capture of a unit in 

a list: - behavioural variability, that is, the inclusion of a subject in one list has a direct causal effect on 

his/hers inclusion in other lists and heterogeneity - due to specific characteristics of each unit, that is, 

observable or unobservable features of each subject may have an impact on his/hers capture 

probability [76]. If the capture probability at any list does not depend on whether the individual is 

present at other lists, then there is, according to some authors, local independence [75]. Heterogeneity 

can be observed in clusters if capture probabilities differ among a finite number of classes of individuals 

[77]. Those classes can be males and females, juveniles and adults, among others It can also be 

observed individually if a different rate of capture for each individual is observed [77].  

Positive local dependence occurs when individuals captured in a list A are more likely to be also 

in list B than those not in list A. When this occurs then the two fractions given above are unequal, 
𝑛1

𝑁
<

𝑚

𝑛2
, which is equivalent to 𝑁 >

𝑛1𝑛2

𝑚
. Therefore, in this case, the Petersen formula underestimates the 
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true size of the population. In contrast, if the two lists have local negative dependence, then 
𝑛1

𝑁
>

𝑚

𝑛2
, 

which yields 𝑁 <
𝑛1𝑛2

𝑚
. In this case there will be an overestimation of the true size of the population. 

The Petersen estimator is subject to bias if 𝑛11 is small or zero [78]. Therefore in 1951 

Chapman modified the Petersen estimator, which resulted in the Chapman estimator:  

 

𝑁̂ =
(𝑛10 + 𝑛11 + 1)(𝑛01 + 𝑛11 + 1)

𝑛11 + 1
− 1 

 

Chapman showed that if 𝑛10 + 𝑛01 + 2𝑛11 ≥ 𝑁 the previous estimator is an exactly unbiased 

estimator of 𝑁 [79]. If 𝑛10 + 𝑛01 + 2𝑛11 < 𝑁, then the bias of the Chapman estimator is less than 

2% if 
(𝑛10+𝑛11)(𝑛01+𝑛11)

𝑁
> 4 [80]. However, 𝑁 is unknown but if 𝑛11 > 7 then there is a 95% chance 

that 
(𝑛10+𝑛11)(𝑛01+𝑛11)

𝑁
> 4 and the bias of Chapman estimator is negligible [81, 82]. 

1.5.5. Several types of capture-recapture models 

Log-linear models determine the expected value of 𝑛𝑖𝑗𝑘, that is, the expected value to the 

number of individuals with capture history (𝑖 𝑗 𝑘). It uses the Poisson distribution to model the count of 

a contingency table computed from the lists (each list has two categories, captured and not captured). 

It models the logarithm of the expected value of each observable cell of such contingency table. If there 

are three lists and there is local dependence amongst the three and local dependence between any 

possible pair of lists, then the log-linear model is given by: 

 

log 𝐸(𝑛𝑖𝑗𝑘) = 𝑢0 + 𝑢1𝐼(𝑖 = 1) + 𝑢2𝐼(𝑗 = 1) + 𝑢3𝐼(𝑘 = 1) + 𝑢12𝐼(𝑖 = 𝑗 = 1) +

𝑢13𝐼(𝑖 = 𝑘 = 1) + 𝑢23𝐼(𝑗 = 𝑘 = 1) + 𝑢123𝐼(𝑖 = 𝑗 = 𝑘 = 1)                       

 

As a matter of example, in the equation above 𝐼(𝑖 = 1) stands for the function that assigns 1 to 

capture history (1 𝑗 𝑘) and 0 to all the others. Log-linear models estimate the logarithm of the 

expected value for the number of individuals with capture history (𝑖 𝑗 𝑘), that is, log 𝐸(𝑛𝑖𝑗𝑘). For 

example, the parameter 𝑢12 models the dependence between lists 1 and 2, and 𝑢13 the dependence 

among lists 1 and 3 and so on [83]. 

Consider now that only lists 1 and 3 are dependent. If we want to compute the expected number 

of individuals with capture history (1 0 1), that is, 𝐸(𝑛101), then we use the formula: 



- 27 - 
 

 

log 𝐸(𝑛101) = 𝑢0 + 𝑢1 + 𝑢3 + 𝑢13 ⟺ 𝐸(𝑛101) = 𝑒𝑢0+𝑢1+𝑢3+𝑢13 

 

The values of all parameters (in this case, 𝑢0 , 𝑢1, 𝑢3 , 𝑢13 ) can be obtained, for example, by 

using the R package Rcapture [84, 85]. This package can be used to estimate the abundance and other 

demographic parameters for closed and open populations using log-linear models. By comparing the 

difference between the estimated value of individuals with a capture history (1 0 1) and the actual 

number of subjects with that capture-history, the bias of the model can be computed. By doing the 

same to all observed capture-histories, the deviance of the model can be calculated. The deviance of 

the model measures its quality in terms of how well its predictions fit the experimental data. Data is the 

set of vectors with all observed capture-histories, low deviance values correspond to better model 

fittings. 

The main objective though is to compute an estimation of the size of the population 𝑁 (e.g. the 

number of people with vision impairment) and to do that we need to determine the expected number of 

subjects that are missing from our available lists. That is, we need to estimate the number of individuals 

with a capture history (0 0 0) and that is given by the expression: 

 

log 𝐸(𝑛000) = 𝑢0 ⟺ 𝐸(𝑛000) = 𝑒𝑢0 

 

The number of individuals with capture history (0 0 0) is then added to the number of individuals 

that have been captured on the lists: 

 

𝑁̂ = 𝑛100 + 𝑛010 + 𝑛001 + 𝑛111 + 𝑒𝑢0 

 

When, for example, there is an interaction between lists 1 and 2 and between lists 1 and 3, then 

equation 1 would yield the (12, 13) log-linear model: 

 

log 𝐸(𝑛𝑖𝑗𝑘) = 𝑢0 + 𝑢1𝐼(𝑖 = 1) + 𝑢2𝐼(𝑗 = 1) + 𝑢3𝐼(𝑘 = 1) + 𝑢12𝐼(𝑖 = 𝑗 = 1)

+ 𝑢13𝐼(𝑖 = 𝑘 = 1) 

 

Usually, models are denoted as 𝑀𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑝𝑡𝑠 and the subscripts are 𝑡 𝑏, ℎ [83]. Models allowing 

capture probabilities for a fixed population unit to vary between lists are indexed by 𝑡, with 𝑡 standing 
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for time. Models with local list dependence, the behavioural effect, are indexed by 𝑏. Models that deal 

with heterogeneity are indexed by ℎ. Therefore, in the more general structure, we have 𝑀𝑡𝑏ℎ models; 

𝑀𝑏ℎ or 𝑀𝑏 models and other combinations are also possible [75]. There is also the 𝑀0 model, in 

which there is no local list dependence, no heterogeneity and the capture probability is the same to all 

individuals throughout the entire capture time [86, 87]. In short, models can allow capture probabilities 

to vary by time, individual, response to capture and combinations of the previous [3].  

Some models include covariates to explain the different capture probabilities among individuals 

due to heterogeneity [88-90]. For example, the probability of capture in a certain list for an individual 

may depend on covariates such as gender, age or the severity of a disease.  

Other models compute capture probabilities conditioned on each possible partial capture history 

[91-93]. Capture occasions do not even need to be ordered along a time horizon [94]. Let us consider a 

discrete capture-recapture experiment in which a closed population is sampled 𝑟 times. The units of 

such population are assumed to act independently.  The units are associated with a capture history. 

Data can be represented as an N × r binary matrix X = [𝑥𝑖𝑗], with x𝑖𝑗 = 1 if the 𝑖 − 𝑡ℎ unit is 

captured at list 𝑗 and xij = 0   otherwise. If  Ω = {0,1}, then  Ω𝑟 = {0,1}𝑟 is the set of all possible 

capture histories. Capture probabilities are conditioned on each possible partial capture history as 

follows 

 

{

𝑝1() = 𝑃𝑟(𝑥𝑖1 = 1)

𝑝𝑗(𝑥𝑖1, . . . , 𝑥𝑖(𝑗−1)) = 𝑃𝑟(𝑥𝑖𝑗 = 1|𝑥𝑖1, . . . , 𝑥𝑖(𝑗−1)) ∀𝑗 > 1, ∀(𝑥𝑖1, . . . , 𝑥𝑖(𝑗−1)) ∈ Ω𝑗−1.     

 

For example, 𝑝3(1,0) represents the probability of a unit to be captured at the list 3 given that 

was captured at list 1 and not captured at list 2. This is a saturated model. Constrained versions based 

on conditional probabilities constraints are constructed. The number of parameters is reduced by doing 

a partition of the set 𝐻 of all possible partial capture histories. All past partial capture histories of the 

same equivalence class originate the same future capture probability. The size of the population 𝑁 is 

the only parameter of interest, all the other parameters are considered nuisance parameters. The most 

popular approach in capture-recapture analysis to make inference on 𝑁 is used. The unconditional 

likelihood is factorized in two factors. The first is the conditional likelihood, corresponding to the 

observed units. That is, the joint probability of observing the capture histories of all observed units 

conditionally on the fact that they are eventually observed. The second factor is the binomial likelihood, 
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a residual term. The estimation of 𝑁 follows two steps: maximization of the conditional likelihood 

deriving an estimation for all nuisance parameters; maximizing the binomial likelihood as a function of 

𝑁 only, plugging in the estimates of all the other nuisance parameters calculated in the first step. We 

used this model in Paper 3.  

An important estimator, used, for example, by the previous model, is the Horvitz-Thompson 

estimator [95]. Suppose that a system identifies a case with a probability (1 − 𝑝0). Then, the 

population size is 𝑁 = 𝑁𝑝0 + 𝑁(1 − 𝑝0). Note that 𝑁(1 − 𝑝0) is the number of observed cases, 

𝑛𝑜𝑏𝑠𝑣, or, according to the previous notation, 𝑀. So, the previous equation can be written as 𝑁 =

𝑛𝑜𝑏𝑠𝑣 + 𝑁𝑝0, which leads to the Horvitz-Thompson estimator 

 

𝑛̂𝐻𝑇𝐸 =
𝑛𝑜𝑏𝑠𝑣

(1 − 𝑝̂0)
 

The Horvitz-Thompson estimator can also be derived as the maximum likelihood estimator of the 

number of trials in a binomial experiment when the probability of success is known, and it is equal to 

1 − 𝑝̂0. 

There are two main differences between human and wildlife populations. First, human population 

lists generally have not a well-defined time order. Second, in wildlife studies there are often more 

trapping samples than in human population studies. In most epidemiologic surveys only two to four lists 

are available [75]. Some authors though argue that the use of more than three lists does not 

substantially alter the confidence of the results and that multiple human population lists should be 

condensed into three lists for the use of capture-recapture models [96]. 

1.5.6. Techniques to assess list dependence and heterogeneity of capture rates 
between individuals  

Similarly to what other researchers have been investigating [91, 97], in Paper 3, we regarded 

each capture occurrence of unit 𝑖 at list 𝑗 as a binary outcome whose probability of success can be 

modelled by a linear logistic regression with an explanatory variable 𝑧𝑖𝑗 = 𝑞(𝑥𝑖1, . . . , 𝑥𝑖𝑗−1) associated 

to the partial capture history. That is, 

 

 𝑙𝑜𝑔 (
𝑃𝑟(𝑥𝑖𝑗=1|𝑥𝑖1,...,𝑥𝑖(𝑗−1))

(1−𝑃𝑟(𝑥𝑖𝑗=1|𝑥𝑖1,...,𝑥𝑖(𝑗−1)))
) = 𝛼 + 𝛽𝑧𝑖𝑗     ∀𝑖, 𝑗  

 

where 𝒛𝒊𝒋 is a suitable numeric summary of partial capture history.  
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Contrarily to Fegatelli et al. [91], we defined 𝒛𝒊𝒋 not as continuous but as a factor. It assigns one 

value to each possible partial capture history. In this way, this covariate groups the sequences of 

progressive individual partial capture histories. 

If 𝑛𝑜𝑏𝑠𝑣 + 1 ≤ 𝑖 ≤ 𝑁, then 𝑧𝑖𝑗 = 0, ∀𝑗. If we set a function 𝑧 and a value to 𝑁, then the 

unconditional likelihood function obtained from a linear logistic model fitted using 𝑁 × 𝑡 binary 

observations with the corresponding numerical covariates 𝑧𝑖𝑗 is 

 

𝐿(𝑁, 𝛼, 𝛽) = (
𝑁
𝑛𝑜𝑏𝑠𝑣

) [∏𝑁
𝑖=1 ∏𝑡

𝑗=1 (
𝑒𝑥𝑝(𝛼+𝛽𝑧𝑖𝑗)

1+𝑒𝑥𝑝(𝛼+𝛽𝑧𝑖𝑗)
)

𝑥𝑖𝑗

(1 −
𝑒𝑥𝑝(𝛼+𝛽𝑧𝑖𝑗)

1+𝑒𝑥𝑝(𝛼+𝛽𝑧𝑖𝑗)
)

1−𝑥𝑖𝑗

].  

 

For each value 𝑁 ∈ [𝑛𝑜𝑏𝑠𝑣 + 1, 𝑁𝑢𝑝𝑝𝑒𝑟], 𝑁𝑢𝑝𝑝𝑒𝑟 a reasonable upper limit to 𝑁, a logistic 

regression was performed, the previous equation was applied and  

𝐿̂(𝑁) = 𝐿(𝑁, 𝛼̂(𝑁), 𝛽̂(𝑁)) was calculated.  

A sequence of logistic regressions was performed, which was computationally demanding and 

time-consuming. The value of 𝑁 that maximizes the unconditional likelihood function is the estimate for 

the population size. That is, the maximum likelihood estimate for 𝑁 is  

 

 𝑁̂ = 𝑎𝑟𝑔 max
𝑁∈[𝑛𝑜𝑏𝑠𝑣+1,𝑁𝑢𝑝𝑝𝑒𝑟]

 (𝐿̂(𝑁)). 

For example, to the scenario in which there is only one dependence between lists, 𝐿2 and 𝐿3, 

Hospital and ACAPO respectively, we defined the memory-related summary 𝑧 as represented in Table 1  

 

Table 1: Covariate 𝑧 for the scenario in which there is only one list dependence, 𝐿2 𝐿3 

Partial capture history 𝒛 

() 0 

(0) 0 

(1) 0 

(1 0) 0 

(0 1) 1 

(1 1) 1 

(0 0) 0 
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For example, a subject is captured in list 𝐿2. That capture will produce a value 1 in the binary 

variable 𝑌. If that subject was captured in 𝐿1, then his partial capture history is (1) and this will produce 

a value 0 in the variable 𝑧. The index of 1 in the binary variable 𝑌 is the same as the index of 0 in the 

variable 𝑧. 

𝑁 took all multiple of 5 values between 850 and 4300. For example, for 𝑁 = 1500, we will 

have 1500 − 842 = 658 (0,0,0) capture histories, wich adds 658 × 3 = 1974 values of 0 to the 

binary variable 𝑌 as well as 1974 values of 0 to the behavioral explanarory variable 𝑧. 

 In fact, the first 0 of a capture history (0,0,0) has associated the partial capture history () and 

𝑧(()) = 0. The second 0 of a capture history (0,0,0) has associated the partial capture history (0) and  

𝑧((0)) = 0. The third 0 of a capture history (0,0,0) has associated the partial capture history (0  0) 

and 𝑧((0  0)) = 0. Finally, a logistic regression is apllied to 𝑌 and 𝑧. This regression models the capture 

probabilty of any subject at any list as a function of his/hers partial capture history assuming there is only 

one list dependence, 𝐿2 and 𝐿3. 

 

Table 2: Covariates z assuming list dependences scenarios; pch stands for partial capture history 

List dependence scenarios Covariate 𝑧 

𝐿1, 𝐿2 𝑧 = {
1 𝑖𝑓  𝑝𝑐ℎ = (1)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐿1, 𝐿3 𝑧 = {
1 𝑖𝑓𝑝𝑐ℎ = (10)  𝑜𝑟  𝑝𝑐ℎ = (1  1)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐿2, 𝐿3 𝑧 = {
1 𝑖𝑓  𝑝𝑐ℎ = (0  1)  𝑜𝑟  𝑝𝑐ℎ = (1  1)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐿1, 𝐿2 and 𝐿2, 𝐿3 
𝑧 = {

2 𝑖𝑓  𝑝𝑐ℎ = (0  1)  𝑜𝑟  𝑝𝑐ℎ = (1  1)

1 𝑖𝑓  𝑝𝑐ℎ = (1)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐿1, 𝐿2 and 𝐿1, 𝐿3 
𝑧 = {

2 𝑖𝑓  𝑝𝑐ℎ = (1  0)  𝑜𝑟  𝑝𝑐ℎ = (1  1)
1 𝑖𝑓  𝑝𝑐ℎ = (1)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝐿1, 𝐿3 and 𝐿2, 𝐿3 

𝑧 = {

3 𝑖𝑓  𝑝𝑐ℎ = (1  1)
2 𝑖𝑓  𝑝𝑐ℎ = (0  1)
1 𝑖𝑓  𝑝𝑐ℎ = (1  0)
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

For each multiple of 5 value of 𝑁 between 850 and 4300, a binary variable 𝑌 and a behavioural 

explanatory variable 𝑧, defined as in Table 2, were built and a logistic regression was applied. For each 

regression the log-likelihood was calculated. The population size 𝑁̂ assigned with the regression with the 
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highest likelihood value is the maximum likelihood population size estimate within the 𝐿2, 𝐿3 list 

dependence scenario. 

We did the same for other covariates assuming other list dependences scenarios, represented in 

the Table 2. The covariate was considered a factor, 𝑧 = 0 the class of reference, 𝛽1 the coefficient of 

𝑧 = 1, 𝛽2 the coefficient of 𝑧 = 2, 𝛽3 the coefficient of 𝑧 = 3. 

            Our simulation performed 4146 logistic regressions, 691 regressions for each covariate 

establishing a list dependence scenario. The results are represented in Figure 2 .  

 

 

Figure 2: Unconditional log-likelihood varying with the population size to several list dependence 
scenarios. 

 

Regardless of the value of 𝑁, the unconditional log-likelihood of the list dependence scenario 𝐿1,

𝐿3 and 𝐿2, 𝐿3 is always greater than the unconditional log-likelihood of all other scenarios. It reaches 

the peak at 𝑁̂ = 1780. The scenario 𝐿1, 𝐿2 and 𝐿2, 𝐿3 reaches its maximum at 𝑁̂ = 2090, 𝐿2,

𝐿3 at 𝑁̂ = 1930, 𝐿1, 𝐿2 at 𝑁̂ = 3760. The scenario 𝐿1, 𝐿3 as well as the scenario 𝐿1, 𝐿2 and 𝐿1,

𝐿3 either diverge or reach the peak for values of 𝑁 greater than 4300, which is an unrealistic situation. 

The logistic regressions associated with the four highlighted peak points were analysed in detail 

and the results are in Table 3. 
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Table 3: Logistic regressions associated with the four maximum likelihood estimates of N 

Scenarios LogLiK AIC 𝜶 p-value 𝜶 𝜷 p-value 𝜷 

𝐿1, 𝐿3 and 
𝐿2, 𝐿3  

−474.4 4647 −1.44 < 2𝑒-16 𝛽1 = −17.13 0.98 

𝛽2 = −17.13 0.95 

𝛽3 =20. 00 0.90 

𝐿1, 𝐿2 and 

𝐿2, 𝐿3 

−500 5118.6 −1.67 < 2𝑒-16 𝛽1 = 0.40 0.0625 

𝛽2 = −2.31 5.74𝑒-13 

𝐿2, 𝐿3 −500.5 4945.2 −1.56 < 2𝑒-16 −2.43 3.81𝑒-14 

𝐿1, 𝐿2 -512.4 6359.6 −2.44 < 2𝑒-16 1.16 4.44𝑒-08 

 

 

The scenario 𝐿1, 𝐿3 and 𝐿2, 𝐿3 has the best Log-likelihood curve. However, its logistic 

regression with maximum likelihood only has the intercept as statistically significant. The logistic 

regression with maximum likelihood of the scenario 𝐿1, 𝐿2 and 𝐿2, 𝐿3 has the coefficient of the class 

𝑧 = 2 as statistically significant while the level 𝑧 = 1 almost reaches such status. This information 

suggests that the levels 𝑧 = 0 and 𝑧 = 1 should be merged, which would lead to the covariate of the 

𝐿2, 𝐿3 scenario. Both the 𝐿2, 𝐿3 scenario and the 𝐿1, 𝐿2 scenario have statistically significant 

covariate coefficients. In the 𝐿2, 𝐿3 scenario though, such p-value is lower as well as the AIC. The 

goodness of fit test indicates that this model fits the data well, 𝑝 = 𝑃𝑟(𝜒5788
2 ≥ 4941.2) ≈ 1. 

 Figure 3 represents the p-value for the nullity of the coefficient of 𝑧 varying with the population 

size within the last three scenarios. As it can be observed, regarding the list dependence scenario 𝐿1,

𝐿2 and 𝐿2, 𝐿3, the p-value for the nullity of the coefficient of 𝑧 = 1 is above 0.05 to values of 𝑁 

approximately between 1200 and 2100. Regarding the scenario 𝐿1, 𝐿2, the p-value also is not always 

significant. On the contrary, within the scenario 𝐿2, 𝐿3, the p-value is always significant no matter the 

value of 𝑁 and always with extremely low values. The variable establishing this list dependence 

scenario is always statistically significant predicting capture probabilities regardless of the value of 𝑁. 
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a) List dependence 𝐿1𝐿2 𝐿2𝐿3                               b) List dependence 𝐿1𝐿2 𝐿2𝐿3 

             

c) List dependence 𝐿1𝐿2                                          d) List dependence 𝐿2𝐿3 

Figure 3: The p-value for the nullity of the coefficient of 𝑧 varying with the population size. 

 

All considered, the 𝐿2, 𝐿3 list dependence scenario is perhaps the most likely. By choosing the 

logistic regression with maximum likelihood assuming this scenario, we were consequently led to one 

conclusion when applying its odds ratios. The odds of being captured if your partial capture history is 

(0  1) or (1  1) are 𝑒𝑥𝑝(2.43) = 11.36 lower than the odds of being captured if your partial capture 

history is (1  0) or (0  0). In other words, the odds of being captured in 𝐿3 are 11.36 lower if an 

individual is also in 𝐿2. 

Ignoring the heterogeneity of capture rates between subjects when it does exist may result in the 

underestimation of the size of the population [98]. Heterogeneity can be observed in clusters if capture 

probabilities differ among a finite number of classes of individuals. Those classes can be males and 

females, juveniles and adults, among others. It can also be observed individually if a different rate of 

capture for each individual is observed [77].  

The approach consisting of modelling heterogeneity in clusters by finite mixture models has been 

applied by some authors [98-100]. The finite mixture model or latent-class model has the characteristic 

that the heterogeneity distribution is discrete. The mixing distribution can be interpreted as the 

heterogeneity distribution. To model individual heterogeneity some continuous models for the 

heterogeneity distribution have been proposed, as the beta-binomial.  
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To investigate the possibility of existence of heterogeneity through clusters, we applied in Paper 3 

binomial mixtures [98, 99] to model the counting distribution, that is, the distribution of the variable 

that counts how many times a case has been identified by the registration system.  

By counting the number of times every case is captured several parameters can be calculated. 

The number of cases that were captured exactly 1 time is 𝑛1, the number of cases captured exactly 2 

times is 𝑛2 and so on till the number of cases captured exactly 𝑡 times 𝑛𝑡, with 𝑡 the number of lists. 

Modelling the counting distribution with a mixture of binomials, yields 

 

 𝑓(𝑦, 𝑄, Θ) = ∑𝑘
𝑗=1 𝑞𝑗 (

𝑡
𝑦) 𝜃𝑗

𝑦
(1 − 𝜃𝑗)

𝑡−𝑦
, 

 

with 𝑘 the number of clusters, 𝑦 = 0,1, . . . , 𝑡, Θ = {𝜃1, . . . , 𝜃𝑘} and 𝑄 = {𝑞1, . . . , 𝑞𝑘}, 𝑄 the 

mixing distribution. 

Supposing that 𝑓(𝑦, 𝑄, Θ) is a suitable distributional model for the counting distribution of the 

number of times 𝑌 a case was captured, the Horvitz-Thompson estimator becomes 

 

𝑛̂𝐻𝑇𝐸 =
𝑛𝑜𝑏𝑠𝑣

1 − 𝑓(0, 𝑄, Θ)
. 

 

In order to calculate the maximum likelihood estimation of 𝑄 and Θ we applied the EM 

algorithm. We used the popular algorithmic framework for mixtures of distributions [99], described 

below. 

 

Step 0 Choose some initial value for 𝑄(0); 𝑗 = 0. 

Step 1 Choose some initial value for Θ(0); 

 

Step 2 Compute 𝑛̂(𝑗+1) =
𝑛𝑜𝑏𝑠𝑣

1−𝑓(0,𝑄𝑗,Θ𝑗)
 and 𝑛̂0

(𝑗+1) = 𝑛̂(𝑗+1) − 𝑛𝑜𝑏𝑠𝑣; 

Step 3 Use the complete frequency table 𝑛̂0
(𝑗+1), 𝑛1, . . . , 𝑛𝑡 to compute a new maximum 

likelihood estimator 𝑄(𝑗+1); 

Step 4 𝑗 = 𝑗 + 1; go back to Step 2. 
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In Step 3 the non-parametric maximum likelihood estimation of the mixing distribution 𝑄 needs 

itself to be algorithmically calculated. The EM steps for mixtures are well known. First, define 𝑒𝑖𝑙
𝑗

=

𝑓(𝑖,𝜃𝑙
𝑗
)𝑞𝑙

𝑗

𝑓(𝑖,𝑄𝑗)
 and let 𝑛0 = 𝑛̂0

(𝑗+1). Then: 

Step 3.1 𝑞𝑙
(𝑗+1)

=
1

𝑛̂(𝑗+1)
∑𝑡

𝑖=0 𝑛𝑖𝑒𝑖𝑙
(𝑗)

; 

Step 3.2 Find solution 𝜃𝑙
(𝑗+1)

 for the 𝑙 − 𝑡ℎ component scoring equation in 𝜃𝑙  

 ∑𝑡
𝑖=0 𝑛𝑖𝑒𝑖𝑙

(𝑗) 𝜕

𝜕𝜃𝑙
𝑓(𝑖, 𝜃𝑙) 

for 𝑙 = 1, . . . , 𝑘. The solution of the previous equation for the binomial density is  

 𝜃𝑙
(𝑗+1)

=
∑𝑡

𝑖=0 𝑖 𝑛𝑖𝑒𝑖𝑙
(𝑗)

∑𝑡
𝑖=0 𝑛𝑖𝑡 𝑒

𝑖𝑙
(𝑗). 

 

In Paper 3, after applying this algorithm to our data, we concluded that the situation with only 

one cluster 𝑘 = 1 produced the best log-likelihood value and the only credible value for 𝑁̂. This 

suggests that heterogeneity through clusters is unlikely. 

We investigated the possibility of individual heterogeneity with another type of model that 

considers the individual capture probability 𝜃 as being drawn from a continuous probability distribution 

on the interval (0, 1). If the distribution of 𝜃 has probability density function (pdf) 𝑔(𝜃), then the 

probability of an individual being captured 𝑦 times becomes 

 

 𝜋𝑦 = ∫
1

0
(

𝑡
𝑦

) 𝜃𝑗
𝑦(1 − 𝜃𝑗)

𝑡−𝑦
𝑔(𝜃)𝑑𝜃,            𝑦 = 0,1, . . . , 𝑡.  

 

We considered 𝑔(𝜃) to be the pdf of a beta distribution 𝐵𝑒𝑡𝑎(𝛼, 𝛽), 𝛼, 𝛽 > 0. It follows that 

 

 𝜋𝑦 = 𝑓(𝑦|𝑡, 𝛼, 𝛽) =
Γ(𝛼𝛽)

Γ(𝛼)Γ(𝛽)

Γ(𝛼+𝑦)Γ(𝑡−𝑦+𝛽)

Γ(𝑡+𝛼+𝛽)
,            𝑦 = 0,1, . . . , 𝑡. 

 

 This is the so-called beta-binomial distribution. The multinomial likelihood function as well as the 

estimation of 𝑁, 𝛼 and 𝛽, through maximum likelihood calculations can be seen in [77]. In Paper 3, by 

applying this model to our data, we obtained values for the population size with magnitudes of millions. 

Therefore, when we estimated the population size on the assumption that individual heterogeneity 

exists, we obtained values even more unrealistic than when we consider heterogeneity through the 
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existence of clusters. We concluded that individual heterogeneity is also unlikely. The capture probability 

of a subject at a given list is only a function of whether or not he/she is present on the other lists. 
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CHAPTER II ARTICLES AS 
FIRST AUTHOR 

This chapter presents four papers that form the core contents of this thesis because I am the 

first author, the papers are presented according to their date of submission. 

Section 2.1 corresponds to Paper 1 that gives the design of the study Prevalence of Costs os 

Visual Impairment in Portugal – The PCVIP study. This paper is a comprehensive description of the 

methodology used to gather data about the people with visual impairment attending hospital 

appointment in 4 hospitals in the region of interest of our study. Information from the hospitals was 

later used as the fundamental list to determine prevalence and causes of visual impairment in Portugal. 

These are the results published in Section 2.4. 

Section 2.2 corresponds to Paper 2, that is a comprehensive review of the literature about the 

methodology of capture -recapture. This review fits into goal 1 of this thesis. The review was important 

to clarify definitions, explore the theoretical concepts of the method capture-recapture and to start to 

link the methodology to the type of ophthalmological data that we wanted to work with. Writing this 

review with collaborators from other parts of the world and having the work per reviewed was a 

fundamental step to be confident to use it with the data available to compute prevalence of vision 

impairment in Portugal. 

Section 2.3 corresponds to Paper 3, the need to work on these theoretical concepts arose during 

the writing of the literature review. In this paper, we aim to explore other more sophisticated techniques 

and inferential tools to understand and model list dependence and heterogeneity, as briefly given in 

sub-sections 1.5.4 to 1.5.6 . 

Section 2.4 corresponds to Paper 4 and in this paper, we report the prevalence of causes of 

vision impairment in Northwest Portugal. This publication was the ultimate objective of this thesis but, 
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has described above, before computing these results it was necessary to work in different fronts (2.1 to 

2.3) to be confident to perform the calculations reported. 
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2.1. Paper 1: Predicting participation of people with impaired vision in 
epidemiological studies  
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2.2. Paper 2: A Review of Capture-recapture Methods and its 
Possibilities in Ophthalmology and Vision Sciences 
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2.3. Paper 3: Applying capture-recapture models with ascertainment 
probabilities depending on partial capture histories to investígate a human 
population size and list dependence  
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2.4. Paper 4: Prevalence and causes of vision impairment in Portugal: 
a capture and recapture study 
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CHAPTER III CONCLUSION 

The aim of this thesis was to estimate the prevalence of VI in Portugal using the capture-

recapture (CR) methods. The aim of this thesis has been accomplished and the results have now been 

submitted to publication. The methodology of capture and recapture was the best possible solution to 

determine the prevalence of VI in Portugal with the data sources available for this thesis. That is, when 

computing prevalence of visual impairment CR methods are better than case counting but eventually 

less ideal that cross-sectional studies [101]. As a cross-sectional study of the population was 

impossible in our case, we can say the CR was the best methodology to reach our aim.  

The concept behind the methodology of CR methodology given in 1.5.3 is intuitive but the 

correct use of CR can be complex [75]. Typical missteps such as poor control of the dependence 

between sources or lists and the possible capture rates heterogeneity among subgroups of the 

population can lead to substantial errors in computation of the prevalence [5, 102]. In particular, 

applying these models to human population samples is additionally challenging, as in most 

epidemiologic studies only a small number of lists are available [75]. Because of that, for this thesis it 

was necessary to define specific goals to develop the knowledge and sensitivity to work with the data 

from people with impaired vision. The three goals are discussed below each one in his own section to 

keep the ideas organized. 

3.1. First goal: theoretical basis of CR methods 

The first goal of this thesis was to explore the theoretical basis of CR methods to face our 

experimental data with superior knowledge of the mathematical concepts behind the estimators. This 
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goal was achieved by writing the literature review given in Paper 2 and by developing the simulation 

given in Paper 3.  

The comprehensive literature review given in Paper 2 was an important contribution for this 

thesis because it gave the knowledge and allowed the development of the concepts of the methodology 

of CR when applied to human populations. This was a key development of this thesis because animal 

count (the initial purpose of CR methods) and people count have different specificities [101]. The 

review can be considered a substantial contribution to the field because is the first time that has been 

written in accurate but simple language with the purpose of being used in ophthalmic data. In this 

paper we explored what can be the problems with human samples when using CR, such as list 

dependence and open vs closed populations. In the paper we explain, for example, that the assumption 

of closed population in the case of humans is very unlikely to hold, but several authors have now 

shown that it represents a minor threat to the validity of the values of prevalence [75]. One initial 

question that we had at the beginning of this thesis was about list dependence because we knew from 

the lists available for this thesis that some dependence was expected.  

The literature review was fundamental to describe and to learn how to deal with dependence 

between lists from a mathematical point of view. For example, when writing this paper, I learned that 

the one possible analytical approach to deal with list dependence was to apply the Petersen Estimator 

several times, analyse the resulting values and finally applying the log-linear models described in the 

section 1.5.3. This debate inspired the deep investigations about assessing list dependences.  

In Paper 3, I explored more sophisticated techniques and inferential tools to understand and 

model list dependence. Even more, I tried to obtain a measure to the degree of dependence between 

lists. In addition, I also investigated the possible heterogeneity of our data. I applied recent models with 

ascertainment probabilities conditioned on partial capture histories. I used a bivariate Markov Chain 

model in order to investigate list dependence by using ephemeral and enduring effects. A simulation 

was designed with several sequences of logistic regressions, each modelling capture probability with 

variables setting list dependence. I believe this simulation was original and allowed us to assess the 

plausibility of all list dependence scenarios and to estimate the size of the hidden population. The final 

logistic regression selected after the simulation had a very high quality of fit, despite the small number 

of lists. Log-linear models are fundamentally different from our simulation. The first are Poisson 

regression models applied to the counts of capture histories. The second are sequences of logistic 

regressions. Each logistic regression has the binary variable being or not being captured and an 

explanatory variable establishing list dependence. Each also assumes a population size. In short, our 
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approach consisted in finding the regression with maximum unconditional likelihood and consider its 

population size value the maximum likelihood estimate for population size. Finally, I also used mixtures 

of binomials and beta-binomial distributions to investigate heterogeneity. 

In short, the work developed in the first goal was pivotal to develop the second goal. That is, the 

theoretical knowledge and the development of a systematic analytic approach to the use of CR 

methods was fundamental to deal with the experimental data available. 

3.2. Second goal: quality of the experimental lists 

The second goal of this thesis was to investigate the quality of the experimental lists available to 

compute prevalence of visual impairment. In this part of the thesis was dedicated data collection, 

quality assessment and exploratory analysis of the experimental lists.  

At the beginning of this thesis there was already some data collected from the PCVIP-study. The 

large database (roughly 7000 records) contained information about patients attending appointments for 

eye checks or treatments at four hospitals: Hospital de Braga, Hospital Senhora da Oliveira-Guimarães, 

Hospital de Santa Maria Maior-Barcelos and Centro Hospitalar e Universitário de São João -Porto. The 

process of data collection for this study is given in detail in Paper 1, in the paper we describe the 

process of data collection and also the process of recruiting participants for interviews to other steps of 

the PCVIP-study. Some of the data collected during interviews has been used in the papers in which I 

was involved and are given in Appendix papers 5-6-7. These papers are not discussed here because 

they are outside the core objective of this thesis, but the results of this thesis are important to, for 

example, compute costs of illness or conditions such as vision impairment [103]. In other words, to 

estimate costs the prevalence should also be known. The information from medical records recorded 

during the PCVIP-study was fundamental to be able to perform this thesis, but it was not enough, and, 

therefore, it was necessary to identify more sources that could be used in our calculations. After some 

refection and debate with the supervisors and other experts we concluded that Primary Care Centres 

where people register to receive certification of impairment and the visually impaired association 

ACAPO were the best sources. 

The heterogeneity of the lists and the lack of standardization of the information contained in each 

database was a challenge to deal with and in several occasions we needed to contact the sources to 

obtain complementary information. After obtaining information about the lists was possible to make 
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them suitable for this thesis. For example, a requirement that has been explored in the first goal was 

the “equal catchability“ in all lists [104] for all individuals. Early in this second goal it was important to 

filter from the PCVIP-list (hospitals) cases with acuity better than 0.3 decimal units. That was because 

the other sources were unlikely to have this kind of records. During this second goal it was also 

necessary to make other correct and informed methodological decisions such as what was the best 

way to combine lists (the initial amount was high, for example, 1 list per hospital) and which 

municipalities to include in the calculations of prevalence (the denominator for prevalence 

calculations). According to the research performed during the first goal we considered that it would be 

correct to merge several lists (from the 4 hospitals) in one big list before starting with computations of 

prevalence [96]. The decision to merge the four lists from the four hospitals can be considered correct; 

although, it was necessary to find possible repeated records in the list of the hospitals because patients 

can be seen in different hospital at around the same time due to referrals between hospitals. During 

the process of making decisions about the most accurate methodology to prepare the information for 

the third goal, we performed several simulations and performed sensitivity analysis to understand the 

possible impact of methodological options. 

In brief, the second goal as very important to the aim of this thesis and we succeed at handling 

and obtaining the necessary information to move to the third goal of the thesis. Handling the data and 

the simulations performed during this part of the thesis were fundamental to be confident about the 

main results in goal 3. This work is an original contribution to the field because if the first time that this 

type of data is used to compute prevalence of VI using CR. Other researchers in the field have now 

access to information how to use similar information to compute prevalence of VI.  

3.3. Third goal: prevalence of VI in Portugal 

Finally, we could advance to fulfil the third goal. The goal of applying several models to a dataset 

connected to an area as broader as possible, from which the final proposed value for prevalence of VI 

in Portugal would arise. Reaching that value was the most relevant aspect of this thesis. In Paper 2 and 

Paper 3, the real-life dataset consisted of lists associated to the Municipality of Braga. Such dataset 

was expanded with data from more Hospitals, Primary Care Centres and ACAPO registers. That 

enabled us to estimate the prevalence of VI to a broader region, specifically the Northwest region of the 

country. Such final results were reported in Paper 4. 
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The relevance of fulfilling this goal is considerable as there was no estimate available to the 

prevalence of VI in Portugal. It is the first time it has been estimated and it is important to do so 

regularly so that the health of the population can be monitored and policies can be designed to lower 

the number of cases as much as possible. 

Regarding the last values presented in Paper 4, I used several lists and several models. For 

example, I used a total of seven lists, the all Hospitals separated, the Primary Care Centres of Braga 

and Barcelos also separated and the ACAPO list. However, that approach led to a situation in which 

some lists intersection was the empty set. In the context of capture-recapture models that usually 

means the models will perform badly, which was exactly what happened. Then, I used another 

approach. The hospitals of Braga and Porto normally receive patients from other Hospitals. When small 

Hospitals cannot solve serious health problems they refer to these two Hospitals. Because of that I 

constructed five lists. Hospital of Porto, Hospital of Braga, Hospital of Guimarães and Barcelos 

combined in one list, Primary Care Centres combined in one list and finally the list of ACAPO. I have 

applied several models, log-linear models, Chapman Estimator, all the models described in Paper 3 

and models with covariates. Some fitted the data well, according to the goodness of fit test. At last, I 

used only three lists, all the Hospitals, all the Primary Care Centres and ACAPO. Once again, I applied 

several models and some fitted the data well. One particular log-linear model performed better than all 

the others concerning both the three lists scenario and the five lists scenario.  This is not very usual as 

capture-recapture models tend to perform better with a higher number of lists. Because the best model 

was within the three lists scenario, I have chosen the three lists approach. Subsequently, I have 

estimated the values for categoric-specific prevalence.  

The final global prevalence of VI in our study was similar to South European countries, higher 

than Northern European counties and lower than Eastern European countries. The main reason behind 

these differences is probably related with different mechanisms of eye care in different countries. Our 

prevalence was higher than in countries with better preventive mechanisms and lower than other with 

likely worse access to eye care and or preventive mechanisms of vision loss. 

As expected, the prevalence of VI varies with age and it is more common among elderly people. 

The prevalence from age 65 onwards was about 5 times higher than in younger age groups. In a study 

from Germany [38] it was about 3 times higher. A study in Denmark found that VI was 9 times more 

prevalent amongst people with more than 64 years than amongst people in the age range 20-64 [105]. 

Our results for the older population are also in line with the estimates from a recent meta-analysis 

estimating the prevalence of VI in people 55 years or older in European countries. The study that 
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included data from Portugal, estimated an overall prevalence of VI for those above 55 years would be 

close to 2.75% [106, 107].For age under 25 years, prevalence of VI was low and in line with several 

other studies [108-110]. For example, our results were similar to data available from Sweden, in 1997 

the age-specific prevalence of VI as 10.9/10,000 amongst people under the age of 19 years [109]. 

There was a good agreement between our results and similar studies, small differences might be due, 

among other factors, to temporal changes in prevalence of VI and the age-range criteria. 

Also as expected, females suffer from this condition more than males, as the prevalence of VI 

among females was 1.3 times higher than the prevalence among males. In a study from Germany [38] 

the prevalence of VI among females was 1.4 times higher than among males. In a study from Spain 

[43] the prevalence of VI among females was 1.7 times higher than among males. The female-to-male 

ration is expected to vary from 1.1 is Sub-Saharan Africa to 1.25 in Europe Possible causes for this 

female-to-male ratio above 1 are likely to include factors such as gender inequalities in access to health 

care [111]. 

The information concerning the cause of VI was available from the Hospitals lists. The causes 

were classified according to ICD9 [114]. Diabetic Retinopathy was the main cause, followed by 

Cataract, Age-related Macular Degeneration and Glaucoma. The main difference between our 

distribution of causes of VI and the distribution of other studies in other countries is that our first cause 

is Diabetic Retinopathy. That can be explained by the fact that the Diabetic Retinopathy Screening in 

Portugal was at an incipient phase when we collected data for this study [112]. We also have a 

considerable percentage of cataract due to long Hospital waiting lists to surgery [113]. 

3.4. Limitations of this thesis and future research 

The fact that the completeness is about 9% is a limitation of our study. In order to increase this 

value more data from the Primary Care Centers would be needed. During this study, we have tried to 

get access to several other Primary Care Centres. However, when we were close to achieve this 

objective, the Covid-19 pandemic started and the Health authorities were no longer available to 

collaborate with us.  

Other limitation was the missing data in our lists. There was a lack of information about causes 

from ACAPO and Primary Care Centres. Thus, our study concerning the causes of VI only used the lists 

from the Hospitals. Conversely, the fact that the causes from the PCVIP-study were classified according 
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to ICD9 was a positive factor. The lack of visual acuity from ACAPO also was a limitation as we could 

have explored deeply models with covariates. 

Future studies are necessary to characterize temporal changes and the efficacy of public health 

measures such as Diabetic Retinopathy screening at reducing prevalence of VI. 

3.5. Final remarks  

Capture-recapture models have been applied in several disciplines, as biomedical sciences, 

epidemiology or ecology, to estimate the size of populations. In particular, they have been used to 

estimate the prevalence of several diseases or conditions [12, 105, 106]. Developing these inferential 

models is of great importance to avoid the high costs and unreasonable time spending of cross-

sectional studies. However, applying capture-recapture models is challenging, as they are very sensitive 

to list dependence and possible capture rates heterogeneity among subgroups of the population. In 

particular, applying these models to human population samples is additionally challenging, as in most 

epidemiologic studies only a small number of lists are available. In this study, we used several types of 

capture-recapture models to investigate the prevalence of VI. Some models showed high quality of fit, 

which gives credibility to the prevalence values that we obtained. Other, did not perform well. The 

capture probability or ascertainment probability, as it is commonly referred to within the human 

populations’ terminology, in our study only varied according to the fact of the subject being or not 

present in other lists. The group each subject could belong to, male, female, young, old, among others, 

did not influence ascertainment probabilities. 

In conclusion, the results of the current study showed that prevalence of VI in Portugal was 

within the expected range and in line with other neighbour countries. A significant number of cases of 

VI detected was due to preventable causes. In other words, a reduction of cases of VI in Portugal is 

possible with improved access to eye care and effective diseases monitorization. 
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APPENDIXES 

Appendix paper 5: Visual and health outcomes, measured with the activity 
inventory and the EQ-5D, in visual impairment 

The AI includes 46 goals split between three objectives: social functioning, recreation and daily 

living, and was used to measure visual ability. The EQ-5D consists of five questions covering one 

domain each and was used to provide a measure of health states. Responses to each domain were 

combined to produce a single individual index. We explained AI and EQ-5D using predictors as sex, age, 

level of VI in the better eye and in the worse eye and number of comorbidities.  

 

My participation in this paper was to perform the statistics analysis. Variables were tested for 

normality using Kolmogorov-Smirnov test. ANOVA was used for multiple comparisons and t-test to 

compare two normally distributed variables. Kruskal-Wallis or Man-Whitney U tests were used for 

comparisons when variables failed normality tests. When necessary, Bonferroni correction was applied. 

Associations between variables were tested with Pearson correlations when both variables were 

continuous and Spearman`s rank-order correlation when any of the variables were ordinal.  Multiple 

regression analysis showed that gender, age, level of VI in the better eye and in the worse eye are 

significant independent predictors of visual ability person measures. Multiple regression analysis also 

showed that gender, age, level of VI in the better eye and number of comorbidities are significant 

independent predictors of EQ-5D-3L index. 
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Appendix paper 6: The use of informal care by people with vision impairment 

 

In this paper, we wanted to estimate and characterize the use of informal care by people with vision 

impairment in Portugal. A total of 546 visually impaired individuals were recruited from Portuguese 

hospitals. Clinical information was obtained from medical records, socio-demographic details and 

informal care use were collected during face-to-face interviews. In addition, participants responded to a 

functional vision questionnaire (activity inventory) to assess their visual ability. I applied Logistic 

regressions to determine independent factors associated with informal care use and linear regressions 

to determine independent predictors of the amount of informal care needed.  Informal care was 

reported by 39.6% of the participants. The probability of reporting informal care was higher in non-

married, those with comorbidities, with lower visual ability and worse visual acuity. 
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Appendix paper 7: Productivity Losses and Their Explanatory Factors Amongst 
People with Impaired Vision 

People with visual impairment may have reduced chances in finding and maintaining jobs. In 

this paper, we wanted to estimate productivity losses amongst people with impaired vision in Portugal 

and to investigate explanatory factors associated with non-participation in the labour market. A total of 

546 visually impaired individuals participated in face-to-face interviews. Participants were asked about 

their workforce participation to determine productivity (employment status questionnaire), their health-

related quality of life - HRQoL (EQ-5D) and their visual acuity and visual ability (Activity Inventory). My 

participation in this paper was to perform the statistics analysis. Logistic regression was used to 

determine independent factors associated with participation in the labour market. After controlling for 

visual acuity and ability, younger individuals, with more years of education, without comorbidities and 

high HRQoL had a higher probability of being employed. The probability of being employed was 

associated with education, HRQoL and comorbidities. 
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Appendix paper 8: Cost-effectiveness of basic vision rehabilitation (The basic VRS-
effect study): study protocol for a randomised controlled trial 

We investigated the cost-effectiveness of a basic vision rehabilitation service in Portugal. We 

designed a parallel group, randomized controlled trial whose aim is to compare the effects and costs of 

'usual low vision care' with a 'basic-VRS intervention' on self-reported visual ability and other 

psychosocial and health-related quality-of-life outcomes.  

My participation in this paper was to perform the statistics analysis and to compute the sample 

size. Concerning sample size, in order to compute the minimum number of participants required to 

detect a significant difference in the activity inventory score (main outcome measure) at 12 weeks, I 

used information from previous studies and some preliminary data from our study. From our pilot data 

I set a change in AI scores from −0.13 logits in week 1 to 0.93 logits in week 12 in the IMI. With type I 

error rate (alpha) set at 0.05 (two-tailed) and aiming to a power of 0.90, a minimum of 22 participants 

per arm is required. Sample size calculations were performed with SAS analytics software.  Based on 

the number of dropouts in the first 20 participants recruited, we expect a dropout ratio of 15% and 

because of that a total of 52 patients will be recruited.  
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