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Abstract

The application of the computational modelling in engineering problems of polymer processing

has seen a remarkable growth in the past years, providing valuable computer-aided design tools to

the related industries. Besides the development of powerful hardware to overcome the computational

limitations, the development of proficient and accurate numerical methods has also significantly

contributed to the applicability of the computational modelling to once intractable engineering

problems. However, the ever-increasing complex polymer processing applications, comprising intricate

three-dimensional geometries, non-isothermal processes, and polymeric fluids with complex rheological

behaviour, clearly still raise the demand of numerical accuracy and computational efficiency.

The main objective of the present work is to improve the performance, either in terms of

numerical accuracy and computational efficiency, of computational modelling tools to solve complex

problems akin to polymer processing applications. In that regard, advanced numerical methods are

developed in the finite volume method context, capable of providing an error convergence under mesh

refinement higher than the classical first- and second-orders, therefore resulting in substantial accuracy

gains. Moreover, the implementation efficiency of the proposed numerical methods is also addressed

with algorithms that reduce the computational cost of the simulations, also taking advantage of modern

multi-core processor computers.

A comprehensive analysis and verification, both of the numerical developments and the

computational implementations, were exhaustively carried out with specific case studies to assess the

performance of the proposed methods and algorithms. The obtained results prove that the proposed

methods achieve the optimal high-order of convergence for the error and are capable of effectively

obtaining the same solution accuracy level given by lower-order ones with significantly coarser meshes.

Additionally, substantial gains in computational efficiency, both in terms of running time and memory

usage, are also achieved, since the proposed algorithms further enhance these improvements without

loss of numerical accuracy.

The achieved developments represent a significant advance towards more accurate and more

computationally efficient simulations of complex polymer processing applications.

Keywords: Computational modelling, high-performance simulations, numerical methods, polymer

processing, very high-order of convergence
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Resumo

A aplicação da modelação computacional em problemas de engenharia no processamento de

polímeros assistiu a um crescimento notável nos últimos anos, permitindo às indústrias utilizar

ferramentas poderosas de conceção assistida por computador. Além do desenvolvimento de

computadores potentes para superar as limitações computacionais, o desenvolvimento de métodos

numéricos proficientes e precisos também contribuiu significativamente para a aplicação da

modelação computacional em problemas de engenharia outrora intratáveis. No entanto, problemas

cada vez mais complexos no processamento de polímeros devido às geometrias comumente

elaboradas, aos processos não-isotérmicos e fluidos poliméricos com comportamento reológico

complexo, incrementam claramente a necessidade de maior precisão numérica e eficiência

computacional.

O principal objetivo do presente trabalho prende-se com a melhoria do desempenho, em

termos de precisão numérica e eficiência computacional, das ferramentas computacionais empregues

na resolução de problemas complexos na área do processamento de polímeros. Nesse sentido,

métodos numéricos avançados são desenvolvidos no contexto do método dos volume finitos de forma

a obter uma convergência do erro com o refinamento de malha maior do que as clássicas primeira

e segunda ordens, desta forma resultando em ganhos substanciais de precisão. Para além disso,

uma implementação eficiente dos métodos numéricos propostos é também desenvolvida, elaborando

algoritmos que reduzem o custo computacional das simulações e, ao mesmo tempo, tirem também

partido dos atuais processadores com capacidade de cálculo paralelo.

Uma análise e verificação aos desenvolvimentos numéricos e à implementação computacional

foi exaustivamente levada a cabo com casos de estudo específicos para avaliar o desempenho dos

métodos e algoritmos propostos. Os resultados obtidos comprovam que os métodos propostos atingem

ordens de convergência elevadas e ótimas para o erro, sendo capazes de obter efetivamente, com

malhas significativamente mais grosseiras, o mesmo nível de precisão da solução em comparação

com os métodos de primeira e segunda ordens. Adicionalmente, ganhos substanciais em eficiência

computacional, quer em termos de tempo de execução quer dos requisitos de memória, também são

alcançados, dado que os algoritmos propostos potenciam essas melhorias sem perda de precisão

numérica.

Os desenvolvimentos conseguidos representam um avanço importante para simulações mais

precisas e computacionalmente mais eficientes de aplicações complexas no processamento de

polímeros.

Palavras-chave: Modelação computacional, métodos numéricos, ordem de convergência elevada,

processamento de polímeros, simulações de alta performance
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CHAPTER1 Introduction

1.1 Polymer processing

The polymer processing industry emerged in 1868 [1] and is nowadays an essential society

sector, delivering many everyday items indispensable for a variety of purposes. Polymeric materials,

which include rubbers and plastics, have also stimulated major technological advance in many

fields, for instance, health and transportation, among several others. These materials present

complex microscopic structures, leading to counter-intuitive physical properties, sometimes deviating

significantly from the expected behaviour, typical of other common materials. Consequently, the

manufacturing technologies of polymeric materials have evolved into complex thermo-mechanical

processes, and have been raising challenging problems for engineers, which require profound

knowledge and experience. The present section further explores the science and engineering behind

polymeric materials, some manufacturing technologies, and some current and emergent challenges.

1.1.1 Polymers

Polymers are long molecular chains consisting of repetitive subunit molecules, having

considerably lower molecular mass, referred to as monomers. The chemical process of aggregating

monomers together to form a polymer chain is referred to as polymerization, as exemplified in

Figure 1.1 for the case of the polystyrene, a polymer composed of styrene monomers. Polymers

obtained synthetically, based on oil or petroleum, are commonly referred to as plastics or rubbers. In

contrast, there is also a wide variety of polymers found in nature, usually denominated by

biopolymers, such as cellulose, chitosan, genetic material, and carbohydrates.

Polymers consisting of only one type of monomer are classified as homopolymers. Otherwise,

they are classified as copolymers, which in turn can be grouped according to the arrangement of the

monomers in the polymer chain [1] (random, alternating, block, and graft are the usual arrangements).

Polymers are also classified as unbranched, when consisting of a simple linear chain, or branched,

when comprising a primary chain with one or more secondary side chains [1]. Moreover, polymers can

also exhibit complex and intricate microscopic structures due to the arrangements of the chains, which
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1.1. Polymer processing

Figure 1.1: Polystyrene composed of styrene monomers (adapted from R.O. Ebewele, Polymer science and

technology, CRC press, 2000).

can be chemically bonded, forming cross-linked structures. In contrast, semi-crystalline structures form

when individual chains are folded and packed regularly in three-dimensional arrangements, known

as crystallites [1]. The microscopic arrangement of the chains, which are illustrated in Figure 1.2,

strongly determines the materials physical properties. In the solid-state, slightly cross-linked polymers

tend to form elastomers, also referred to as rubbers, whereas highly cross-linked polymers tend to

form thermoset plastics, which are irreversibly hardened. On the other side, semi-crystalline polymers

tend to form opaque materials, whereas amorphous polymers tend to be transparent. In both cases,

these polymers can be melted and solidified repeatedly, which justifies their group denomination as

thermoplastics. Molten thermoplastics also exhibit unique and, sometimes, counter-intuitive rheological

properties, such as a combination of viscous and elastic behaviours, referred to as viscoelasticity.

Indeed, the viscosity is usually associated with fluids, whereas the elasticity is typically associated

with solids. The complexity of polymers has enabled the development of materials with advantageous

physical properties, such as lightness and robustness, relevant for many technological fields, such as

the transportation industry, health, construction, packaging, among many others.

(a) Amorphous. (b) Semi-crystaline. (c) Slightly cross-linked. (d) Highly cross-linked.

Figure 1.2: Typical microscopic structures of polymers.

1.1.2 Extrusion process

Several manufacturing technologies are used in the polymer processing industry to process

thermoplastics, which mainly depend on the characteristics of the desired product, particularly on its

geometry. Standard manufacturing technologies include the extrusion (pushing the molten polymer

through a die), the injection moulding (injecting the molten polymer into a cavity), the extrusion

3



1.1. Polymer processing

blow moulding (inflating a molten polymer tube inside a mould to create a hollow part), the 3D

printing (depositing a molten polymer layer by layer to form the part), and the thermoforming

(using suction to force a heated polymer sheet into a mould). A comprehensive literature on these

manufacturing technologies and their application is found in M.G. McGrum et al., 1997 [2], D.M.

Bryce, 1997--1999 [3--6], T.A. Osswald et al., 2006 [8], Z. Tadmor et al., 2006 [9], S. Thomas et al.,

2009 [10], O.S. Carneiro et al., 2012 [11], and D.G. Baird et al., 2014 [12]. In the present work, a

particular focus is provided for the extrusion process, which has a relevant role in nowadays polymer

processing industry.

Constant cross-section items, such as tubing, sheets, films, and also structural components,

such as profiles for window frames, are usually manufactured by extrusion. An illustration of a

typical thermoplastic profile extrusion line is provided in Figure 1.3. The process is continuous

and consists of an extruder, which comprises a screw rotating inside a heated barrel, and is

gravity-fed with thermoplastic pellets from a top-mounted hopper, placed at the rear. The rotating

screw compresses and forces the raw polymeric material to move forward through the barrel, in

which several independently controlled heating units, mounted in sequence, gradually increase the

temperature necessary for the melting. The viscous dissipation is another important thermodynamic

phenomenon, responsible for generating the heat required to melt the polymer. However, it makes

more difficult the temperature control and increases the risk of overheating. The extrusion die

is mounted at the front of the barrel, and its cross-section corresponds to the desired product

cross-section, through which the molten polymeric material, subject to compression, is forced to flow.

Figure 1.3: Typical thermoplastic profile extrusion line (adapted from C. Rauwendaal, R. Gonzalez-Nunez, D.

Rodrigue, Polymer processing: extrusion, in Encyclopedia of polymer science and technology, John Wiley &

Sons, 2017).

After leaving the extrusion die, the still molten product is cooled and geometrically calibrated

to guarantee the desired shape on the solidified product. Pipes are usually cooled with chilled water

baths inside sealed chambers subject to a carefully controlled vacuum that avoids the molten polymer

from collapsing or deforming, before solidification. Other profiles, such as structural components, are

usually cooled in contact with metallic systems, having an internal chilled water system, which also

calibrates the product relevant dimensions, as illustrated in Figure 1.4. Subsequently, a caterpillar

haul-off, composed of puller rolls, imposes the desired linear production velocity to the extruded

4



1.1. Polymer processing

product. A typical extrusion line ends with a cutting unit, which cuts the profile into predefined lengths.

Figure 1.4: Example of a cooling/calibrator system for the thermoplastic profile extrusion (adapted from O.S.

Carneiro, J.M. Nóbrega, Design of extrusion forming tools, Smithers Rapra, Shawbury, 2012).

1.1.3 Industrial challenges

Polymer processing industries are highly sophisticated with advanced, expensive, and

highly-automated manufacturing technologies. However, the complex behaviour of polymers and the

complex thermo-mechanical processes involved in these manufacturing technologies, raise

challenging engineering problems, even for experienced polymer engineers. Some of these challenges

in the case of the extrusion are described hereafter.

The flow balance of the molten polymeric material at the die openings is crucial to avoid that

more material flows through the thicker sections of the profile, when compared with the thinner

ones [13]. Therefore, an unbalanced flow does not allow to obtain the shape desired for the final

solidified product, as exemplified in Figure 1.5 for the case of a deck. The usual practice to ensure a

balanced flow consists in gradually adjusting the die geometry from the barrel to the openings, such that

the thinner sections of the profile are compensated with more material. However, due to the complex

behaviour of the molten polymeric material, the effect of these adjustments in the flow is difficult to

predict through pure analytic approaches mainly due to the large number of variables involved in the

process. On the other side, the common trial-and-error approach requires large amounts of resources,

is very time-consuming, and might limit the possibility to achieve optimal configurations. Indeed, the

die design is a challenging task, even for experienced polymer engineers, leading to increased costs.

Another challenge of great concern in the extrusion, which also applies other different

manufacturing technologies, is the cooling of the molten polymeric material after leaving the die [13].

The cooling rate strongly determines the structure of the polymeric material and, thus, affects the

physical properties of the final solidified product, such as density, optical and barrier properties,

coefficient of friction, and impact behaviour. In that regard, a high cooling rate is usually desired,
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Figure 1.5: Extrusion die for the production of deck together with a sample
of the extruded profile.

crayon marks in the interior face of the extruder channel. Benbow and
Lamb, 1963 performed a variety of experimental works using different
polymers and die materials, and, using again colored markers. They
concluded that the unstable flow is connected to the existence of slip
velocity along the die wall, slip velocity depends on the material from
which the die is constructed, they also suggested the existence of a
slip-tick regime and the dependence of slip velocity on some critical
stress value. In Fig. 1.5 we see a
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extruded profile, and
we notice that this
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(it was the first
attempt to produce
that kind of profiles).
This means that the
extrusion process is
still based on a
tentative procedure,
where a trial and
error methodology is
used before reaching
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Extrusion instabilities were first reported during World War II in
1945 (Denn, 2001) and in 1976, Petrie and Denn reviewed extensively
these flow instabilities (Fig. 1.6).

Figure 1.6: Extrusion intabilities. (a) stable (b) sharkskin (c) slip-stick (d)
gross melt fracture.

These instabilities, or at least part of them, are assumed to be
associated with the slip velocity ((Kalika and Denn, 1987)); also, the
flow curve for an apparent shear rate versus the wall shear stress in
a controlled-throughput experiment shows a discontinuity, usually
attributed to the onset of wall slip (see Fig. 1.7). Polymer melts are
known to show a sudden increase in flow rate above a critical pressure
drop, in controlled stress capillary flow. These polymer melts also
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(a) Extrusion die. (b) Defective profile.

Figure 1.5: Extrusion die for the production of deck and defective profile resulted from an unbalanced flow

(adapted from L. Ferrás, Theoretical and numerical studies of slip flows, PhD Thesis, Universidade do Minho,

2012).

particularly in the case of sheets and films, avoiding large crystallites and, consequently, providing

smoothness and transparency. Moreover, fast cooling is also desired for increasing the production

and profitability of the process. On the other side, the average temperature on the profile cross-section

must fall below the solidification point of the polymeric material after the cooling stage. Unfortunately,

a high cooling rate might result in solidified borders and molten cores, especially in thicker sections,

which might induce subsequent remelting of the product due to heat conduction. Moreover, different

cooling rates result in internal residual stresses, which also lead to subsequent deformation of the final

solidified product. In that regard, a uniform cooling rate is desired across the profile cross-section,

which in general conflicts with a high cooling rate.

The previous challenge leads to an optimization problem, for which several parameters have

to be considered, as illustrated in Figure 1.6, namely, the extrusion conditions, cooling conditions,

profile geometry, system geometry, polymer properties, metal properties (in the case of structural

components), and the vacuum conditions (in the case of tubing and pipes), among others. In the

case of structural components, the optimization often consists in performing adjustments to the

cooling/calibrator system geometry, configuration, or cooling conditions. As in the previous case,

the optimization problem is commonly performed with trial-and-error approaches implying the same

drawbacks, which often leads to intractable challenges. Similar challenges arise in the case of the

injection moulding, where most of the residence time is dedicated to the cooling stage and, therefore,

optimizing the heat transfer under the same principles is of crucial importance.

In light of the drawbacks of trial-and-error approaches in the context of these industry challenges,

there is a deep concern for developing innovative and efficient alternative design approaches. In

that regard, the emerging field of computational modelling has received increasing attention from the

industry side to provide means of overcoming these challenges and effectively support design activities.
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3

Main Issues in the Design of Extrusion Tools

There are multiple parameters which are related to the design of cooling systems 
and calibrators. For each type of extruded product, these will be addressed in 
the corresponding chapter. For the case of extruded profiles, the main parameters 
and operating conditions that affect the efficiency (cooling rate) and uniformity 
(homogeneity of temperature) of the cooling stage are systematised in Figure 1.2. These 
will be addressed in this chapter and the effect of some of them will be illustrated 
in Chapter 6.
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Figure 1.2 Parameters affecting the design of calibration/cooling systems

1.2 Extrusion Dies

1.2.1 Rheological Defects

Melt flow instabilities may occur during the flow through the extrusion die, negatively 
affecting the quality of the extrudate and, eventually, giving rise to an unacceptable 
product. Some of the most common and limiting defects which occur in extrusion are 
sharkskin, stick-spurt, melt fracture and die drool. The three first are ‘instantaneous’ 
defects, i.e., they occur if the critical value of one extrusion parameter (e.g., shear rate, 
shear stress or extensional stress) is attained, while die drool is a ‘cumulative’ defect 
that develops over time. Defects related to polymer degradation can also be considered 
as cumulative. These problems are more difficult to handle than the instantaneous ones 

Figure 1.6: Parameters affecting the optimization of the extrusion cooling stage (adapted from O.S. Carneiro,

J.M. Nóbrega, Design of extrusion forming tools, Smithers Rapra, Shawbury, 2012).

1.2 Computational modelling

The computational modelling is a multidisciplinary field involving physics, mathematics, and

computer science, which has enabled overcoming ever-increasing complexity of engineering problems

in the last decades. The general methodology consists in using mathematical models to describe

the physical phenomena in engineering problems, which are then solved with the use of proficient

numerical methods and advanced computer algorithms. In that regard, the computational modelling

has become a comprehensive and self-contained scientific discipline, which nowadays is subject of

extensive research in many fields of natural sciences and engineering. The computational modelling

has known an expanding application in many research fields, as happens in the polymer processing

industry, which has been also taking advantage of this powerful tool to overcome the drawbacks of the

usual trial-and-error approaches [14--23]. The present section describes the general methodology of

computational modelling, whereas the subsequent sections provide relevant information concerning

the mathematical models and the numerical methods.

1.2.1 General methodology

The computational modelling has seen constant development from its inception. Since then,

innovative approaches have continuously emerged to address the needs and limitations of the industry

in solving their problems. The general methodology of the computational modelling is comprehensively

described in the book of M. Schäfer, 2006 [24]. Additionally, the books of R.R. Huilgol et al., 1997 [25],

R.G. Owens et al., 2002 [26], and M.J. Crochet et al., 2012 [27], for instance, provide a particular

focus on the computational modelling applied to fluid mechanics and rheology, as applied in polymer

processing applications. A schematic view of the general methodology is illustrated in Figure 1.7,

which is briefly described hereafter.
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Figure 1.7: The general methodology of the computational modelling for the solution of engineering problems

(adapted from M. Schäfer, Computational engineering: Introduction to numerical methods, Springer, Berlin,

2006).

The first step consists in defining the geometry and the mathematical models for the physical

phenomena involved in the problem of interest. For instance, constitutive equations derived from

rheological principles describe the phenomenological relationships between mechanical variables (and

eventually also thermal variables) of fluids in motion. On the other side, governing equations derived

from the solid or fluid mechanics theories model the heat and mass transfer according to the materials

physical properties. Boundary conditions are also required to impose the physically sound limits

of the problem unknowns, whereas interface conditions impose the interaction between different

materials or regions in contact. These mathematical models comprise several unknown physical

variables, necessary to quantitatively describe the physical phenomena, such as temperature, velocity,

stress, and pressure. Moreover, they were were initially derived from an analytic and experimental

process, where conservation Laws or principles were gradually developed and adapted in an attempt to

explain the experimental observations. However, the comprehensive literature available nowadays on

mathematical models, also under continuous evolution, allows engineers to adequately describe the

physical phenomena in a wide range of problems. Similarly, the physical properties of the materials

are usually determined based on experimentation, for which extensive documentation is also available

for most materials [76, 77].

The mathematical models are often complex, comprising systems of partial differential

equations intractable analytically when considering geometries with practical interest (otherwise, the

computational modelling methodology would be unnecessary). In that regard, proficient numerical

methods were developed to solve these mathematical models and provide an approximate solution to
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the associated unknown physical variables. The usual strategy consists in transforming the continuous

model into a discrete model, referred to as discretization, which can be solved using algebra techniques

and advanced computer algorithms. This discretization procedure is performed at two levels, firstly at

the level of the problem geometry, and secondly at the level of the mathematical models, as detailed

hereafter.

In the first part of the discretization, mesh generation techniques subdivide the geometry

into a contiguous mesh of discrete elements, usually consisting of triangles or quadrilaterals (in the

two-dimensional case), although any element type can be considered. Meshes are often classified as

structured or unstructured according to the spatial arrangement of the cells, as illustrated in Figure 1.8.

In structured meshes, the arrangement of the cells is regular, which often leads to more efficient

computer memory management and usage, due to the trivial connectivity between neighbour mesh

elements. Moreover, mesh generation algorithms for structured meshes are simple to implement

and computationally efficient, although they become cumbersome, or impossible, to adapt and apply

in complex geometries, as those arising in typical engineering problems. In contrast, unstructured

meshes have an irregular arrangement of the cells, which makes the mesh generation simpler to adapt

to complex geometries. However, more elaborated algorithms must be implemented, often leading

to more computationally expensive memory management and usage, and there is a wide range of

open-source software available for mesh generation purposes. Another advantage of unstructured

meshes is the greater ease of creating local refinements, often demanded to increase the accuracy of

the solution in critical (large gradient) regions.

The second part of the discretization concerns the partial differential equations in the

mathematical models and the associated physical variables defined for the whole problem geometry.

One common approach is to represent the physical variables in the continuous problem as piece-wise

numerical variables, usually associated to the cells or the vertices, or even both, depending on the

technique. These variables correspond to unknowns of the discrete model, which is derived from a

discretization method used to provide algebraic approximations to the partial differential equations in

each reference mesh element, usually the cells or the vertices. In that regard, a linearization process

is usually necessary in the case of non-linear models before the discretization method is applied. The

algebraic equations composing the discrete model can be understood as local representations of the

physical phenomena, being more meaningful or more abstract according to the discretization method.

In any case, each equation relates linearly a set of discrete variables in the vicinity of the reference

mesh element, which ultimately connects all the equations due to common discrete variables. There

are many discretization methods, where the choice depends on many factors, such as the partial

differential equations, the type and arrangement of the mesh elements, or the numerical properties of

the method. For instance, some discretization methods can take advantage of orthogonal structured

meshes, that is, when the cell vertices are aligned in orthogonal coordinates, leading to more

straightforward derivations and more computationally efficient simulations. Finally, regardless of the

discretization method, the discrete model usually consists of a large number of algebraic equations
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for the discrete variables, which are then assembled in a system of linear equations.
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Figure 1.8: Types of meshes for an annular domain.

The system of linear equations is solved with matrix algebra techniques, which provides an

approximate solution of the physical variables in the continuous problem in terms of numerical

variables. In practical problems, meshes consisting of thousands or even hundreds of millions of

elements are used to provide enough accuracy and, therefore, a large number of numerical variables

are computed in the discrete model. In that regard, the computational aspects become much more

relevant, and the implementation with advanced computer algorithms is crucial in the quest for

efficient simulations, whose results are obtained in a reasonable time frame. The approximate solution

is not intuitively understood by looking at such a large number of variables, consequently suitable

visualization software with post-processing capabilities is used to provide visual information and derive

other physical quantities. Finally, the data is interpreted in the context of the problem, providing means

of evaluating and addressing the shortcomings of the application, for instance, to improve the process

efficiency.

1.2.2 Validation and verification

The application of the computational modelling allows obtaining an approximate solution for

the problem, which is, therefore, prone to errors that should be investigated in the quest for a

reliable methodology. In that regard, the validation of the methodology inspects the quality of the

mathematical models in describing the physical phenomena, whereas the verification concerns the

quality of numerical methods in solving the mathematical models. Besides the modelling error, two

primary numerical sources are contributing to the error of the approximate solution, as illustrated

in Figure 1.9. The first error source is the discretization of the continuous model, which results

in a system of linear equations that approximates the partial differential equations locally in the

mesh elements. Therefore, assuming that the solution of the continuous model can be determined

analytically, and the solution of the system of linear equations is computed exactly, there would be still

a discretization error. In that case, the accuracy strongly depends on the mesh and the discretization
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method. On the other side, the solution of the system of linear equations cannot be computed exactly

due to the truncated representation of real numbers in computers, which is also a source of rounding

errors. Moreover, iterative matrix algebra techniques are often used to accelerate the computation

process, for which the solution is usually computed, satisfying a residual tolerance. Indeed, the total

numerical error is a combination of the discretization error and the computation error.

The common practice of verification consists in using specific techniques to assess the behaviour

of the numerical method, namely in terms of consistency, accuracy, convergence, robustness, and

stability. Analytical techniques are ideally employed to derive or estimate these properties, whereas

such approach becomes cumbersome, or even infeasible, for some numerical methods due to its

characteristics. In that regard, numerical benchmarks are usually employed, where several test

cases are manufactured with specific difficulties to check the capabilities of the numerical method.

Consistency, accuracy, convergence, robustness, and stability are then evaluated through some

kind of error inspection of the approximate solution under mesh refinement. After checking that

the numerical method is capable of solving the model appropriately, the validation phase usually

consists in comparing the approximate solution with experimental measurements. In that regard, the

mathematical models are questioned and revised accordingly, often choosing different constitutive

or governing equations or even determining the response of the physical properties under different

situations.
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Figure 1.9: The general methodology of the computational modelling for the solution of engineering problems

(adapted from M. Schäfer, Computational engineering: Introduction to numerical methods, Springer, Berlin,

2006).
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1.2.3 Advantages and limitations

The computational modelling has become a fundamental instrument in many research fields,

which includes the polymer processing industry. Indeed, the benefits of using the computational

modelling approach to complement the common trial-and-error experimental based approaches are

remarkable. Firstly, several scenarios of system geometries, processing conditions, cooling conditions,

physical properties, among others, can be virtually investigated in the quest of an optimal processing

configuration and operation. Consequently, it reduces the amount of material, time, and money usually

required in trial-and-error experimental based approaches, whereas the use of nowadays powerful

computers allows finding more efficiently the optimal processing configuration. Another advantage

of the computational modelling approach is the possibility to assess virtually the physical variables

at any location, including those that are usually inaccessible through experimentation. Moreover, it

often gives a more comprehensive insight into the physical phenomena due to the simultaneous

assessment of several physical variables and derived quantities relevant to the problem. Despite these

benefits, experimental measurements are always required to validate both the mathematical models

and the computed results. In that regard, the development of experimental techniques is an ideal

and necessary complement for the practical applicability and utility of the computational modelling

approach in the industry.

1.3 Mathematical modelling

The physical phenomena involved in the polymer processing applications of interest are

mathematically modelled in the present section such that the computational modelling approach can

be applied, for which the extrusion process is taken as an example. In that regard, the mathematical

models derive from several theories, namely the rheology to provide the constitutive equations for the

constitutive modelling of polymeric fluids, and the fluid mechanics to provide the governing equations

for the heat and mass transfer modelling. A comprehensive description of the mathematical modelling

of polymeric fluid flows is found, for instance, in the books of R.B. Bird et al., 1987 [28], C.W. Macosko,

1994 [29], R.G. Larson, 1999 [30], and F.A. Morrison, 2011 [76], which is briefly described as

hereafter.

1.3.1 Constitutive modelling

The rheology is a well-established science for a wide range of materials, particularly polymeric

materials, dedicated to the study of deformation and fluid flow involving a viscous or viscoelastic

response to stress. Constitutive equations for polymeric fluids are often based in rheological principles

to describe the phenomenological relationships between mechanical variables (and eventually also

thermal variables) mathematically. Newton’s law of viscosity states that the stress of a fluid in motion

changes linearly with the strain rate, where the proportionality constant is referred to as dynamic or
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absolute viscosity. Many examples of these Newtonian fluids are present everywhere, such as water,

mineral oil, and gas. However, the complex nature of polymers makes the stress in polymeric fluid

flows exhibit a non-trivial response to the strain rate, usually significantly deviating from Newton’s

law of viscosity. In that regard, more complex constitutive equations for these non-Newtonian fluids

are needed, often derived from empirical relations within experimentation rather than based on

fundamental physical principles.

Several theories for the rheology of non-Newtonian fluids attempt to adequately describe the

non-trivial behaviour of polymeric fluids, providing constitutive models that gradually increase in

complexity. The most straightforward approach is the generalized Newtonian fluid, which consists in

replacing the absolute viscosity with an apparent or effective viscosity, which is a function of the second

invariant of the strain rate tensor. Empirical relations, such as the classical power-law, are then used

to quantitatively describe the non-linear response of the stress to the strain rate, for which experiments

are required to determine the characteristic parameters in the empirical constitutive relation for the

fluid. The generalized Newtonian fluid approach becomes convenient and straightforward, providing

valid results in a variety of applications, particularly those comprising slow processes, when comparing

the process characteristic time with the material relaxation time. Many non-Newtonian fluids exhibiting

different behaviours are appropriately modelled as generalized Newtonian fluids. For instance,

shear-thinning or shear-thickening fluids, where increasing stress leads to the decrease and increase

of the apparent viscosity, respectively. Another example is thixotropic and rheopecty fluids, showing

a time-dependent viscous change, where the duration of the applied stress decreases and increases

the apparent viscosity, respectively. However, since the strain rate history is not considered, the

generalized Newtonian fluid approach only reproduces a viscous response, also referred to as inelastic,

whereas polymeric fluids exhibit a combination of viscous and elastic responses. Consequently, the

generalized Newtonian fluid approach might inadequately describe the behaviour of these fluids in

polymer processing applications.

The constitutive modelling for viscoelastic responses consists in splitting the stress tensor into a

solvent contribution and a polymer solute contribution, also referred to as elastic or polymeric stress.

The solvent is assumed to have a Newtonian behaviour, whereas the polymer solute requires complex

partial differential equations that comprise several relaxation modes, due to the length distribution of

the polymer chains. From linear to non-linear viscoelastic fluids, several constitutive models attempt

to reproduce better the observed behaviour of complex polymeric fluids, which unfortunately comes

at the cost of increasing complexity. Examples of empirical relations for the constitutive modelling

of fluids are provided in Figure 1.10. For the sake of completeness, inviscid fluids are mentioned,

corresponding to those having a null viscosity and, consequently, no stress, and are of interest in other

contexts, such as aerospace applications.
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Classification of fluids

Inviscid fluids

τ = 0

Newtonian fluids

τ = 2µD

Non-Newtonian fluids

τ = τS + τP

Generalized New-
tonian fluids

E.g.: Power-law, Carreau-
Yasuda, Cross, Second-
order, Herschel-Bulkley

(Power-law)
τS = 2ηS ( Ûγ) D
ηS ( Ûγ) = k Ûγ n−1

τP = 0

Linear viscoelastic fluids

E.g.: Linear
Maxwell, Jeffreys

(Jeffreys)
τS = 2ηS D

τP =
∑n

k=1 τP,k

τP,k + λk
∂τP,k

∂t
= 2ηP,k D

Non-linear viscoelastic fluids

E.g.: Oldroyd-B, UCM,
WM, Giesekus, Leonov,
FENE, PTT, Feta-PTT,

PP, SXPP, DXPP, DCPP

(Oldroyd-B)
τS = 2ηS D

τP =
∑n

k=1 τP,k

τP,k + λk
∇
τ P,k = 2ηP,k D

∇
τ P,k =

DτP,k

Dt
−

(∇u)T · τP,k − τP,k · ∇u
DτP,k

Dt
=
∂τP,k

∂t
+ u · ∇τP,k

Figure 1.10: Classification and constitutive modelling of fluids.

1.3.2 Heat and mass transfer modelling

Besides the constitutive modelling of the polymeric fluids in polymer processing applications,

the extrusion process consists of two fundamental physical phenomena, namely the heat and mass

transfer. Governing equations for the heat and mass transfer are required, usually involving several

physical variables, namely the temperature, velocity, pressure, and stress, whereas the density is also

considered in compressible fluid flows. In that context, the computational fluid dynamics has emerged

as a branch of the computational modelling dedicated to the heat and mass transfer modelling in

fluid flow problems. For fluids with non-Newtonian behaviour, such as polymeric fluids, which require

complex constitutive equations derived from the rheology theory, this field is often referred to as the

computational rheology.

The compressibility effects during the extrusion process, for instance, considering the molten

polymeric material flowing through the die, can be neglected and, therefore, the density is a physical

property rather than a physical variable. Moreover, the extrusion process is continuous, and the

physical variables do not usually change over time and, therefore, a steady-state situation can be

considered. In that regard, the governing equations for the heat and mass transfer consist of a heat

equation, a momentum equation, and a continuity equation, which are illustrated in Figure 1.11 (T is

the temperature, u is the velocity, p is the pressure, τ is the stress, I is the identity matrix, κ is the
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thermal conductivity, ρ is the density, cP is the specific heat capacity, and µ is the absolute viscosity).

Governing equations

Heat equation

∇ · (ρcpuT
)
+ ∇ · (−κ∇T) = 0

Momentum equation
Continuity equation

∇ · u = 0

Euler equation

∇ · (ρu ⊗ u) = −∇ · ( pI)

Navier-Stokes equation

∇·(ρu ⊗ u)−µ∇·∇u = −∇·( pI)

Cauchy equation

∇ · (ρu ⊗ u) = −∇ · ( pI) + ∇ · τ

Figure 1.11: Governing equations for steady-state incompressible flows.

The mass transfer applies only to fluids and requires two governing equations, one for the

conservation of mass and another for the balance of momentum of the fluid, also referred to as

continuity and momentum equations, respectively. The continuity equation imposes a null divergence

velocity, which guarantees conservation of mass in the system for incompressible fluid flows, whereas

the choice of the momentum equation mainly depends on the fluid. The Euler equation involves only the

velocity and the pressure to describes the balance of momentum in inviscid fluid flows and, therefore,

is not appropriate to polymer processing applications. On the other side, the Navier-Stokes equation

is usually used to describe the balance of momentum in Newtonian fluid flows, providing the absolute

viscosity of the fluid. For non-Newtonian fluid flows, the Cauchy equation has to be used instead,

which becomes more complicated since the contribution of the stress is required in the momentum

equation, obtained from the corresponding constitutive equations for the fluid. However, when the

constitutive modelling is provided with explicit empirical relations, as for generalized Newtonian fluids,

the contribution of the stress can be rewritten in terms of the effective viscosity, which becomes similar

to the Navier-Stokes equation.

From the mass transfer modelling viewpoint, explicit relations between stress and strain rate

lead to a model consisting of the Navier-Stokes equation and the continuity equation. On the other

side, implicit relations require the use of the Cauchy equation and, consequently, the stress has to

be determined from the constitutive equations that are part of the model. Moreover, the constitutive

modelling often consists of several equations, which in turn unfold into more equations since they are

usually written in the tensor form but are solved for each tensor component. For instance, assuming a

tridimensional problem, the momentum equation unfolds into three equations derived for each velocity

component, whereas the continuity equation is already in the scalar form. On the other hand, each

constitutive equation unfolds into six equations, assuming a symmetric stress tensor, or nine equations

otherwise. Therefore, the use of implicit constitutive models increases considerably the complexity

of the mass transfer modelling, which ultimately raises essential challenges from the numerical and

computational viewpoints.
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The heat transfer equation describes the energy transport in a solid or fluid material, which occurs

through convection and conduction, whereas radiation is usually neglected in polymer processing

applications, such as extrusion and injection moulding. The heat transfer by convection is associated

with the motion of mass and, therefore, applies to molten polymeric materials and also to moving

parts of the extrusion machine. The heat convection is proportional to the temperature and the

velocity, which are both physical variables of the problem, and also to the density and the specific

heat capacity, which are physical properties of the material. On the other side, the heat transfer

by conduction is associated with the random propagation of the microscopic motion of molecules or

atoms in favour of decreasing temperature gradients. In that case, the thermal conductivity of the

material measures the associated rate of heat transfer. Thus, the heat conduction applies not only

to molten polymeric materials and moving parts of the extrusion machine but also to all components,

such as the cooling/calibration system.

The heat transfer equation can only be solved after the solution of the balance of momentum

and continuity equations since the convective transport of energy depends on the velocity. However,

in practice, the opposite is also valid as the physical variables for the mass transfer, namely the

density and the viscosity or associated constitutive equations for the material, often depend on

the temperature. Indeed, changes in the physical state also occur during the extrusion process,

from the raw polymeric material melting inside the barrel to the final product solidification at the

cooling/calibration system. In that regard, large temperature variations throughout the process are

required, making the dependency of these physical properties on the temperature more relevant.

Additionally, the thermal viscous dissipation is another relevant phenomena in polymer processing

applications resulting from the typically high stress, which transforms mechanical energy into thermal

energy. In practical terms, the thermal aspects in the extrusion process are relevant for an appropriate

mathematical model. Therefore, the mathematical modelling for polymer processing applications

results in non-linear systems of partial differential equations, which cannot be solved for each equation

separately.

Boundary conditions complement the governing equations, constraining the physical phenomena

on the boundaries of the problem, such as the temperature, the conductive heat flux, the velocity,

among others. Indeed, several types of boundary conditions can be prescribed for the heat and

mass transfer, where few examples are illustrated in Figure 1.12, for the mathematical modelling of

a cooling/calibration system in the extrusion. Moreover, interface conditions are required to impose

the interaction between different regions in contact, for instance, between the molten polymeric

material and the cooling/calibrator system. In the case of the heat transfer, both the continuity of the

temperature and the conservation of the conductive heat flux are usually prescribed, providing valid

results in a variety of situations. However, this idealization of a perfect thermal is not appropriate

in many applications since realistic contacts are often composed of microscopic air pockets due to

the surface roughness, particularly in solids, as illustrated in Figure 1.13. In these imperfect thermal

contacts, a relevant interfacial thermal resistance arises, which hampers the heat exchange between
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the polymer melt and the metallic parts. In that case, temperature jumps are experimentally measured

on the interface, as in the case between the molten polymeric material and the cooling/calibration

system in the extrusion. Therefore, specific interface conditions are required to replicate this behaviour

appropriately. This whole range of issues in the extrusion process highlights the importance of properly

accounting for the thermal effects in the computational modelling of polymer processing applications.

Figure 1.12: Boundary and interface conditions prescribed for the thermoplastic profile extrusion cooling stage

with a cooling/calibrator system (adapted from O.S. Carneiro, J.M. Nóbrega, Design of extrusion forming tools,

Smithers Rapra, Shawbury, 2012).

Figure 1.13: Enlargement of the contact at the microscale between two materials.

1.4 Computational methods

In the multidisciplinary field of the computational modelling, the development of accurate and

efficient numerical methods has been a topic of extensive research. In that regard, uncountable spatial

discretization methods have emerged, where three commonly used classes of methods are relevant

to mention, namely the finite difference method, the finite element method, and the finite volume

method. Notice that time discretization methods for unsteady mathematical models are not in the

scope of the present work. In any case, as described in Section 1.2, the general strategy consists
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in transforming the partial differential equations into a system of algebraic equations, each relating a

set of local mesh variables, which is then solved with matrix algebra techniques. These methods are

briefly described hereafter, where a particular focus is given to the finite volume method, which is the

approach employed in the present work.

1.4.1 Discretization methods

The finite difference method is one of the simplest and oldest discretization technique, which

has been historically used in the context of computational fluid dynamics problems [31--33]. The

discretization technique in the finite difference method is based on a truncated Taylor series expansion

to approximate the derivatives in the partial differential equations in each cell of the mesh. A derivative

of a specific order, in a truncated Taylor series, is approximated as a difference between the derivatives

of previous order at the cell points, divided by the distance between the cell points. Similarly, the

derivatives in the partial differential equations are approximated in terms of discrete variables in the

vicinity of each cell. Then, all the equations are assembled in a system of linear equations, which

is solved with matrix algebra techniques. Although the derivation of the finite difference method is

straightforward, only orthogonal structured grids are handled since the alignment of the cell points in

each direction is required to derive the appropriate finite differences.

The finite element method is another popular discretization technique, which has been

predominantly used in structural problems for the analysis of stress and deformation in solids [34--38].

The discretization technique in the finite element method is based on a variational formulation of the

partial differential equation with an error functional to minimize, which provides an approximation of

the physical variables, as proved from the calculus of variations. The finite element method requires

basis or shape functions defined for reference elements (such as triangles and quadrilaterals), which

are then mapped onto the cells. Although the discrete variables are always defined at the vertices,

the choice of basis functions provides several derivations of the finite element method. Contrarily to

the classical finite difference method, the finite element method does not require a fixed simple mesh

structure and, therefore, is capable of handling complex geometries with relative ease, when compared

with the former. The linear algebraic equations derived from the method are then assembled in a

system of linear equations, which is solved with matrix algebra techniques. However, the derivation

of the finite element method requires significant knowledge of calculus of variations and, therefore, is

conceptually more complicated than the finite difference method.

The finite volume method is one of the most classical discretization techniques in computational

fluid dynamics and has been receiving significant attention since the eighties with the pioneering work of

Patankar on heat transfer and fluid flow problems [39]. In comparison with the finite difference method

and the finite element method, the extensive use of the finite volume method is recent, although its

foundations date back to the early 1970s, previously to the work of Patankar. Posteriorly, the method

seems to had been independently used to compute approximations of hyperbolic conservation law
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systems of compressible gas dynamics in the works of P.W. McDonald, 1971 [40], in the American

Society of Mechanical Engineers (ASME) and of R.W. MacCormack et al., 1972 [41], and A.W. Rizzi et

al., 1973 [42], in the American Institute of Aeronautics and Astronautics (AIAA). Moreover, the seminal

works of B.V. Leer, 1973--1979 [43--48], and the works of V.P. Kolgan, 1972--1975 [49--51], were also

remarkable in the early development of the finite volume method for hyperbolic conservation problems.

However, some authors claim that the main ideas and principles of the finite volume method are even

older and date back to the early 1960s. For instance, the work of S.K. Godunov, 1959 [52], and A.

Preissmann, 1961 [53], advocating a box scheme to solve the Saint-Venant equations in hydraulic

flow problems, can be regarded as one of the basic finite volume formulations. Additionally, the work

of R.S. Varga, 1962 [54], to solve self-adjoint elliptic equations using an integration approach to derive

finite difference approximations was standard practice in nuclear research at that time. The works

conducted by A.N. Tichnov et al., 1962 [55], and by A.A. Samarskii, 1965 [56], can also be considered

as precursors of the finite volume method, although the historical background from the USSR side is

scarce. Nevertheless, the method did not receive much attention during those three decades while the

finite element method was seeing a noticeable expansion for the physicists and engineers.

1.4.2 Finite volume method

The finite volume method is applied to the integral form of the partial differential equations,

usually having a divergence term of some physical variable. The divergence or Gauss’s theorem is

fundamental in the finite volume method, allowing to convert the volume integral over some finite

control volume into a surface integral. For instance, consider some control volume denoted as V , with

surface denoted as S, and unit normal vector denoted as n, as illustrated in Figure 1.14. For the case

of the heat conduction, where the temperature is denoted as T , the governing equation is given as

∇ · (−κ∇T) = f , (1.1)

where κ is the thermal conductivity and f is a heat source, corresponding to the rate of heat generation

per unit volume. The finite volume method requires the integral of Equation (1.1) over control volume

V , given as

∫
V
∇ · (−κ∇T)dx =

∫
V

f dx. (1.2)

Then, the divergence theorem is applied to the left-hand side, which transforms the volume integral of

the divergence term into the surface integral of the normal temperature derivative, given as

∫
S
−κ∇T ·ndx =

∫
V

f dx. (1.3)

In practice, the finite volume method consists in applying the same procedure considering the
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Figure 1.14: Control volume for the finite volume method (adapted from M. Schäfer, Computational engineering:

Introduction to numerical methods, Springer, Berlin, 2006).

cells of the mesh as the control volumes. For instance, consider a structured mesh with some inner

cell denoted as c and faces denoted as n, e, s, and w, as illustrated in Figure 1.15. The volume of

the cell is denoted as |c |, whereas the areas of the faces are denoted as |n|, |e|, |s |, and |w |. The

mid-point of the cell is denoted as P, the mid-points of the neighbour cells are noted as N , E , S, and

W , and the outward unit normal vectors denoted as nN, nE, nS, and nW. The unknown temperature

is represented piece-wisely at the mid-points of the cells, where for the previous points are denoted as

TP, TN, TE, TS, and TW, which are unknowns of the discrete problem.

(a) Inner cell. (b) Boundary cell.

Figure 1.15: Notations for the finite volume method in a structured orthogonal mesh (adapted from M. Schäfer,

Computational engineering: Introduction to numerical methods, Springer, Berlin, 2006).

The division of the surface integral of Equation (1.3) into the different cell faces, gives

∫
n
−κ∇T ·nNdx+

∫
e
−κ∇T ·nEdx+

∫
s
−κ∇T ·nSdx+

∫
w

−κ∇T ·nWdx =
∫

c
f dx. (1.4)

Equation (1.4) constitutes a generic formulation of the finite volume method, where no approximation
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were introduced until this point. However, the surface integrals of the normal temperature derivative

on the faces and the volume integral of the source term in the cell have to be discretized to built the

equivalent system of linear algebraic equations. In that regard, there is an uncountable number of

numerical schemes that emerged within the finite volume method, having in common Equation (1.4)

for the problem discretization. A simple and straightforward numerical approximation of the surface

integrals in Equation (1.4) is given as

∫
n
−κ∇T ·nPNdx ≈ −κ TN−TP��Ny −Py

�� |n|, (1.5)

∫
e
−κ∇T ·nPEdx ≈ −κ TE−TP

|Ex −Px | |e|, (1.6)

∫
s
−κ∇T ·nPSdx ≈ −κ TS−TP��Sy −Py

�� |s |, (1.7)

∫
w

−κ∇T ·nPWdx ≈ −κ TW−TP
|Wx −Px | |w |, (1.8)

which is equivalent to a finite difference approximating the normal derivative of the temperature based

on the associated discrete variables. In the case of a cell with a boundary face, as illustrated in

Figure 1.15, a different approximation is provided considering the boundary condition prescribed

on the associated boundary of the domain. Moreover, in the case of structured or unstructured

non-orthogonal meshes, as illustrated in Figure 1.16, such a simple scheme requires non-orthogonal

corrections to preserve the consistency of the surface integral approximations. A usual strategy consists

in fixing the finite difference between the cell mid-points with a correction based on the vertex points,

for which accurate and robust numerical techniques for interpolation of the solution at the vertices

are available [57]. On the other side, the volume integral of the source terms is straightforwardly

approximated with the value of the given function at the cell mid-point, denoted as fP.

Figure 1.16: Mesh notations for the finite volume method with a structured non-orthogonal mesh (adapted from

M. Schäfer, Computational engineering: Introduction to numerical methods, Springer, Berlin, 2006).

Finally, the discrete problem consists in rewritten Equation (1.4) with the numerical
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approximations of the surface and volume integrals, given as

−κ TN−TP��Ny −Py
�� |n| − κ TE−TP

|Ex −Px | |e| − κ
TS−TP��Sy −Py

�� |s | − κ TW−TP
|Wx −Px | |w | = fP |c |, (1.9)

which translates into a linear algebraic relation between the discrete variables of the temperature at

the cell mid-points. The discretization procedure is repeated for each cell of the mesh, which provides

the same number of linear algebraic equations as the number of discrete variables. A system of linear

equations is then assembled from these algebraic equations, which is solved using matrix algebra

techniques.

In the previous example, the finite volume method has a straightforward physical interpretation

since the surface integrals on the control volume surface correspond to the conductive heat flux.

Indeed, this translates into the First Law of thermodynamics where the quantity of heat supplied to the

control volume has to be equal to the quantity of heat leaving the control volume plus or minus the

heat sources or sinks. For other governing equations, by providing the conservation of some quantity in

the integral form, the finite volume method leads to the same conservation principle in terms of fluxes

of some physical quantity. Indeed, the conservation of specific physical quantities, such as energy

and mass, is only mathematically translated when associated partial differential equations are written

in the integral form over some control volume. This conservation principle is not only satisfied at the

level of the continuous problem but also at the level of the discrete problem based on the balance

of the fluxes in the cell. Moreover, the conservation principle in the discrete form is also satisfied

regardless of the number or size of cells in the mesh. On the other side, the conservation principle,

which is intrinsically satisfied in the finite volume method, is not, however, necessarily verified in

the context of the finite difference method or the finite element methods. Another advantage of the

finite volume method is the capability to handle any type of mesh, which becomes of interest to work

with complex geometries, as often occurs in polymer processing applications. Additionally, the lower

abstraction level and higher physical meaning, makes the finite volume method easier to understand

and implement, and, thus, more appealing for engineers than the finite element method.

The accuracy of the discretization method depends upon the governing equation, problem

geometry, mesh generation, and flux approximation on the control volume surface. Significant

developments took place after the work of Patankar for structured meshes and comprehensive

literature exists with several classes of methods in the context of the finite volume method, summarized

to the following. The classical two-points flux finite volume method [58--61], also referred to as the FV4
method, extends the original Patankar method to unstructured meshes, but an orthogonality condition

is required to allow admissible diffusive fluxes. The diamond-cell finite volume method [62--64], was

introduced for unstructured non-orthogonal meshes (no orthogonality condition required) and is based

on local linear reconstructions to compute the gradients on each control volume face. The drawback of

the diamond-cell finite volume method is the lack of symmetry and the difficult and limited numerical

analysis. The discrete duality finite volume method [65--67], also referred to as the DDFV method,
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handles unstructured non-orthogonal and possibly non-conformal meshes and satisfies the div-grad

duality intrinsically at the discrete level. Contrarily to the previous methods, the DDFV finite volume

method requires unknowns at the vertices of the mesh as well as dual and diamond control volumes in

addition to the primal ones. On the other side, the DDFV method is symmetric and numerical analysis

is straightforward and general. More recently, to design efficient discretization schemes, several finite

volume methods have been proposed, such as the mixed-hybrid methods [68, 69] or the mimetic

methods [70, 71], among others.

In the case of fluid flow problem, specific numerical techniques are required to correctly solve the

div-grad duality between velocity and pressure arising from the balance of momentum and continuity

equations [72--75, 78--80]. In that regard, discretization methods are also classified as staggered,

when the discrete variables for the velocity and pressure are defined in different meshes (primal and

diamond meshes) [81--83], or as collocated, when both discrete variables are defined in the same

mesh [84--86]. Moreover, the discretization methods are also classified as coupled when the governing

equations are discretized and solved in the same system of linear equations, leading to a saddle point

problem, or as segregated when a projection method in the divergence-free space is used, such as

the classical SIMPLE, SIMPLEC, SIMPLER, and PISO methods [87--90].

1.4.3 Very high-order of convergence

The convergence order of the discretization method measures the rate at which the approximate

solution error decreases under mesh refinement, that is, the same as increasing the number of

unknowns. Classical discretization methods provide a second-order of convergence, whereas achieving

higher-orders of convergence usually requires more complex numerical techniques and more laborious

implementations. Very high-order accurate methods are herein defined as those having more than

the second-order of convergence for the obtained approximate solution error. Such class of methods

have historically emerged to capture, with higher accuracy and resolution than the classical ones,

shocks and discontinuities in fluid flow hyperbolic-dominated problems, such as the Euler equation for

compressible inviscid fluid flows or the shallow water equations. In that context, discretization methods

with third and fourth-orders of convergence have been a standard in aeronautic and nuclear research

to solve engineering problems with non-smooth solutions. Unfortunately, the computational modelling

software commonly used in the polymer processing industry still relies on classical discretization

methods with a first- or second-order of convergence.

The most prominent benefit of very high-order accurate methods is to obtain a higher accuracy

for the same mesh than low-order accurate methods, such as first- or second-orders, as illustrated in

Figure 1.17. Since the approximate solution error decreases faster when employing very high-order

accurate methods, this benefit is more pronounced as the accuracy requirements for the application

increases. In theory, low-order accurate methods are still capable of achieving the same levels of

accuracy increasing the mesh refinement, but with a much higher computational cost and limited
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in practice by the memory capabilities of computers. Consequently, the memory requirements

for demanding applications may exceed the available computer memory, for which very high-order

accurate methods are also a promising workaround. From the computational efficiency viewpoint,

very high-order accurate methods provide higher accuracy but, as a consequence of their increased

complexity, also require more execution time per iteration for the same mesh than low-order accurate

methods. In that regard, there is a non-trivial trade-off between accuracy and execution time, which is

usually in favour of very high-order accurate methods, as illustrated in Figure 1.17. That is, increasing

the convergence order to achieve a certain level of accuracy is usually preferable than refining the

mesh with low-order accurate methods, which typically lead to a higher execution time besides the

inevitable memory limitations. Notice that time discretization of unsteady problems with very high-order

of convergence is also possible, although the literature is more scarce than for the spatial discretization.

Nevertheless, these methods are also capable of providing more accurate approximate solutions for

long-time simulations, when compared with low-order accurate methods.
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Figure 1.17: Typical convergence curves for low- and very high-orders accurate methods.

In fluid flow hyperbolic-dominated problems, the essentially non-oscillatory method, or its

weighted variant, has been widely used to achieve the third- and fifth-orders of convergence [91--96].

The method avoids that spurious oscillations are captured due to the Gibbs phenomenon [97],

whereas other approaches have been recently developed, as the multi-dimensional optimal order

detection method [98--100]. On the other side, elliptic-dominated problems, as those concerning the

heat transfer in polymer processing applications, have not received the same attention within the

development of very high-order accurate methods.
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1.5 Objectives

The computational modelling of ever-increasing complex problems in engineering has only been

possible due to the capabilities of modern-day computers and high-performance platforms. Although

the hardware development has been crucial to overcome the computational limitations of once

intractable engineering problems, the development of proficient numerical methods has significantly

contributed to the applicability of the computational modelling. The application of the computational

modelling in engineering problems of polymer processing has seen remarkable growth in the past

years, providing industries with valuable tools of computer-aided design. Therefore, contributing to

the optimization and improvement of the manufacturing technologies and, consequently, also the

modernization, competitiveness, and cost reductions of polymer processing industries. However, the

complexity of polymer processing applications, generally magnified due to intricate three-dimensional

geometries, non-isothermal processes, and polymeric fluids with viscoelastic behaviour, clearly still

raise the concern for computational efficiency. Moreover, such a complex scenario that polymer

engineers seek to investigate will undoubtedly be more pronounced in the future. Unfortunately,

the majority of the computational modelling software commonly used in the polymer processing

industry relies on classical numerical methods, which often fail to provide the desired performance

and reasonable calculations times in these complex applications. Besides the expensive commercial

software licenses, powerful high-performance computer platforms would, in theory, overcome the

problem, unfortunately at similarly high costs. Consequently, simplified mathematical models, coarse

meshes, or unfinished simulations are the common workarounds, which often succeed to deliver faster

results but fail to represent adequately the physical phenomena of interest.

1.5.1 General objectives

The main objective of the present work is to improve the performance, either in terms

of numerical accuracy and computational efficiency, of the computational modelling approach of

complex problems in polymer processing applications, such as the extrusion. More specifically, the

means to achieve the objective is to develop advanced computational methods that allow more

accurate, robust, stable, and efficient calculation processes than the classical ones. Moreover, the

implementation aspects of the proposed numerical methods are also targeted, developing algorithms

to reduce the computational cost of the simulations, also taking advantage of modern multi-core

processor computers. Exhaustive and comprehensive benchmarks dedicated to the verification of the

proposed computational methods should be carried out, to assess the performance improvement of

the computational modelling.

In the present work, the proposed computational methods are applied to the heat transfer

and the thermal aspects in polymer processing applications, which already covers a wide range of

challenges, such as the optimization of the cooling rate and temperature homogeneity in the extrusion
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cooling stage. Nevertheless, the extension of these developments to the computational modelling of the

mass transfer and the constitutive modelling, which is also subject of much concern, is straightforward

but requires exhaustive verification. Indeed, these mathematical models are mostly based on the same

type of partial differential operators, which can be discretized similarly, although usually demanding

more elaborated algorithms. In that regard, the present work provides a solid background and

a fundamental basis for the future application of the developed computational methods to other

mathematical models.

1.5.2 Specific objectives

In the present work, a finite volume method with very high-order of convergence will be developed

and verified with specific numerical and computational benchmarks to assess its performance. In

general terms, the method is based on polynomial reconstructions computed with the least-squares

method, which are used to determine approximations to the surface integrals arising in the generic

finite volume method formulation. In the case of the heat transfer, these surface integrals correspond

to the convective and conductive heat fluxes through the surfaces of the control volumes. The method

handles unstructured meshes with general elements, which is a desired characteristic to investigate

the complex geometries often arising in polymer processing applications. The method started to gain

attention with the works of T.J. Barth et al., 1990 and 1993 [101, 102], although some authors claim

that the main ideas and principles are even older. Instead of using finite differences to approximate

the surface integrals arising in the generic finite volume formulation, which is severely constrained to

the mesh structure, the method is based on polynomial reconstructions. The main idea consists in

approximating the discrete variables in the vicinity of a mesh element to a polynomial function, which is

computed solving a minimization problem with the least-squares method. Then, the approximation to

the surface integrals consists in evaluating the polynomial reconstruction or its derivatives at the points

derived from an appropriate quadrature rule. The method has no limitations concerning the mesh

structure or the type of mesh elements and requires no orthogonal corrections since the derivatives

of the polynomial reconstruction are straightforwardly evaluated. Moreover, the polynomial degree

determines the optimal convergence order of the method.

Recent works found in the literature have applied the same ideas in different contexts. For

instance, the works of C. Ollivier-Gooch et al., 2002 [103], and of S. Clain et al., 2013 and

2014 [104, 105], investigated the application of the method to the convection-diffusion equation. On

the other side, the works of C. Michalak et al., 2009 [106], and of R. Costa et al., 2017 [107, 108],

proposed an extension of the method to the Stokes and Navier-Stokes equations. However, these

works only concern two-dimensional polygonal domains, whereas the three-dimensional case, with

only simple curved geometries, was addressed in the work of A. Boularas et al., 2017 [109], which

was later improved in the work of R. Costa et al., 2018 [110]. Besides these essential advances,

much research remains to be done towards the application of the method to investigate realistic

engineering problems, particularly in polymer processing applications. In that regard, four specific

26



1.5. Objectives

topics of paramount concern were identified and established as objectives of the present work, as

described in the following subsections.

1.5.2.1 General boundary conditions on curved boundaries

The application of very high-order accurate methods to curved domains requires special attention

since the geometrical mismatch between the polygonal mesh and the curved boundaries often leads

to accuracy and convergence order deterioration. In that regard, the classical technique, either in

the finite volume method and finite element method, consists in using curved elements that follow

the curved boundary, as illustrated in Figure 1.18. Unfortunately, generating curved meshes requires

more elaborated and computationally expensive algorithms, whereas the discretization method often

demands complex non-linear transformations and quadrature rules on curved elements. Consequently,

the method often becomes cumbersome to apply, in particular in complex three-dimensional geometries.

The previous work of R. Costa et al., 2018 [110], proposed a simple and efficient technique that

handles arbitrary curved domains with polygonal meshes, therefore overcoming the drawbacks of

using curved meshes. However, the work only addresses the Dirichlet boundary condition, which is

far from the practical needs of polymer processing applications, as illustrated in Figure 1.12. In that

regard, the method will be extended in the present work to general boundary conditions, such as the

Neumann and Robin ones, proving a general procedure regardless of the boundary condition type.

Further discussion on this topic and literature review is provided in the subsequent chapters.

(a) Polygonal mesh. (b) Curved mesh.

Figure 1.18: Polygonal and curved meshes for a curved boundary.

1.5.2.2 Conjugate heat transfer problems with general interface conditions

Conjugate heat transfer problems often arise in polymer processing applications, namely when

two materials are in contact, such as the molten polymeric material and the metallic parts of

the machine. These problems require that interface conditions are prescribed on the interface to

impose the thermal interaction between the different regions. Moreover, in some polymer processing
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applications, imperfect thermal contacts arise due to the microscopic surface roughness of the

materials, for instance, in the extrusion, this happens between the molten polymeric material and the

cooling/calibrator system, as illustrated in Figure 1.13. The interfacial thermal resistance that arises

due to the microscopic air pockets results in temperature jumps, which requires more complex interface

conditions than perfect thermal contacts. These issues raise a difficulty, when one wants to preserve

the very high-order of convergence, mainly when the problem consists of arbitrary curved interfaces

discretized with polygonal meshes, as illustrated in Figure 1.19. In that case, the conservation of

conductive heat flux between any two neighbour cells, which is usually intrinsically satisfied in the finite

volume method, becomes a concern due to the geometrical mismatch between the polygonal mesh

and the curved interface. None of the previous works applies the very high-order accurate method to

solve conjugate heat transfer problems with general interface conditions on arbitrary curved interfaces,

which is also one of the aims of the present work, considering the developments in the previous topic.

Further discussion on this topic and literature review is provided in the subsequent chapters.

Figure 1.19: Polygonal mesh for a curved interface.

1.5.2.3 Thermal boundary layers in high-Péclet number problems

Boundary layers for the temperature distribution often arise in polymer processing applications

as the associated heat transfer problems have typically high Péclet numbers, such as the extrusion.

In that case, the convection transport of energy associated with the velocity of the molten polymeric

material predominates in the extrusion direction over the conductive transport. The complexity

increases in conjugate heat transfer problems, in which the contact between two materials with very

distinct physical properties result in thermal boundary layers in the vicinity of the interface. For

instance, the molten polymeric material in contact with the cooling/calibrator system, having the

former a significantly higher initial temperature and substantially lower thermal conductivity than the

latter. Moreover, the thermal boundary layer thickness is proportional to the Péclet number, although

it increases as the problem evolves due to the conduction in the opposite direction, as illustrated in

Figure 1.20.

The discretization of thermal boundary layer problems usually requires local mesh refinements
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1.5. Objectives

Figure 1.20: Thermal boundary layer on a curved boundary and interface (the colour scale is merely

representative).

to capture the high-temperature variations with sufficient accuracy and without spurious oscillations.

Moreover, since the temperature variations in thermal boundary layers occur mainly in the perpendicular

direction to the boundary or interface, the common practice consists in using stretched meshes, as

illustrated in Figure 1.21. Although stretched meshes allow reducing the total number of cells

by increasing the mesh size in the tangential direction, very fine meshes are still required in the

perpendicular direction where the highest gradients occur. In that context, the very high-order accurate

method is capable of maintaining the accuracy of the approximate solution using coarser meshes in

both directions, which provides more efficient simulations. However, when associated with arbitrary

curved boundaries and interfaces, the problem raises the concern for the capability of the method

to preserve the very high-order of convergence with polygonal meshes. On one side, stretched

meshes increase the condition number associated to the least-squares matrices of the polynomial

reconstructions, consequently impacting on the stability of the method. On the other side, a significant

geometrical mismatch arises between the polygonal mesh and the curved boundary or interface, when

increasing the aspect ratio of the mesh. Nevertheless, the case of the classical techniques with

curved meshes would be even more difficult since inner mesh elements have also to be curved to

avoid intersections with the boundary mesh elements. In that regard, the developed very high-order

methods should also be verified in the present work with problems having strong thermal boundary

layers alongside arbitrary curved boundaries and interfaces, for which stretched meshes with high

aspect ratios will be considered. Further discussion on this topic and literature review is provided in

the subsequent chapters.

Figure 1.21: Coarse stretched polygonal mesh for a curved boundary and interface.

1.5.2.4 Three-dimensional domains and algorithm optimization

The three-dimensional case is often put aside as it requires very time-consuming simulations,

mainly when performing specific numerical benchmarks for the verification of the method. Indeed, the

efficiency of the method in the three-dimensional case is critical, whereas the implementation aspects

do not often receive much attention and, therefore, computational benchmarks are often avoided.
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1.6. Thesis structure

Moreover, the application of the classical techniques relying on curved meshes to the three-dimensional

case with curved boundaries and interfaces becomes cumbersome and often intractable to apply in

complex geometries, as illustrated in Figure 1.22. On the other side, the application of the proposed

numerical technique with polyhedral meshes is straightforward, implying no additional challenges

in comparison to the two-dimensional case. Indeed, polymer processing applications often concern

complex three-dimensional geometries and, therefore, these developments are of crucial importance.

The work to be performed should also comprise the assessment of three-dimensional case studies

considering the developments in the previous topics, aiming at developing optimized algorithms to

drastically reduce the computational cost, both in terms of execution time and memory usage, without

accuracy deterioration. Further discussion on this topic and literature review is provided in the

subsequent chapters.

Figure 1.22: Three-dimensional polygonal mesh for a curved boundary.

1.6 Thesis structure

The remaining thesis is divided into five chapters, four of which are built based on already

published papers and manuscripts in preparation for publication, which resulted from the work

developed.

In Chapter 2, a simple and efficient numerical technique is proposed to allow handling general

boundary conditions on arbitrary curved boundaries with a very high-order accurate method. The

numerical technique is applied to solve the two-dimensional convection-diffusion equation, whereas

a specific numerical benchmark is provided to verify the method with different boundary conditions

prescribed on non-trivial curved boundaries.
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In Chapter 3, the very high-order accurate method is extended to two-dimensional conjugate heat

transfer problems, with general interface conditions on arbitrary curved interfaces. As in the previous

chapter, a specific numerical benchmark is provided to verify the method, where interface conditions

for both perfect and imperfect thermal contacts are considered on non-trivial curved interfaces.

In Chapter 4, the very high-order accurate method, which is now capable of handling general

boundary and interface condition on arbitrary curved domains, is put in place to investigate the

cooling stage of the thermoplastic sheet extrusion. The method is firstly assessed with a sanity-check

benchmark, whereas a performance comparison between the low- and high-orders of convergence is

then carried out in terms of the most relevant parameters for the application.

In Chapter 5, the implementation aspects of the very high-order accurate method are addressed,

providing optimized algorithms that substantially reduce the computational cost, both in terms of

execution time and memory usage, without accuracy deterioration. The method is exhaustively

verified in a numerical benchmark of three-dimensional conjugate heat transfer problems, consisting

of curved domains with non-trivial curved boundaries and interfaces. A computational benchmark is

also provided to assess the computational gains of the optimized algorithms.

The last chapter of the thesis is dedicated to draw the general conclusions of the work in

consideration of the proposed objectives, and also to outline the possibilities of future works.
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CHAPTER2 Very high-order accurate finite volume scheme for

the convection-diffusion equation with general

boundary conditions on arbitrary curved boundaries

Abstract: Obtaining very high-order accurate solutions in curved domains is a challenging task

as the accuracy of conventional discretization methods, usually developed for polygonal domains,

dramatically reduce without an appropriate treatment of boundary conditions. The classical techniques

to preserve the optimal convergence order are found in the context of finite element and finite volume

methods, which often rely on curved mesh elements to fit the associated curved boundary. Such

techniques demand sophisticated meshing algorithms, cumbersome quadrature rules for integration,

and complex non-linear transformations to map the curved mesh elements onto the reference

polygonal ones. In this regard, the Reconstruction for Off-site Data method provides very high-order

accurate polynomial reconstructions on arbitrary smooth curved boundaries, enabling the integration

of the governing equations in polygonal mesh elements and, therefore, avoiding the use of complex

integration quadrature rules or non-linear transformations. The method was initially introduced for

Dirichlet boundary conditions, and the present work proposes an extension for general boundary

conditions, which represents an important advance for real context applications. A generic framework

to compute polynomial reconstructions is also developed based on the least-squares method, which

handles general constraints and further improves the algorithm. The proposed methods are applied

to solve the convection-diffusion equation with a finite volume discretization in general unstructured

meshes. A comprehensive numerical benchmark is provided to verify and assess the accuracy,

convergence orders, robustness, and efficiency of the method. The results prove that the method is

capable of fulfilling boundary conditions appropriately on arbitrary smooth curved boundaries, and a

very high-order of convergence is effectively achieved.

Keywords: Very high-order accurate finite volume scheme, arbitrary smooth curved boundaries,

general boundary conditions, polynomial reconstructions, least-squares method, reconstruction for

off-site data method, convection-diffusion equation

This chapter was adapted from R. Costa, J.M. Nóbrega, S. Clain, G.J. Machado, and R. Loubère, Very high-order accurate
finite volume scheme for the convection-diffusion equation with general boundary conditions on arbitrary curved domains,
Int. J. Numer. Meth. Engrg. 117(2) (2019) 188--220, DOI: https://doi.org/10.1002/nme.5953
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2.1. Introduction

2.1 Introduction

The treatment of ever-increasing complexity problems in engineering has only been possible

due to the capabilities of modern-day computational methods and high-performance computers. In

what concerns to the numerical modelling, computational efficiency is usually determined based on

the computational effort necessary to obtain a certain level of solution accuracy, leading to a trade-off

between the convergence order of the method and the mesh characteristic size. In the absence of

shocks or irregularities, increasing the convergence order is more efficient concerning computational

resources than mesh refinement. However, obtaining very high-order accurate approximations is still

a challenging task, and many developments in that field are to be made.

The majority of the very high-order accurate methods (more than the second-order) are

specifically designed for polygonal (or polyhedral) domains and, usually, numerical difficulties in

obtaining the optimal convergence order arise when handling boundary conditions prescribed on

curved boundaries. For a short literature review on the topic, the reader is referred to the

introduction section in R. Costa et al., 2018 [1], which is summarized in the following. The classical

approach to handle boundary conditions on curved boundaries is based on the isoparametric element

method [2, 3], which requires, on one side, the introduction of curved mesh elements and, on the other

side, non-linear transformations to map the local curved mesh elements onto the reference polygonal

ones. An alternative approach, dedicated to the finite volume method, was initially proposed by C.

Ollivier-Gooch et al., 2002 [4]. The technique does not require non-linear transformations, but the main

shortcoming remains, in particular, the meshing algorithm to generate curved mesh elements fitting

curved boundaries in addition to the high-order accurate quadrature rules for numerical integration on

non-polygonal mesh elements. As a consequence, handling arbitrary two- or three-dimensional curved

elements turns out to be a cumbersome task, which results in significant computational costs [5--7].

R. Costa et al., 2018 [1], introduced a new approach in the finite volume context, the

reconstruction for off-site data method (shortened to ROD method), which is capable of handling

boundary conditions on arbitrary smooth curved boundaries with a very high-order of convergence. The

novelty of the method is to use only polygonal mesh elements, overcoming the mismatch between the

mesh boundary and the domain boundary. The method enforces the prescribed boundary conditions

using polynomial reconstructions in the vicinity of the boundary, which are computed based on the

constrained least-squares method. Moreover, the governing equations are integrated on polygonal

mesh elements and, consequently, the numerical heat fluxes are determined solely on the boundaries

of the polygonal cells. Therefore, no sophisticated meshing algorithms for curved mesh elements

are required, nor non-linear transformations, nor cumbersome quadrature rules for integration in the

curved elements. There are very few methods capable of handling curved domains with polygonal

meshes, and most of them are limited to the first- or second-order of convergence. Recently an

extension of the immersed boundary method to the fourth-order of convergence has been proposed in

the framework of the Fourier spectral method [8, 9], which is able of handling arbitrary smooth curved
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domains.

The ROD method was initially developed only for the steady-state two-dimensional

convection-diffusion problem with Dirichlet boundary conditions. In the present work, essential

developments are introduced to the method, namely, the handling of Neumann and Robin boundary

conditions, which represents a fundamental advance for real context applications. Moreover, the

development of a generic framework to compute polynomial reconstructions based on the

least-squares method allows the handling of general constraints and improves the algorithm.

The remaining sections of the chapter are organized as follows. Section 2 presents the model,

the mesh, and the basic assumptions and notations. Section 3 introduces the generic framework

to compute polynomial reconstructions based on the least-squares method. Section 4 is dedicated

to the ROD method based on the previously introduced polynomial reconstructions and the Dirichlet,

Neumann, and Robin boundary conditions on curved boundaries are addressed. Section 5 presents

the very high-order accurate finite volume scheme based on the polynomial reconstructions and the

ROD method. Section 6 provides a comprehensive numerical benchmark test suite to verify and

assess the proposed method. The chapter is completed in Section 7 with the conclusions and some

perspectives for future work.

2.2 Mathematical formulation

The steady-state convection-diffusion problem is addressed in two dimensions and formulated

with the Cartesian coordinate system considering xB (x, y). Let Ω be an open bounded domain ofR2

with boundary Γ, partitioned into three non-overlapping and possibly empty subsets, ΓD, ΓN, and ΓR,

such that Γ = ΓD∪ΓN∪ΓR. The boundary and the interface are regular Jordan curves, that is, simple

and closed curves, and admit a known local parameterization. Vector n =
(
nx,ny

)
B

(
nx(x),ny(x)

)
stands for the outward unit normal vector to Γ at point x on the boundary (see Figure 2.1).

ΓD

ΓR

ΓN

Ω

n

Figure 2.1: Example of arbitrary curved domain with boundary subsets and outward unit normal vector.
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2.2.1 Convection-diffusion model

The governing equation for temperature function φ B φ(x) is given as

∇ · (uφ− κ∇φ) = f , in Ω, (2.1)

where u B
(
ux,uy

)
B

(
ux(x),uy(x)

)
is the velocity vector function multiplied by the heat capacity

and density of the associated material, κ B κ(x) is the thermal conductivity function, and f B f (x)
is the heat source function (a negative value implies a heat sink). All functions are assumed to be

regular and bounded in the domain. To complete Equation (2.1), boundary subsets ΓD, ΓN, and ΓR

are prescribed with the following boundary conditions:

• On boundary subset ΓD, a Dirichlet boundary condition is prescribed, given as

φ = gD, on ΓD, (2.2)

where gD B gD(x) is a given regular function.

• On boundary subset ΓN, a Neumann boundary condition is prescribed, given as

−κ∇φ ·n = gN, on ΓN, (2.3)

where gN B gN(x) is a given regular function.

• On boundary subset ΓR, a Robin boundary condition is prescribed, given as

αRφ+ βR∇φ ·n = gR, on ΓR, (2.4)

where gR B gR(x), αR B αR(x), and βR B βR(x) are given regular functions. For instance,

if αR(x) B u(x) ·n(x) and βR(x) B −κ(x), then the Robin boundary condition represents a

total heat flux boundary condition. The Robin boundary condition can also be used to prescribe

mixed boundary conditions of Dirichlet and Neumann types.

2.2.2 Polygonal meshes

A general polygonal mesh denoted as M discretizes the subdomain Ω and consists of n

non-overlapping convex polygonal cells (triangles, quadrangles, etc.). Cells are denoted as ci with

i ∈ I = {1, . . .,n}. Inner edges are denoted as ei j with j , i and i, j ∈ I and correspond to the edges

shared between neighbour cells ci and c j and, therefore, ei j = ci ∩ c j . Boundary edges are denoted

as eiF with i ∈ IF , F ∈ {D,N,R}, and correspond to the edges of cells ci approximating boundary

subsets ΓF (for the sake of simplicity, each cell has at most one boundary edge). Subset IF ⊂ I
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gathers the indices and nF is the number of the cells with a boundary edge approximating boundary

subset ΓF . The vertices of the boundary edges fall on the curves of the associated boundary subsets.

Table 2.1 introduces the geometric properties for the cells and edges and Figures 2.2 provides

a schematic representation. Notice that inner edge ei j is also denoted as e ji and, therefore, reference

and quadrature points are the same, that is, mi j =m ji and qi j,r = q ji,r , whereas outward unit normal

vectors are antisymmetric, that is, si j = −s ji.

Table 2.1: Notation and geometric properties for the cells and edges.

Mesh elements Notation Properties Definition Choice

Cells ci

∂ci Boundary

|ci | Area

mi =
(
mi,x,mi,y

)
Reference point (can be any point in ci) Centroid

qi,q =
(
qi,q,x,qi,q,y

)
Quadrature points, q = 1, . . .,Q Gaussian

Ni Indices of the adjacent cells and boundary subset

Inner edges ei j

|ei j | Length

mi j =
(
mi j,x,mi j,y

)
Reference point (can be any point on ei j ) Midpoint

qi j,r =
(
qi j,r,x,qi j,r,y

)
Quadrature points, r = 1, . . .,R Gaussian

si j =
(
si j,x, si j,y

)
Outward unit normal vector from cell ci to cell cj

Boundary edges eiF

|eiF | Length

miF =
(
miF,x,miF,y

)
Reference point (can be any point on eiF ) Midpoint

qiF,r =
(
qiF,r,x,qiF,r,y

)
Quadrature points, r = 1, . . .,R Gaussian

siF =
(
siF,x, siF,y

)
Outward unit normal vector from ci

qiF,1

miF

qiF,2 qi j,1
mi j

qi j,2
mi m j

siF si j
ci c j

eiF ei j

ΓF

Figure 2.2: Notation and geometric properties for the cells and edges.

In the scope of work, keywords physical and computational distinguish the real domain from

the discretized domain, respectively, and in this way, the following definitions are introduced:

• The computational domain, denoted as Ω∆, gathers all the cells and stands for a representative
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approximation of physical domain Ω, given as

Ω∆ =
⋃
i∈I

ci . (2.5)

• The computational boundary, denoted as Γ∆, gathers all the boundary edges and stands for a

representative approximation of physical boundary Γ, given as

Γ∆ =
⋃

i∈IF,F∈{D,N,R}
eiF . (2.6)

• The computational boundary subset, denoted as ΓF
∆

, F ∈ {D,N,R}, gathers all the boundary

edges associated to a boundary subset and stands for a representative approximation of physical

boundary subset ΓF , given as

ΓF
∆
=

⋃
i∈IF

eiF . (2.7)

Remark 1 The curved physical domain, Ω, and corresponding polygonal approximation, Ω∆, do not

fully overlap as only polygonal meshes are considered. For fine enough meshes, a mismatch of order

O
(
h2) is then expected between the physical and the computational boundaries, where h is the

characteristic mesh size. Such mismatch represents a potential accuracy deterioration for any more

than second-order accurate scheme.

2.3 Polynomial reconstructions

The least-squares method for the finite volume method [10--12] is a powerful tool to compute

local representations of the underlying solution from scattered pointwise or mean-values associated

to the cells. The underlying solution is assumed to be continuous and smooth enough in domain Ω.

Hence, no limiting procedure must be designed to avoid parasitical oscillations resulting from the Gibbs

phenomenon, such as slope limiting for piecewise linear functions [13--15], (weighted) essentially

non-oscillatory ((W)ENO) techniques [16--22], or advanced hierarchical limiting strategies [23, 24]

for quadratic or higher degree polynomials. The method consists in computing a local least-squares

approximation of function φ(x) targeting some mesh elements, written in the general form as

ϕ(x) = ηTp(x), where η is a vector of coefficients and p(x) is a basis function vector. Although any

basis function vectors can be considered, polynomial basis functions present a high flexibility and are

easy to construct [1, 25, 27]. The local approximations are then used to compute accurate heat flux

approximations, and very high-order of convergence can be achieved under mesh refinement.

S. Clain et al., 2013 [25], proposed a polynomial reconstruction method based on a least-squares

method to design a very high-order accurate finite volume scheme for convection-diffusion problems.
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The scheme uses several types of polynomial reconstructions to compute different kinds of physical

heat fluxes. In particular, the authors introduced a conservative polynomial reconstruction associated

with the boundary edges to handle the Dirichlet boundary condition. In that regard, the polynomial

is rewritten to enforce the prescribed Dirichlet boundary condition at the quadrature points on the

boundary edges. As such, the least-squares procedure corresponds to a simple and straightforward

unconstrained minimization problem, which can be solved with the normal equations method. In

the case of Neumann boundary conditions, no polynomial reconstructions are required as the

corresponding boundary heat fluxes at the edge quadrature points are assigned with the provided

Neumann boundary condition functions. Despite the effectiveness of the method to provide very

high-order of convergence under mesh refinement, the scheme was designed for polygonal domains,

which can be fully overlapped by polygonal meshes.

The method introduced by S. Clain et al., 2013 [25], was later extended by R. Costa et

al., 2018 [1], for curved domains with prescribed Dirichlet boundary conditions. As in the former,

the method adapts the polynomial reconstructions associated to the boundary edges to enforce the

boundary conditions at collocation points not belonging to the polygonal edges, successfully restoring

the optimal convergence. Since the mesh elements are assumed to be polygonal, Neumann and Robin

boundary conditions prescribed on curved boundaries cannot be assigned to the edge quadrature

points without accuracy loss. On the other side, the procedure adopted for the Dirichlet boundary

edges could be adapted to the cases of Neumann and Robin boundary conditions. That would

imply that polynomial representations are rewritten into a different form such that the Neumann or

Robin boundary conditions are enforced at the collocation points. Therefore, polynomial ϕ(x) is

not written simply as ϕ(x) = ηTpd(x) but instead in some other way, which in practice turns out

to be cumbersome as the transformation yields very complex polynomial reconstruction expressions.

Contrarily, this work proposes a new framework for the polynomial reconstructions considering a

more sophisticated least-squares procedure. The new approach improves the versatility of the local

approximations without loss of accuracy or efficiency, and it can handle genuine general boundary

conditions, including the ones of Neumann and Robin types.

The main idea in the polynomial reconstruction method is to collect a stencil of cell mean-values

in the vicinity of targeted mesh elements, which are used to compute the coefficients of the polynomial

reconstructions in the least-squares sense. Collocation points are defined in the vicinity of the boundary

edges to fulfil the boundary conditions, and the associated data (extracted from the prescribed boundary

conditions functions) is used to constrain the least-squares procedure and compute coefficients vector

η. Notice that, as the boundary conditions are enforced in the least-squares procedure, polynomial

reconstructions are always written as ϕ(x) = ηTpd(x) and no cumbersome transformations are

needed. In this way, one of the following two types of polynomial reconstructions is used. An

unconstrained polynomial reconstruction is applied when only the data in the stencil is used to adjust

the polynomial reconstruction. A constrained polynomial reconstruction is applied when prescribed

boundary conditions or the cell mean-values conservation need to be exactly fulfilled. Both types of

45



2.3. Polynomial reconstructions

polynomial reconstructions are obtained employing a weighted, possibly constrained, minimization

procedure in the least-squares sense.

2.3.1 Polynomial functions

Polynomial functions are considered to represent the local approximations of the underlying

solution. The local polynomial approximation of degree d > 0 can be written in a compacted form as

ϕ(x;η,m) = ηTpd(x−m) =
d∑
α=0

d−α∑
β=0

η(α,β)(x−mx)α
(
y−my

) β
, (2.8)

where vector pd(x) is a two-dimensional polynomial basis function vector of degree d (see some

examples in Table 2.2), and m =
(
mx,my

)
is a reference point used for conditioning purposes. Vector

η =
[
η(α,β)

]
gathers the polynomial coefficients associated to the monomial terms. For the sake

of simplicity and when it is explicit, the notation ϕ(x) B ϕ(x;η,m) is adopted to represent the

polynomial.

Table 2.2: Monomial terms in the polynomial basis function vector.

1 x y x2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2 xy3 y4

p1(x) X X X

p2(x) X X X X X X

p3(x) X X X X X X X X X X

p4(x) X X X X X X X X X X X X X X X

2.3.2 Stencil and weights

To provide an approximation of underlying solution φ(x), a mean-value approximations over

each cell ci, i ∈ CM, is considered, given as

φi ≈ 1
|ci |

∫
ci
φ(x)dx. (2.9)

All the NC mean-values are gathered in a vector Φ = [φi]i∈CM .

For a given mesh element of reference, a stencil S is a collection of s cell indices located in

its vicinity. A simple algorithm based on cells proximity can be implemented to collect S , but other

possibilities can also be considered to handle complex or particular situations. The goal of a stencil is

to use the associated data, φk , k ∈ S , to compute vector η for the local polynomial reconstruction

ϕ(x). The number of cell indices in the stencil depends on the degree of the polynomial basis function

and, eventually, on the type of the polynomial reconstruction to be computed, as seen later. Generally
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speaking, a polynomial reconstruction of degree d requires n = (d+1)(d+2)/2 coefficients and

thus a minimum of n cells has to be collected in stencil S . In accordance to the common practice,

a stencil of size s ≈ 1.5n is chosen to exceed that minimum, giving some freedom to compute the

polynomial reconstruction, which decreases matrices condition numbers and, consequently, improving

the procedure robustness [4].

A positive weight, denoted as ωk , is set for each cell index k ∈ S in the stencil. All the weights

are gathered in vector ω ∈ Rs. The weighting procedure is reported by T.J. Barth, 1992 [26], to

compute fluid dynamics solutions with unstructured meshes, with the purpose to reduce the influence

of data farther from the local reconstruction. Weights ωk B ω(dk ;δ, γ) are set as the inverse of

distance to a power of γ ∈ R, given as

ω(dk ;δ, γ) = 1
(δdk)γ +1

, (2.10)

where δ ∈ R+0 is a sensibility factor and dk = |mk −m| is the Euclidean distance between cell reference

point mk (the cell centroid) and polynomial reconstruction reference point m. The values of δ and γ

will be specified later.

2.3.3 Unconstrained polynomial reconstructions

For the unconstrained case, no constraint is applied and the optimal polynomial reconstruction

is solely sought in the approximated sense, for which a weighted cost functional from Rn to R is

considered, given as

F(η) =
∑
k∈S

ωk

[
1
|ck |

∫
ck
ϕ(x)dx−φk

]2
. (2.11)

The approximation procedure consists in seeking unique vector η̃ ∈ Rn that minimizes functional

F(η) in the least-squares sense, that is

η̃ = arg min
η
[F(η)]. (2.12)

An overdetermined system of s linear equations to solve for n unknowns arises, which can

be written in the matrix form as WAη = Wb. Matrix W ∈ Rs×s is a diagonal matrix given as

W = diag (ω) and vector b ∈ Rs is obtained from the mean-values in Φ with index in S . Matrix

A ∈ Rs×n is composed of entries ak,l , k = 1, . . ., s, l = 1, . . .,n, given as

ak,l =
1
|ck |

∫
ck
(x−mx)α

(
y−my

) βdx, (2.13)

where for each index l a pair (α, β), with α ∈ {0, . . .,d} and β ∈ {0, . . .,d −α}, is associated for a
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polynomial reconstruction of degree d. Assuming a local indexation of stencil S = {1,2, . . ., s} and

assuming that vector η writes as η = [η1 η2 . . . ηn]T, the system of linear equations in matrix form

then writes as



ω1 0 · · · 0

0 ω2 · · · 0
...

...
. . .

...

0 0 · · · ωs

︸                   ︷︷                   ︸
W



a1,1 a1,2 · · · a1,n

a2,1 a2,2 · · · a2,n
...

...
. . .

...

as,1 as,2 · · · as,n

︸                      ︷︷                      ︸
A



η1

η2
...

ηn

︸︷︷︸
η

=



ω1 0 · · · 0

0 ω2 · · · 0
...

...
. . .

...

0 0 · · · ωs

︸                   ︷︷                   ︸
W



φ1

φ2
...

φs

︸︷︷︸
b

. (2.14)

Finally, the solution of the unconstrained least-squares problem (2.12) provides vector η̃

that minimizes cost functional (2.11) and the associated unconstrained polynomial reconstruction is

denoted as ϕ̃(x) = η̃Tpd(x−m). Several minimization procedures can be derived to determine the

least-squares solution. In this work, the normal equations method is applied.

Following this procedure, unconstrained polynomial reconstruction for each inner edge ei j is

computed and denoted as ϕi j(x) = ηT
i jpd

(
x−mi j

)
. The reference point corresponds to the edge

midpoint, m B mi j , and the stencil, S B Si j , gathers s cells in the vicinity of the edge. The solution

of the associated unconstrained least-squares problem (2.12) provides vector η̃i j that minimizes

cost functional (2.11), and the associated unconstrained polynomial reconstruction is denoted as

ϕ̃i j(x) = η̃T
i jpd

(
x−mi j

)
.

2.3.4 Constrained polynomial reconstructions

The constrained case arises when it is necessary to exactly fulfil local boundary conditions

or preserve the conservation of some physical quantity. In addition to the linear equations to be

approximated in the least-squares sense, p linear constraints with respect to vector η, where 0 < p ≤ n,

must be fulfilled. For this purpose, a constraint functional from Rn to Rp is introduced and denoted as

G(η), which will be defined later. Mimicking the unconstrained polynomial reconstruction case, the

same weighted cost functional from Rn to R is considered given as

F(η) =
∑
k∈S

ωk

[
1
|ck |

∫
ck
ϕ(x)dx−φk

]2
. (2.15)

The approximation procedure consists in seeking unique vector η̂ ∈ Rn that minimizes functional

F(η) in the least-squares sense and, at the same time, exactly fulfils G(η) = 0, that is

η̂ = arg min
η
[F(η)] subject to G(η) = 0. (2.16)
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The least-squares method yields an overdetermined system of s linear equations for n unknowns,

which again can be written in the matrix form as WAη =Wb. Matrices W ∈ Rs×s and A ∈ Rs×n,

and vector b ∈ Rs are given as for the unconstrained polynomial reconstruction (2.14). Moreover, the

solution is obtained applying the linear constraints in the matrix form Cη = d with p equations for n

unknowns. Matrix C ∈ Rp×n gathers the coefficients of the linear constraints, assumed to be full rank,

while vector d ∈ Rp is the associated right-hand side.

Finally, the solution of the constrained least-squares problem (2.16) provides vector η̂

that minimizes cost functional (2.15) and exactly satisfies the linear constraints, and the associated

constrained polynomial reconstruction writes as ϕ̂(x)= η̂Tpd(x−m). Several minimization procedures

fulfilling linear constraints can be found in the literature, and this work considers the so-called linearly

constrained Lagrange Multipliers method. This topic is not elaborated, and more details are found in

the work of D.P. Bertsekas, 1982 [28].

2.3.4.1 Constrained polynomial reconstructions for cells

Constrained polynomial reconstruction for each cell ci is computed and denoted as ϕi(x) =
ηT

i pd(x−mi). The unknown polynomial coefficients vector is η B ηi, the reference point, m =mi, is

chosen to be the cell centroid, and stencil S = Si gathers s cells in the vicinity of the cell (excluding ci).

The corresponding mean-value, φi is an approximation of function φ(x) over cell ci, and to enforce

the conservation of φi in polynomial ϕi(x), constraint functional G(η)B Gi
(
ηi

)
is given as

Gi
(
ηi

)
=

1
|ci |

∫
ci
ϕi(x)dx−φi . (2.17)

Assuming that vector η writes as η = [η1 η2 . . . ηn]T, linear constraint Gi
(
ηi

)
= 0, with constraint

functional (2.17), writes in matrix form as

[
c1 c2 · · · cn

]
︸            ︷︷            ︸

C

[
η1 η2 . . . ηn

]T

︸              ︷︷              ︸
η

=

[
φi

]
︸︷︷︸

d

, (2.18)

with coefficients cl , l = 1, . . .,n, given as

cl =
1
|ci |

∫
ci

(
x−mi,x

)α (
y−mi,y

) βdx, (2.19)

where for each index l a pair (α, β), with α ∈ {0, . . .,d} and β ∈ {0, . . .,d −α}, is associated for a

polynomial reconstruction of degree d.

The solution of the associated constrained least-squares problem (2.16) provides vector η̂i that

minimizes cost functional (2.15) and exactly satisfies linear constraint (2.17), and the associated

constrained polynomial reconstruction writes as ϕ̂i(x) = η̂T
i pd(x−mi).
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2.3.4.2 Constrained polynomial reconstructions for boundary edges

Constrained polynomial reconstruction for each boundary edge eiF on computational boundary

subset ΓF
∆

, F ∈ {D,N,R}, with prescribed Dirichlet, Neumann, or Robin boundary conditions, is

computed and denoted as ϕiF(x) = ηT
iFpd(x−miF). The unknown polynomial coefficients vector is

η B ηiF , the reference point, m B miF , is chosen to be the edge midpoint, and stencil S B SiF

gathers s cells in the vicinity of the edge. Assume that piF =
(
piF,x, piF,y

)
is a point in the vicinity of

the edge with an associated outward unit normal vector viF =
(
viF,x,viF,y

)
, to be assigned later.

Constraint functional GiF(η) B G
(
ηiF

)
is defined according to the prescribed boundary

condition on physical boundary subset ΓF , as follows:

• For edge eiD on computational boundary subset ΓD
∆

, Dirichlet boundary condition (2.2) is

enforced in polynomial ϕiD(x) with right-hand side defined as giD B gD(piD) and constraint

functional GiF
(
ηiF

)
B GiD

(
ηiD

)
given as

GiD
(
ηiD

)
= ϕiD(piD)−giD; (2.20)

• For edge eiN on computational boundary subset ΓN
∆

, Neumann boundary condition (2.3) is

enforced in polynomial ϕiN(x) with parameter defined as κiN B κ
(
piN

)
, right-hand side defined

as giN B gN (
piN

)
, and constraint functional GiF

(
ηiF

)
B GiN

(
ηiN

)
given as

GiN
(
ηiN

)
= −κiN∇ϕiN

(
piN

) · viN−giN. (2.21)

• For edge eiR on computational boundary subset ΓR
∆

, Robin boundary condition (2.4) is

enforced in polynomial ϕiR(x) with parameters defined as αiR B αR(piR) and βiR B βR(piR),
right-hand side defined as giR B gR(piR), and constraint functional GiF

(
ηiF

)
B GiR

(
ηiR

)
given as

GiR
(
ηiR

)
= αiRϕiR(piR)+ βiR∇ϕiR(piR) · viR−giR. (2.22)

Assuming that vector η writes as η = [η1 η2 . . . ηn]T, linear constraint GiF
(
ηiF

)
= 0 writes in

matrix form as

[
c1 c2 · · · cn

]
︸            ︷︷            ︸

C

[
η1 η2 . . . ηn

]T

︸              ︷︷              ︸
η

=

[
giF

]
︸︷︷︸

d

, (2.23)

with coefficients cl , l = 1, . . .,n, for the Dirichlet, Neumann, and Robin cases given respectively as

cl =
(
piD,x −miD,x

)α (piD,y −miD,y
) β
, (2.24)
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cl = −κiN


α
(
piN,x −miN,x

)α−1 (piN,y −miN,y
) β

β
(
piN,x −miN,x

)α (piN,y −miN,y
) β−1


· viN, (2.25)

cl = αiR
(
piR,x −miR,x

)α (piR,y −miR,y
) β

+ βiR


α
(
piR,x −miR,x

)α−1 (piR,y −miR,y
) β

β
(
piR,x −miR,x

)α (piR,y −miR,y
) β−1


· viR,

(2.26)

where for each index l a pair (α, β), with α ∈ {0, . . .,d} and β ∈ {0, . . .,d −α}, is associated for a

polynomial reconstruction of degree d.

The solution of the associated constrained least-squares problem (2.16) provides vector η̂iF

that minimizes cost functional (2.15) and exactly satisfies linear constraints (2.20) to (2.22) for a

Dirichlet, Neumann, and Robin boundary conditions, respectively, and the associated constrained

polynomial reconstruction writes as ϕ̂iF(x) = η̂T
iFpd(x−miF).

Table 2.3 summarizes the required polynomial reconstructions associated with the cells, inner

edges, and boundary edges and the associated notation and constraint functional.

Table 2.3: Polynomial reconstructions associated with the cells, inner edges, and boundary edges.

Mesh elements Subset Notation Constraint functional

Inner edges ei j ⊂ Ω∆ ϕ̃i j(x) None (unconstrained)

Cells ci ⊂ Ω∆ ϕ̂i(x) Cell mean-value conservation, Equation (2.17)

Boundary edges

eiD ⊂ ΓD
∆

ϕ̂iD(x) Dirichlet boundary condition, Equation (2.20)

eiN ⊂ ΓN ϕ̂iN(x) Neumann boundary condition, Equation (2.21)

eiR ⊂ ΓR ϕ̂iR(x) Robin boundary condition, Equation (2.22)

2.4 Reconstruction for off-site data

The discretization of regular curved boundaries by polygons yields second-order accurate

geometrical approximations [6]. Therefore, if no specific treatment is used to handle the boundary

conditions accurately, the scheme usually converges with a maximal second-order of convergence.

In this regard, developing techniques dedicated to boundary conditions which are prescribed on

curved boundaries is of paramount importance to achieve very high-order of convergence. The

classical technique is based on the isoparametric elements method [2, 3], but similar approaches

have been designed specifically for the finite volume method. For example, the seminal paper of C.

Ollivier-Gooch et al., 2002 [4], introduces a technique to handle smooth curved boundaries based on

the constrained least-squares reconstruction method for the boundary edges. The proposed method
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enforces the boundary conditions at the quadrature points of the boundaries edges, which are also

used to numerically compute the heat fluxes derived from the finite volume formulation [29--31]. In

that way, these quadratures and, at the same time, collocation points, have to match the curved

physical boundary in order to achieve very high-order of convergence and, therefore, curved cells

are required (see Figure 2.3 where qiF,1 and qiF,2 are quadrature points and niF is the associated

unit normal vectors on the curved cell fitting the curved physical boundary). Moreover, determining

the quadrature points and associated outward unit normal vectors for curved edges and cells fitting

arbitrary curved boundaries is not a trivial task [27, 29--31], which often demands the use of

complex and computational intensive meshing algorithms [6]. Contrary to the isoparametric elements

method, the technique proposed in C. Ollivier-Gooch et al., 2002 [4], does not require non-linear

transformations. Still, the principal shortcoming remains, namely, the meshing algorithm to generate

curved mesh elements fitting curved boundaries and, besides, the high-order accurate quadrature

rules for integration on the curved mesh elements. Hence, handling arbitrary two- or three-dimensional

curved physical boundaries with such techniques turns out to be a cumbersome task that may result

into high computational costs [5--7].

qiF,1 miF qiF,2

niF,1 niF,2

eiF

ciΓF

Figure 2.3: Representation of a curved physical boundary fitted with a curved cell.

To avoid the use of curved mesh elements, a new technique proposed by R. Costa et al.,

2018 [1], handles solely polygonal representative approximations of curved boundaries. For given

boundary edge eiF on computatational boundary subset ΓF
∆

, the prescribed boundary condition is

evaluated at collocation point piF with outward unit normal vector viF . Then, a linear constraint is

defined at collocation point piF and is embedded in the least-squares method to compute polynomial

reconstruction ϕ̂iF(x) associated to edge eiF . For the Dirichlet, Neumann, and Robin boundary edges,

constraint functional GiF
(
ηiF

)
is defined in Equations (2.20--2.22), respectively. Notice that only one

collocation point per boundary edge is required and no exact location for piF was yet defined but,

as stated before, it is sought in the vicinity of the corresponding boundary edge. In the proposed

method, qiF,r , r = 1, . . .,R, are the quadrature points on straight edge eiF with outward unit normal

vector siF . Moreover, the key-point to handle curved boundaries with polygonal mesh elements is

to determine the appropriate constraints carefully, such that the polynomial reconstructions fulfil the

boundary conditions and provide a very high-order of convergence approximation of the underlying

solution. The following sections introduce several of such strategies.
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2.4.1 Naive method

A first and straightforward approach consists in constraining the least-squares method for the

boundary polynomial reconstructions with a collocation point and associated outward unit normal

vector on the computational boundary represented by edge eiF (see Figure 2.4). That is, collocation

point piF B miF (the edge midpoint) and the associated outward unit normal vector viF B siF (the

edge vector) are used in Equations (2.20--2.22). The parameters are defined as κiF B κ(miF),
αiF B αR(miF), and βiF B βR(miF) and the right-hand side is defined as giF B gF(miF). Such

an approach provides a maximal second-order of convergence since collocation point miF and

outward unit normal vector siF only represent second-order approximations with respect to the curved

physical boundary. Therefore, this approach can achieve a very high-order of convergence only if the

computational boundaries exactly match the physical ones. In other words, only if the boundaries are

polygonal. Notice that collocation point miF does not belong to the curved physical boundary, hence,

an extension of functions gF(x), F ∈ {D,N,R}, in the vicinity of the edge is required to guarantee

that the associated boundary condition makes sense.

miD
eiD ciΓD

Least-squares constraint
ϕiD (miD) =giD

miN
eiN ciΓN

Least-squares constraint
−κiN∇ϕiN (miN) · siN =giN

(a) Dirichlet boundary condition. (b) Neumann boundary condition.

miR
eiR ciΓR

Least-squares constraint
σiRϕiR (miR) + ρiR∇ϕiR (miR) · siR =giR

(c) Robin boundary condition.

Figure 2.4: Representation of the collocation point and the least-squares constraint for the Naive method.

2.4.2 Reconstruction for off-site data method

The reconstruction for off-site data method (shortened to ROD method) was introduced by R.

Costa et al., 2018 [1], to restore the very high-order of convergence for Dirichlet boundary conditions

on curved domains. In the present work, the method is extended to general boundary conditions such
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as the Neumann and Robin ones. The basic principle is based on an evaluation of the boundary

condition with collocation points on the physical boundary. At the same time, the heat flux computation

is carried out on the computational boundary. The term off-site data reminds the difference between

the data location (boundary condition on physical boundary Γ) and its use (flux computation on

computational boundary Γ∆). Therefore all computations are performed on the polygonal edges

but taking into account the information located on the physical boundary using, for that purpose,

the previously introduced constrained polynomial reconstructions for the boundary edges. The main

advantages of the ROD method are:

• Numerical integration of the heat fluxes and source terms are only carried out in the polygonal

computational domain and not in the curved physical domain.

• No curved mesh element is required.

• No geometrical transformation is required.

• No quadrature point for integration on the curved physical boundary is needed.

• The method is independent of the spatial dimension and the shape of the mesh elements.

To recover the optimal order of convergence and accuracy, the ROD method constrains the

least-squares methods with the boundary condition at the curved physical boundary instead of

the computational boundary, as in the Naive method (see Figure 2.5 where biF,1 is a collocation

point and niF is the associated unit normal vector on the curved physical boundary). That is,

collocation point piF B biF matching physical boundary ΓF and associated outward unit normal

vector viF B niF B n(biF) to the physical boundary at the same collocation point are determined

and used in Equations (2.20--2.22) (see Figure 2.6). The parameters are defined as κiF B κ(biF),
αiF B αR(biF), and βiF B βR(biF), and the right-hand side is defined as giF B gF(biF). In

practice, for the sake of simplicity, collocation point biF can be the orthogonal projection of edge

midpoint miF onto the associated physical boundary ΓF . Notice that quadrature points qiF,r do

belong to the straight edge of the boundary element where all the heat fluxes are computed. This

last point definitively distinguishes the ROD method from the one proposed by C. Ollivier-Gooch et

al., 2002 [4], where, in the latter, the authors use the same points (quadrature points on the curved

edges) both for the boundary condition collocation and for the heat flux integration.

qiF,1 miF qiF,2

biF

niF

siF

eiF
ciΓF

Figure 2.5: Representation of a curved physical boundary subset fitted with a polygonal cell.
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biD

eiD
ciΓD

Least-squares constraint
ϕiD (biD) =giD

biN

eiN ciΓN

Least-squares constraint
−κiN∇ϕiN (biN) · niN =giN

(a) Dirichlet boundary condition. (b) Neumann boundary condition.

biR

eiR ciΓR

Least-squares constraint
σiRϕiR (biR) + ρiR∇ϕiR (biR) · niR =giR

(c) Robin boundary condition.

Figure 2.6: Representation of the collocation point and the least-squares constraint for the ROD method.

2.4.3 Adaptive Reconstruction for off-site data method

For the ROD method, the entries of the linear constraints in Equations (2.20--2.22) explicitly

depend, by construction, on the physical boundary location via collocation points biF . An alternative

method, referred to as adaptive reconstruction for off-site data method (shortened to AROD method),

is introduced to handle boundary conditions on curved boundaries. Contrarily to the ROD method, in

the AROD method the physical boundary location is decoupled from the least-squares procedure.

Remark 2 One of the advantages of the AROD method over the ROD method lies in the treatment of

unsteady and time-dependent problems with moving or tracking boundaries/interfaces problems. In

these situations, the displacement of the physical boundary or interface can deteriorate the accuracy

of the previously computed polynomial reconstructions associated with the boundary edges and,

therefore, limit the convergence orders under mesh refinement. For instance, if the boundary is

parameterized by time, Γ(t), then collocation points biF
(
t1) , used in the ROD method to impose the

boundary conditions at time-step t = t1, do not necessarily represent the exact physical boundary at

time-step t = t2. Therefore, if the ROD method is applied at time-step t = t1 and if, hypothetically,

biF
(
t2) −biF

(
t1) =O (

h2) , then the convergence order at time-step t = t2 is limited to a maximal

second-order of convergence. In fact, as the performed least-squares procedure depends on the

physical boundary, collocation points biF
(
t1) do not represent exactly the boundary condition at the

current time-step, unless this procedure is recomputed for the new collocation points, biF
(
t2) . The

recomputation of the least-squares procedure is, therefore, required to recover the accuracy and the
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convergence order in the ROD method. On the other side, the AROD method can avoid this cost for

small perturbations of the physical boundary.

The three main ingredients are:

• A constrained polynomial reconstruction, ϕiF(x), for boundary edge eiF on computatational

boundary subset ΓF
∆

, with linear constraints (2.20--2.22), depending on the type of the boundary

condition (Dirichlet, Neumann, or Robin).

• A collocation point, biF , on physical boundary subset ΓF , where the fitting condition is

prescribed, and the associated outward unit normal vector, niF (for the cases of Neumann

and Robin boundary conditions). the parameters in Equations (2.20--2.22) are defined as

κiF B κ(biF), αiF B αR(biF), and βiF B βR(biF), and the right-hand side is defined as

giF B gF(biF).

• A real free-parameter, g, associated to edge midpoint miF , where the least-squares constraint

is imposed, and the associated outward unit normal vector, siF (for the cases of Neumann

and Robin boundary conditions). the parameters in Equations (2.20--2.22) are defined as

κiF B κ(miF), αiF B αR(miF), and βiF B βR(miF), and the right-hand side is defined as

giF B gF(miF).

Term fitting condition refers to the condition imposed at collocation point biF while, on the

other side, term least-squares constraint refers to the constraint imposed at edge midpoint miF

(see Figure 2.7). Both conditions are of the same type as the boundary condition type associated

to the edge but, while the fitting condition takes the value of the boundary condition function, the

least-squares constraint takes the value of free-parameter g. The basic idea of AROD method is to

constrain the least-squares method with the least-squares constraint (which does not exactly fulfil the

boundary condition at the physical boundary) and then to compute free-parameter g to fulfil the fitting

condition.

For boundary edge eiF on computational boundary subset ΓF
∆

, polynomial reconstruction

ϕiF(x) is computed solving least-squares problem (2.16) with constraint functional GiF
(
ηiF

)
, which

is defined according to the prescribed boundary condition on physical boundary subset ΓB, as follows:

• For edge eiD on computational boundary subset ΓD
∆

, polynomial reconstruction ϕiD(x) is

enforced with φ(miD) = g and constraint functional GiF
(
ηiF

)
B GiD

(
ηiD

)
is given as

GiD
(
ηiD

)
= ϕiD(miD)−g, (2.27)

which corresponds to Equation (2.20) where collocation point piD B miD corresponds to the

edge midpoint, and the right-hand side is replaced by free-parameter g (see Figure 2.7(a)).
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miD

biD

eiD ciΓD

Fitting condition
ϕiD (biD) =giD

Least-squares constraint
ϕiD (miD) =g

miN

biN

eiN ciΓN

Fitting condition
−κiN∇ϕiN (biN) · niN =giN

Least-squares constraint
−κiN∇ϕiN (miN) · siN =g

(a) Dirichlet boundary condition. (b) Neumann boundary condition.

miR

biR

eiR ciΓR

Fitting condition
σiRϕiR (biR) + ρiR∇ϕiR (biR) · niR =giR

Least-squares constraint
σiRϕiR (miR) + ρiR∇ϕiR (miR) · siR =g

(c) Robin boundary condition.

Figure 2.7: Representation of the collocation point and the least-squares constraint for the AROD method.

• For edge eiN on computational boundary subset ΓN
∆

, polynomial reconstruction ϕiN(x) is

enforced with −κ(miN)∇φ(miN) · siN = g and constraint functional GiF
(
ηiF

)
B GiN

(
ηiN

)
is

given as

GiN
(
ηiN

)
= −κiN∇ϕiN(miN) · siN−g, (2.28)

which corresponds to Equation (2.21) where collocation point piN B miN corresponds to the

edge midpoint, vector viN B siN corresponds to the edge outward unit normal vector, the

parameter is defined as κiN B κ(miN), and the right-hand side is replaced by free-parameter

g (see Figure 2.7(b)).

• For edge eiR on computational boundary subset ΓR
∆

, polynomial reconstruction ϕiR(x)
is enforced with αR(miR)φ(miR)+ βR(miR)∇φ(miR) · siR = g and constraint functional

GiF
(
ηiF

)
B GiR

(
ηiR

)
is given as

GiR
(
ηiR

)
= αiRϕiR(miR)+ βiR∇ϕiR(miR) · siR−g, (2.29)
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which corresponds to Equation (2.22) where collocation point piN B miN corresponds to the

edge midpoint, vector viN B siN corresponds to the edge outward unit normal vector, the

parameters are defined as αiN B αR(miN) and βiN B βR(miN), and the right-hand side is

replaced by free-parameter g (see Figure 2.7(c)).

Polynomial reconstruction coefficients in vector η̂iF are computed with the constrained

least-square procedure and, therefore, linearly depend on free-parameter g. Notice that, the

polynomial reconstruction procedure does not depend on the physical boundary but, instead, on the

edge midpoint. The fitting condition is introduced as an affine real valued functional B̂iF(g) depending

on parameter g, and is defined according to the prescribed boundary condition on physical boundary

subset ΓB, as follows:

• For edge eiD on computational boundary subset ΓD
∆

, polynomial reconstruction ϕiD(x) is

enforced with Dirichlet boundary condition φ(biD) = gD(biD), and functional B̂iF(g)B B̂iD(g)
is given as

B̂iD(g) = ϕiD(biD)−giD, (2.30)

which corresponds to Equation (2.20) where collocation point piD B biD matches the physical

boundary, and the right-hand side is defined as giD B gD(biD) (see Figure 2.7(a)).

• For edge eiN on computational boundary subset ΓN
∆

, polynomial reconstruction ϕiN(x) is

enforced with Neumann boundary condition −κ(biN)∇φ(biN) ·niN = gN(biN) and functional

B̂iF(g)B B̂iN(g) is given as

B̂iN(g) = −κiN∇ϕiN(biN) ·niN−giN, (2.31)

which corresponds to Equation (2.21) where collocation point piN B biN matches the physical

boundary, vector viN B niN is the associated outward unit normal vector, the parameter

is defined as κiN B κ(biN), and the right-hand side is defined as giN B gN(biN) (see

Figure 2.7(b)).

• For edge eiR on computational boundary subset ΓR
∆

, polynomial reconstruction ϕiR(x) is

enforced with Robin boundary condition αR(biR)φ(biR)+ βR(biR)∇φ(biR) · niR = gR(biR)
and functional B̂iF(g)B B̂iR(g) is given as

B̂iR(g) = αiRϕiR(biR)+ βiR∇ϕiR(biR) ·niR−giR, (2.32)

which corresponds to Equation (2.22) where collocation point piR B biR matches the physical

boundary, vector viR B niR is the associated outward unit normal vector, the parameters

are defined as αiR B αR(biR) and βiR B βR(biR), and the right-hand side is defined as

giR B gR(biR) (see Figure 2.7(c)).
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Functional B̂iF(g) depends on free-parameter g since polynomial reconstruction ϕiF(x) also

depends on it. Notice that the least-squares procedure is constrained with Equations (2.27--2.29) and

does not involve directly functional B̂iF(g). In order to exactly fulfill the boundary condition, the optimal

parameter, denoted as g∗, is sought such that the employed least-squares constraints (2.27--2.29)

and the fitting condition, given as B̂iF(g) = 0, are fulfilled simultaneously. Due to the linearity of

functional B̂iF(g) with respect to free-parameter g, the optimal parameter is determined as

g∗ = g0− ε B̂iF(g0)
B̂iF(g0+ ε)− B̂iF(g0)

, (2.33)

where g0 and ε , 0 are arbitrary scalars. In other words, the free-parameter in the least-squares

constraint is freely adjusted such that B̂iF(g) = 0 and therefore ϕ̂iF(biF) = giF . Although it seems

that two constraints are being applied to the least-squares problems, in fact only one constraint is

genuinely active, whose right-hand side (the value of g) serves as an intermediate value to fulfil the

fitting condition. In practice, scalar g0 = giF is chosen for robustness since parameter g∗ is relatively

close to giF as only smooth solutions are computed. Moreover, scalar ε = 1 is chosen in this work

as only normalized solutions are computed but, for the general case, values of the same order of

magnitude as the solution are preferable for robustness purposes.

Contrarily to the previous methods, the polynomial reconstruction ϕiF(x) does not depend

on the physical boundary location. Hence, its coefficients are given by a matrix-vector product

between the mesh-based structural matrix and the vector of local values φk , k ∈ SiF , and depends

on free-parameter g. Therefore, the structural matrix is evaluated only during the preprocessing

procedure, and the computational effort is reduced. Consequently, the evaluation of functional B̂iF(g)
is rather fast leading to an efficient computation of g∗. More importantly, AROD method generates

a polynomial reconstruction ϕ̂iF(x) which fulfils the prescribed boundary condition at the collocation

point on the physical boundary.

Remark 3 The AROD method has been designed for the situation where the physical boundary and its

associated collocation points evolve in time. In comparison with the ROD method, the AROD method

requires an additional step to compute parameter g∗. For such situations, the ROD method requires to

compute the structural matrix again and solve the associated least-squares problem, while the AROD

method reuses the initially computed structural matrix.

2.4.4 Adaptive reconstruction for off-site data-XY method

The least-squares constraint and the fitting condition for the AROD method have different

collocation points, outward unit normal vectors, and parameters, nonetheless, both are of the same

type. The fitting conditions have to agree with the type of the prescribed boundary condition,

Dirichlet, Neumann, or Robin. Additionally, the collocation points and outward unit normal vectors are

determined from the curved physical boundary to ensure a very high-order of convergence. Remind
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that, there is no reason for least-squares constraints (2.27--2.29) to correspond to the prescribed

boundary condition. In that regard, a different approach, referred to as adaptive reconstruction for

off-site data-XY method (shortened to AROD-XY method), is introduced, where X refers to the fitting

condition type and Y refers to the least-squares constraint type. The Dirichlet, Neumann, and Robin

types are identified with D, N, or R, respectively.

The formulation of the AROD-XY method strictly follows the AROD method (see Section 2.4.3),

where the only change occurs for the least-squares constraint. Consequently, only this difference is

addressed. Table 2.4 summarizes the constraints and fitting conditions used for each of the derivations

considered from the AROD-XY method.

Table 2.4: Description of the constraints and fitting conditions used for AROD-XY methods.

Method
Fitting condition Least-squares constraint

Type Equation Type Equation

AROD-DN
Dirichlet (2.30)

Neumann GiD
(
ηiD

)
= −κ(miD)∇ϕiD(miD) · siD−g

AROD-DR Robin GiD
(
ηiD

)
= αD(miD)ϕiD(miD)+ βD(miD)∇ϕiD(miD) · siD−g

AROD-ND
Neumann (2.31)

Dirichlet GiN
(
ηiN

)
= ϕiN(miN)−g

AROD-NR Robin GiN
(
ηiN

)
= αN(miN)ϕiN(miN)+ βN(miN)∇ϕiN(miN) · siN−g

AROD-RD
Robin (2.32)

Dirichlet GiR
(
ηiR

)
= ϕiR(miR)−g

AROD-RN Neumann GiR
(
ηiR

)
= −κ(miR)∇ϕiR(miR) · siR−g

Remark 4 When the fitting condition is of Dirichlet or Neumann types, but the least-squares constraint

is of Robin type, as in the AROD-DR and AROD-NR methods, functions αD(x), βD(x), αN(x), and

βN(x) are not prescribed from the model on that boundary subset, and, therefore, some definition is

required. In this work, functions αR(x) B u(x) ·n(x) and βR(x) B −κ(x) are chosen such that the

constrained Robin condition represents a total heat flux condition and has a physical meaning.

Remark 5 This approach can improve robustness to handle boundary conditions on curved boundaries,

when compared with the AROD method. On the other side, the AROD-XY method can handle situations

where the boundary condition type changes, for instance, from one time-step to another in a

time-dependent or unsteady problem, therefore avoiding to recompute the least-squares procedure.

Remark 6 In the proposed methods, polynomial reconstructions for each of the boundary edges are

enforced with the boundary conditions on a single collocation point, regardless of the convergence

order. In contrast, common practice employs multiple collocation points. Hence, each curved physical

boundary segment, delimited by the vertices of the boundary edges, is represented solely by one point,

which might not seem to be an accurate representation of the whole curved physical boundary to

provide a very high-order of convergence. Given that, it is legitimate to question the eventual impact of a

single collocation point per boundary polynomial reconstruction on the accuracy and robustness of the
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different strategies proposed in this work to handle curved boundaries with polygonal meshes. The first

attempt undertaken to devise the proposed method was formulated with multiple collocation points on

the curved boundary per boundary polynomial reconstruction. An exhaustive numerical verification was

performed varying the number of collocation points from one up to three -- notice that a sixth-order of

convergence quadrature rule on curved or polygonal line segments requires a minimum of three points.

Regardless of the convergence order, the obtained results show no significant and consistent accuracy

or robustness improvements when increasing the number of collocation points. In contrast, a slight

accuracy and efficiency deterioration occurred in the majority of the tests, when considering multiple

collocation points, in particular for Neumann and Robin boundary conditions. Therefore, a single

collocation point seems to be sufficient to achieve the very high-order of convergence. These results

may be related to the over-fitting and over-constraining of the boundary polynomial reconstructions,

which increase the least-squares matrices condition numbers and, consequently, negatively impact

the solution accuracy that is not counterbalanced by the additional information. On the other side,

remind that each boundary polynomial reconstruction is computed, not only with a single constraint to

enforce the boundary condition but also with the mean-values of the neighbour cells, which are fitted in

the least-squares sense. In turn, each mean-value is involved in the computation of several boundary

polynomial reconstructions since the associated cell is shared among many stencils. Moreover, it is

important to notice that, when higher polynomial degrees are considered, larger stencils of cells are

required for the computation. Hence, each boundary polynomial reconstruction intrinsically depends,

indeed, on several collocation points via other boundary polynomial reconstructions.

2.5 Finite volume discretization

The generic finite volume discretization derives from applying the divergence theorem to

Equation (2.1) over each cell ci, providing the integral equation

∫
∂ci
(u(x)φ(x)− κ(x)∇φ(x)) · si(x)dx =

∫
ci

f (x)dx, (2.34)

where ∂ci stands for the cell boundary and si(x) the associated outward unit normal vector. An

R-points Gaussian quadrature rule with weights ξr , r = 1, . . .,R, is considered for the line integration,

which provides a residual expression of order 2R for Equation (2.34), given as

∑
j∈Ni

��ei j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci | =O
(
h2R

i

)
, (2.35)

where hi =max j∈Ni
|ei j | and fi stands for an approximation of order 2R of the mean-value of source

term function f (x) over cell ci. Notice that, if cell ci is not triangular, a splitting into sub-triangles

sharing the cell centroid as a common vertex is used, and the quadrature rule is then applied in each

sub-triangle, as described in A. Ern et al., 2009 [32]. Physical convective and conductive heat fluxes
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at quadrature point qi j,r , denoted respectively as Ci j,r and Di j,r , are given as

Ci j,r =
(
u
(
qi j,r

)
· si j

)
φ
(
qi j,r

)
, (2.36)

Di j,r = −κ
(
qi j,r

)
∇φ

(
qi j,r

)
· si j . (2.37)

Notice that heat fluxes are intrinsically conservative on the inner edges, that is Ci j,r +Cji,r = 0 and

Di j,r +D ji,r = 0.

2.5.1 Numerical heat fluxes

Given the polynomial reconstructions, the approximations to the physical heat fluxes are then

computed on the edges, as follows.

For inner edge ei j , numerical convective and conductive heat fluxes Ci j,r and Di j,r at quadrature

points qi j,r , r = 1, . . .,R, are given as

Ci j,r = −C ji,r =
[
u
(
qi j,r

)
· si j

]+
ϕ̂i

(
qi j,r

)
+

[
u
(
qi j,r

)
· si j

]−
ϕ̂ j

(
qi j,r

)
, (2.38)

Di j,r = −D ji,r = −κ
(
qi j,r

)
∇ϕ̃i j

(
qi j,r

)
· si j, (2.39)

where [a]+ = max(0,a) and [a]− = min(0,a) for any scalar a ∈ R. Notice that, for the convective

heat fluxes the adjacent cell-based constrained polynomial reconstructions are used while for the

conductive heat fluxes the edge-based unconstrained polynomial reconstruction is used.

For boundary edge eiF on computational boundary subset ΓF
∆

, numerical convective and

conductive heat fluxes CiF,r and DiF,r at quadrature points qiF,r , r = 1, . . .,R, are given as

CiF,r =
[
u
(
qiF,r

) · siF
]+
ϕ̂i

(
qiF,r

)
+

[
u
(
qiF,r

) · siF
]−
ϕ̂iF

(
qiF,r

)
, (2.40)

DiF,r = −κ
(
qiF,r

)∇ϕ̂iF
(
qiF,r

) · siF . (2.41)

Notice that, for the convective heat fluxes the adjacent cell-based and edge-based constrained

polynomial reconstructions are used. In contrast, for the conductive heat fluxes, the edge-based

constrained polynomial reconstruction is used.

Notice that all the numerical heat fluxes are computed on the polygonal boundary edges of the

computational domain without any explicit reference to the physical domain. Similarly, the prescribed

boundary condition is taken into account via polynomial reconstructions ϕ̂iF and, therefore, no explicit

reference to the boundary condition does appear in the numerical scheme, which handles only two

situations, inner or boundary edges.

The constrained polynomial reconstructions associated to the boundary edges are computed

with the Naive (see Section 2.4.1), ROD (see Section 2.4.2), AROD (see Section 2.4.3), or AROD-XY
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(see Section 2.4.4) methods.

2.5.2 Residual operators

For any vector Φ in RNC of cell mean-value approximations of function φ(x), the residual

operator for each cell ci, defined as

Ri(Φ) =
∑
j∈Ni

��ei j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci |, (2.42)

corresponds to the finite volume scheme (2.35) in residual form. Gathering all the residual operators,

a global affine operator Φ→ H(Φ) is introduced. Vector Φ? ∈ RNC , solution of the system of

linear equations H(Φ) = 0, provides the cell mean-values approximations of the convection-diffusion

problem. A GMRES method, supplemented with a preconditioning matrix, is used to compute an

approximation of vector Φ?, similarly to the proposed methods in S. Clain et al., 2013 [25], and A.

Boularas et al., 2017 [27].

2.6 Numerical benchmark

The implementation of the proposed methods is verified, and their performance in terms of

accuracy and convergence orders are assessed, for which manufactured solutions are computed for

specific curved domains. The associated source term satisfies Equation (2.1) for given convective and

conductive coefficient functions. Notice that only smooth solutions of the steady-state two-dimensional

convection-diffusion equation are considered to achieve the optimal convergence order. To complete

Equation (2.1), Dirichlet, Neumann, or Robin boundary conditions are prescribed on the corresponding

boundary subsets, satisfying the associated manufactured solution. The method of verification consists

in assessing the order of the error convergence under mesh refinement, applying the different

techniques and methods proposed in this work to compute the approximate solution. Polygonal

structured and unstructured triangular meshes are considered.

The system of linear equations is solved in the condensed form with the GMRES method

where the number of degrees of freedom is DOF = nA+ nB corresponding to the approximate cell

mean-values of the temperature functions. For each cell ci in computational domain Ω∆, the error of

approximate cell mean-value φ∗i is determined having the exact cell mean-value given as

φi =
1
|ci |

∫
ci
φ(x)dx. (2.43)

Then, the relative errors in the L1- and L∞-norm, denoted as E1 and E∞, respectively, are determined
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as

E1 =

DOF∑
i=1

��φ∗i −φi

��|ci |

DOF∑
i=1
|ci |

, (2.44)

E∞ =
DOFmax
i=1

��φ∗i −φi

��. (2.45)

Consider two meshes for the same domain with different characteristic sizes, a number of

degrees of freedom of DOF1 and DOF2, respectively, associated relative errors in the L1-norm

of E1,1 and E1,2, respectively, and associated relative errors in the L∞-norm of E∞,1 and E∞,2,

respectively. Then, the convergence orders for the relative errors in the L1- and L∞-norms, denoted

as O1 and O∞, respectively, are given as

O1 = 2
���� ln

(
E1,1/E1,2

)
ln(DOF1/DOF2)

����, (2.46)

O∞ = 2
���� ln

(
E∞,1/E∞,2

)
ln(DOF1/DOF2)

����. (2.47)

The Naive, ROD, AROD, and AROD-XY methods are tested and compared with polynomial

reconstructions of degree d for all the mesh elements, with d ∈ {1,3,5} and tagged as Pd . For the

ROD, AROD, and AROD-XY methods, a second possibility will be assessed and consists in considering

degree d +1 solely for the boundary polynomial reconstructions enforced with a Neumann or Robin

boundary conditions. In contrast, degree d is considered for the others, and this case is tagged as

Pd/Pd+1.

The simulations are carried out considering the weighting function (2.10) with δ = 5h and

γ = 2, where h is the characteristic size of the reference edge or cell.

Remark 7 For the presented geometries, all the boundary edges intersect the curved physical boundary

at only two points, corresponding to the edge vertices. However, this approach has no particular

limitation and the boundary edges might intersect at one or several points, or even have no intersection

with the physical boundary, provided that the mismatch is of order O
(
h2) (larger mismatches are not

in the scope of this work). The crucial point of the proposed methods is that the collocation points to

enforce the boundary conditions have to match the curved physical boundary, regardless of its shape

or intersections. Notice, however, that only smooth curved boundaries are handled in this benchmark,

and only the two intersection points corresponding to the vertices of the boundary edges are expected

for fine enough meshes.
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2.6.1 Annular domain test case

A simple annular geometry is first addressed, consisting of an internal, ΓI, and external, ΓE,

circumferences centered at point (0,0) with radius rI = 0.5 and rE = 1, respectively (see Figure 2.8).

To perform the simulations, successive finer uniform Delaunay triangular are generated for

physical domains Ω (see Figure 2.8). The vertices of the boundary edges coincide with the physical

boundaries and all the cells in both meshes are polygonal such that the maximum gap between the

physical and the computational boundaries has magnitude order O
(
h2) , with h the characteristic

mesh size.
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(a) Annular domain. (b) Uniform Delaunay triangular mesh.

Figure 2.8: Domain and coarse mesh for the annular domain test case.

The analytic solution for this test case (see Figure 2.9) in polar coordinates (r, θ), with

r2 = x2+ y2 and θ = arctan(y/x), is given as

φ(r, θ) = a(exp(R(r))+ exp(−R(r))+ b)+1, in Ω, (2.48)

R(r) = 2r −(rE+ rI)
rE− rI

, in Ω, (2.49)

where r2 = x2+ y2 such that R ∈ [−1,1], and coefficients a,b ∈ R. Notice that, although the solution

is given in terms of r and θ, the problem is numerically solved in Cartesian coordinates. In order to

guarantee that φ(x) ∈ [1,2] in Ω, coefficients a and b are devised as

a =
1

2− exp(1)− exp(−1), (2.50)

b = −exp(1)− exp(−1). (2.51)
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The associated source term function is obtained after substituting manufactured solution (2.48) into

Equation (2.1) (see Figure 2.10).

Figure 2.9: Analytic solution for the annular domain test case.

(a) Pure convective case. (b) Pure conductive case.

Figure 2.10: Source term for the annular domain test case.

Two cases are addressed consisting of a pure convective case with radial velocity function

u(r, θ) = (cos(θ), sin(θ)) and a pure diffusion case with constant thermal conductivity function

κ(r, θ) = 1. For the former, internal boundary ΓI is prescribed with a constant Dirichlet boundary

condition given as gD(r, θ) = 1, x ∈ ΓI, and therefore ΓD = ΓI, whereas no boundary condition is

required for external boundary ΓE due to the velocity direction. For the latter, internal boundary ΓI

is prescribed with constant Dirichlet boundary condition function gD(x) = 1, while external boundary

ΓE is prescribed according to the following cases:

• Dirichlet-Dirichlet boundary conditions: a constant Dirichlet boundary condition with function

gD(r, θ) = 1, on ΓE. (2.52)
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• Dirichlet-Neumann boundary conditions: a constant Neumann boundary condition with function

gN(r, θ) = 4a(exp(1)− exp(−1)), on ΓE. (2.53)

• Dirichlet-Robin boundary conditions: a constant Robin boundary condition with functions

gR(r, θ) = 1+4a(exp(1)− exp(−1)), on ΓE, (2.54)

αR(r, θ) = 1, on ΓE, (2.55)

βR(r, θ) = 1, on ΓE. (2.56)

2.6.1.1 Pure convective case

The pure convective case is addressed, and simulations with successive finer uniform Delaunay

triangular meshes, polynomial degrees d = 1,3,5, and the Naive and ROD methods are carried out.

In Figure 2.11 is shown the errors distribution obtained from the Naive and ROD methods with Pd ,

d ∈ {1,3,5}, polynomial reconstructions, for a uniform Delaunay triangular mesh with 736 cells. As

observed, both the Naive and ROD methods seem to provide comparable errors distribution when P1

polynomial reconstructions are used. In fact, for the Naive method, the geometrical mismatch between

the boundary collocation points on the computational boundary and the physical boundary is of order

O
(
h2) , which is the same order of magnitude as the error for P1 polynomial reconstructions. On the

contrary, when P3 and P5 polynomial reconstructions are used, the Naive method noticeably provides

a stalled error resulting from the treatment of the internal boundary. Notice that, as there is no diffusion

term in this case study and a radial velocity field is prescribed, the external boundary represents an

outflow condition and, therefore, no boundary condition and curved boundary treatment is applied

here. As predicted, the solution accuracy is restored for high-degree polynomial reconstructions when

the ROD method is used since the boundary condition is fulfilled correctly on the internal curved

boundary.

Table 2.5 reports the obtained errors and corresponding convergence orders. As observed, the

Naive method provides at most a second-order of convergence order for both error norms, regardless

of the polynomial degree considered. Such results are expected attending to the geometrical mismatch

of order O
(
h2) between the collocation points on the computational boundary and the physical

boundary. Contrarily, the ROD method effectively restores the optimal fourth- and sixth-order of

convergence for polynomial degrees d = 3,5e, respectively, while no oscillations were obtained. The

results support the capability of the ROD method to overcome the second-order limitation expected for

those approaches without an appropriate treatment of curved boundaries. Notice that the hyperbolic

term is treated without any difficulty, no non-physical oscillations appear due to the upwind heat flux

used for the convective contribution, and the steady-state scheme is unconditionally stable with respect

to the characteristic mesh size.
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(a) Naive method, polynomial degree d = 1. (b) ROD method, polynomial degree d = 1.
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(c) Naive method, polynomial degree d = 3. (d) ROD method, polynomial degree d = 3.
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(e) Naive method, polynomial degree d = 5. (f) ROD method, polynomial degree d = 5.

Figure 2.11: Relative errors distribution obtained from the pure convective case.
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Table 2.5: Relative errors and convergence orders obtained in the pure convective case.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Naive method with Pd

736 3.65E−03 --- 1.48E−02 --- 2.72E−03 --- 4.11E−03 --- 2.78E−03 --- 4.05E−03 ---

2 828 8.96E−04 2.09 5.25E−03 1.54 7.73E−04 1.87 1.15E−03 1.89 7.79E−04 1.89 1.15E−03 1.87

11 500 2.35E−04 1.91 1.87E−03 1.47 1.94E−04 1.97 2.89E−04 1.97 1.95E−04 1.98 2.90E−04 1.97

45 248 6.37E−05 1.90 6.47E−04 1.55 5.01E−05 1.98 7.49E−05 1.97 5.02E−05 1.98 7.49E−05 1.98

177 880 1.69E−05 1.94 2.21E−04 1.57 1.27E−05 2.00 1.91E−05 2.00 1.27E−05 2.00 1.91E−05 2.00

ROD method with Pd

736 2.96E−03 --- 1.19E−02 --- 6.64E−05 --- 2.12E−04 --- 1.15E−05 --- 4.04E−05 ---

2 828 7.66E−04 2.01 4.66E−03 1.39 7.19E−06 3.30 2.52E−05 3.17 4.34E−07 4.87 1.25E−06 5.17

11 500 2.00E−04 1.92 1.73E−03 1.42 4.82E−07 3.85 1.95E−06 3.65 7.73E−09 5.74 2.36E−08 5.66

45 248 5.43E−05 1.90 6.09E−04 1.52 3.65E−08 3.77 2.22E−07 3.18 1.71E−10 5.57 6.18E−10 5.32

177 880 1.48E−05 1.90 2.02E−04 1.61 2.38E−09 3.99 1.33E−08 4.11 2.98E−12 5.91 1.41E−11 5.52

2.6.1.2 Pure conductive case

The pure conductive case is addressed, and simulations with successive finer uniform Delaunay

triangular meshes, polynomial degrees d = 1,3,5, and the Naive and ROD methods are carried out.

The Dirichlet boundary conditions on both boundaries are firstly addressed and Table 2.6 reports

the errors and the corresponding convergence orders obtained from the Naive and ROD methods

with Pd , d ∈ {1,3,5}, polynomial reconstructions. Similarly to the pure convective case, the Naive

method provides at most a second-order of convergence for both error norms, regardless of the

polynomial degree. In contrast, the ROD method restores the optimal convergence orders with no

oscillations obtained. Once again, the results highlight the capability of the ROD method to overcome

the second-order limitation, in that case for the elliptic term.

The Neumann boundary condition is now prescribed for external boundary ΓE and Table 2.7

reports the errors and the corresponding convergence orders obtained from the Naive method, ROD

method with Pd , and Pd/Pd+1, d ∈ {1,3,5}, polynomial reconstructions. Inexorably the Naive method

provides at most a second-order of convergence for both error norms, regardless of the polynomial

degree. On the other side, the ROD method with Pd , d = 1,3,5, polynomial reconstructions achieves

second-, third-, and fifth-order of convergence, respectively. In contrast, the second-, fourth-, and

sixth-order of convergence were achieved for the previous Dirichlet-Dirichlet boundary conditions case.

The scheme is slightly modified to overcome the problem considering (d+1)-degree polynomial

reconstructions for the Neumann boundary edges while d-degree polynomial reconstructions are kept

for the remaining edges and cells. With that approach, a small performance penalty is accepted since

additional coefficients for the Pd+1 polynomial reconstructions, in comparison with the Pd ones, have

to be computed in the associated least-squares procedure. In practice, this penalty is acceptable
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Table 2.6: Relative errors and convergence orders obtained in the pure conductive case with Dirichlet-Dirichlet

boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Naive method with Pd

736 7.71E−03 --- 1.40E−02 --- 1.49E−03 --- 3.84E−03 --- 1.50E−03 --- 3.90E−03 ---

2 828 2.31E−03 1.79 4.15E−03 1.80 4.06E−04 1.93 1.13E−03 1.82 4.06E−04 1.94 1.13E−03 1.84

11 500 5.90E−04 1.95 1.11E−03 1.89 1.03E−04 1.96 2.87E−04 1.95 1.03E−04 1.96 2.87E−04 1.95

45 248 1.50E−04 2.00 3.09E−04 1.86 2.63E−05 1.99 7.45E−05 1.97 2.63E−05 1.99 7.46E−05 1.97

177 880 3.54E−05 2.11 8.37E−05 1.91 6.65E−06 2.01 1.90E−05 2.00 6.65E−06 2.01 1.90E−05 2.00

ROD method with Pd

736 7.52E−03 --- 1.29E−02 --- 3.03E−05 --- 1.06E−04 --- 3.92E−06 --- 1.93E−05 ---

2 828 2.21E−03 1.82 3.73E−03 1.84 2.00E−06 4.04 1.24E−05 3.19 1.29E−07 5.07 9.48E−07 4.48

11 500 5.68E−04 1.94 1.01E−03 1.86 2.55E−07 2.94 1.30E−06 3.21 1.16E−09 6.72 9.83E−09 6.51

45 248 1.44E−04 2.00 2.64E−04 1.95 1.84E−08 3.84 8.70E−08 3.95 2.55E−11 5.57 2.74E−10 5.23

177 880 3.38E−05 2.12 7.35E−05 1.87 8.63E−10 4.47 5.53E−09 4.02 5.36E−13 5.64 6.55E−12 5.46

according to the relatively small number of Pd+1 polynomial reconstructions, which are around 3--4%
of the total number of polynomial reconstructions for uniform Delaunay triangular meshes generated

for the annular domain. As seen in Table 2.7, applying the ROD method with Pd/Pd+1, d ∈ {1,3,5},
polynomial reconstructions, the optimal convergence orders are restored. Notice that the IEEE 745

floating-point precision is attained with polynomial degree d = 5 for the last mesh and, therefore, it

does not make sense to calculate convergence order for this line.

Last, a Robin boundary condition is prescribed on external boundary ΓE, and Table 2.8 reports

the errors and corresponding convergence orders obtained from the Naive and ROD methods with

Pd and with Pd/Pd+1, d ∈ {1,3,5}, polynomial reconstructions. The results are consistent with the

conclusions previously drawn: the Naive method is limited to a second-order of convergence and the

ROD method with Pd , d ∈ {3,5}, polynomial reconstructions do not achieve the optimal convergence

orders. On the other side, the ROD method with Pd/Pd+1, d ∈ {3,5}, polynomial reconstructions

seems to effectively increase the approximated solution accuracy and provides the expected fourth-

and sixth-order of convergence, respectively.

2.6.2 Rose-shaped domain test case

The convection-diffusion problem is now addressed in a complex shape the boundaries of which

cannot be parameterized by polynomial terms. For this purpose, a diffeomorphism is applied to the

annular domain resulting in a rose-shaped domain (see Figure 2.12) as follows. This consists in a
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Table 2.7: Relative errors and convergence orders obtained in the pure conductive case with Dirichlet-Neumann

boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Naive method with Pd

736 5.85E−03 --- 1.35E−02 --- 2.15E−03 --- 3.94E−03 --- 2.24E−03 --- 4.14E−03 ---

2 828 2.16E−03 1.48 4.12E−03 1.76 5.11E−04 2.14 1.12E−03 1.87 5.21E−04 2.16 1.12E−03 1.94

11 500 4.46E−04 2.25 1.09E−03 1.89 1.35E−04 1.90 2.86E−04 1.95 1.37E−04 1.91 2.86E−04 1.95

45 248 1.55E−04 1.54 3.10E−04 1.84 3.42E−05 2.00 7.44E−05 1.96 3.44E−05 2.01 7.44E−05 1.96

177 880 5.24E−05 1.58 1.03E−04 1.60 8.60E−06 2.02 1.90E−05 1.99 8.63E−06 2.02 1.90E−05 1.99

ROD method with Pd

736 2.27E−03 --- 9.39E−03 --- 3.27E−05 --- 1.15E−04 --- 1.93E−05 --- 3.65E−05 ---

2 828 1.02E−03 1.19 2.96E−03 1.71 1.06E−05 1.67 2.13E−05 2.50 3.86E−07 5.81 8.84E−07 5.53

11 500 1.87E−04 2.42 8.03E−04 1.86 2.39E−06 2.13 4.02E−06 2.38 1.56E−08 4.58 2.86E−08 4.89

45 248 7.99E−05 1.24 2.35E−04 1.80 3.22E−07 2.92 5.33E−07 2.95 5.12E−10 4.99 9.08E−10 5.04

177 880 3.33E−05 1.28 8.41E−05 1.50 3.68E−08 3.17 6.34E−08 3.11 1.64E−11 5.03 3.64E−11 4.70

ROD method with Pd/Pd+1

736 6.07E−03 --- 1.07E−02 --- 3.35E−05 --- 1.06E−04 --- 1.03E−05 --- 2.04E−05 ---

2 828 2.14E−03 1.54 3.19E−03 1.80 2.44E−06 3.89 1.25E−05 3.18 3.38E−07 5.07 9.78E−07 4.51

11 500 4.56E−04 2.21 9.21E−04 1.77 6.31E−07 1.93 1.33E−06 3.20 3.36E−09 6.57 9.97E−09 6.54

45 248 1.57E−04 1.55 2.97E−04 1.65 5.01E−08 3.70 8.95E−08 3.94 6.93E−11 5.67 2.76E−10 5.24

177 880 5.29E−05 1.59 1.15E−04 1.38 1.39E−09 5.24 5.51E−09 4.07 5.64E−12 --- 6.30E−11 ---

periodic transformation of its boundaries given in polar coordinates (r, θ) by

ΓI :

x

y


= RI(θ;rI, αI)


cos(θ)
sin(θ)


, (2.57)

ΓE :

x

y


= RE(θ;rE, αE)


cos(θ)
sin(θ)


, (2.58)

Functions RI(θ) B RI(θ;rI, αI) and RE(θ) B RE(θ;rE, αE) represent the transformed rays of the

internal and external boundaries, respectively, having initial constant rays rI,rE ∈ R and coefficients

αI, αE ∈ R, and are given respectively as

RI(θ;rI, αI) = rI

(
1+

1
20

sin(αIθ)
)
, (2.59)

RE(θ;rE, αE) = rE

(
1+

1
20

sin(αEθ)
)
. (2.60)
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Table 2.8: Relative errors and convergence orders obtained in the pure conductive case with Dirichlet-Robin

boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Naive method with Pd

736 6.44E−03 --- 1.36E−02 --- 1.85E−03 --- 3.80E−03 --- 1.90E−03 --- 3.85E−03 ---

2 828 2.16E−03 1.62 4.12E−03 1.78 4.62E−04 2.06 1.12E−03 1.81 4.67E−04 2.08 1.12E−03 1.83

11 500 4.89E−04 2.12 1.10E−03 1.89 1.20E−04 1.92 2.86E−04 1.95 1.21E−04 1.93 2.86E−04 1.95

45 248 1.49E−04 1.74 3.09E−04 1.85 3.05E−05 2.00 7.45E−05 1.96 3.06E−05 2.00 7.45E−05 1.97

177 880 4.44E−05 1.77 9.17E−05 1.78 7.69E−06 2.01 1.90E−05 2.00 7.71E−06 2.01 1.90E−05 2.00

ROD method with Pd

736 3.96E−03 --- 9.97E−03 --- 3.00E−05 --- 1.10E−04 --- 1.08E−05 --- 2.24E−05 ---

2 828 1.44E−03 1.51 3.03E−03 1.77 6.87E−06 2.19 1.52E−05 2.94 2.19E−07 5.80 9.10E−07 4.76

11 500 3.09E−04 2.19 8.14E−04 1.87 1.51E−06 2.16 2.59E−06 2.52 8.95E−09 4.56 1.75E−08 5.63

45 248 1.02E−04 1.62 2.35E−04 1.81 1.98E−07 2.97 3.25E−07 3.03 2.95E−10 4.98 5.52E−10 5.05

177 880 3.25E−05 1.67 8.43E−05 1.50 2.25E−08 3.18 3.82E−08 3.13 9.84E−12 4.97 4.62E−11 3.62

ROD method with Pd/Pd+1

736 5.44E−03 --- 1.04E−02 --- 3.03E−05 --- 1.06E−04 --- 8.15E−06 --- 2.00E−05 ---

2828 1.83E−03 1.62 3.08E−03 1.80 1.88E−06 4.13 1.24E−05 3.19 2.58E−07 5.13 9.67E−07 4.50

11500 4.09E−04 2.13 8.42E−04 1.85 4.30E−07 2.11 1.31E−06 3.20 2.54E−09 6.59 9.92E−09 6.53

45248 1.28E−04 1.70 2.47E−04 1.79 3.39E−08 3.71 8.74E−08 3.96 5.26E−11 5.66 2.76E−10 5.23

177880 3.91E−05 1.73 9.53E−05 1.39 5.55E−10 6.01 5.54E−09 4.03 1.73E−11 --- 1.11E−10 ---

The resulting geometry is designated rose-shaped domain because it resembles rose petals. In this

case study, initial rays rI = 0.5 and rE = 1 and coefficients αI = 5 and αE = 8 are considered. Notice

that the annular geometry is recovered assigning αI = αE = 0. Outward unit normal vectors on the

internal and external boundaries, nI B nI(θ) and nE B nE(θ), respectively, are obtained applying

the chain rule and are given as

nI(θ) = 1
(RI(θ))2+ (∂θRI(θ))2


−RI(θ)cos(θ)− ∂θRI(θ)sin(θ)
−RI(θ)sin(θ)+ ∂θRI(θ)cos(θ)


, (2.61)

nE(θ) = −1
(RE(θ))2+ (∂θRE(θ))2


−RE(θ)cos(θ)− ∂θRE(θ)sin(θ)
−RE(θ)sin(θ)+ ∂θRE(θ)cos(θ)


, (2.62)

where ∂θRI(θ) and ∂θRE(θ) are the derivatives of RI(θ) and RE(θ), respectively, in order to variable

θ.

The simulations are performed with successive finer uniform Delaunay triangular or uniform

structured quadrilateral meshes generated for physical domain Ω (see Figure 2.12). The vertices

of the boundary edges coincide with the physical boundaries and all the cells in both meshes are
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polygonal such that the maximum gap between the physical and the computational boundaries has

magnitude order O
(
h2) , with h the characteristic mesh size.
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(a) Rose-shaped domain.
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(b) Uniform Delaunay triangular mesh. (c) Uniform structured quadrilateral mesh.

Figure 2.12: Domain and coarse meshes for the rose-shaped domain test case.

For this domain, the manufactured solution (see Figure 2.13) is expressed in terms of polar

coordinates (r, θ) as

φ(r, θ) = a(exp(R(r, θ))+ exp(−R(r, θ))+ b)+1, in Ω, (2.63)

R(r, θ) = 2r −(RE(θ)+ rI)
RE(θ)− rI

, in Ω, (2.64)

where r2 = x2+ y2 such that R ∈ [−1,1], and coefficients a,b ∈ R. Notice that, although the solution
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is given in terms of r and θ, the problem is numerically solved using the Cartesian coordinates. In

order to guarantee that φ(x) ∈ [1,2] in Ω, coefficients a and b are devised as

a = 1/(2− exp(1)− exp(−1)), (2.65)

b = −exp(1)− exp(−1) (2.66)

The associated source term function is obtained after substituting manufactured solution (2.63) into

Equation (2.1) (see Figure 2.14).

Figure 2.13: Analytic solution for the rose-shaped domain test case.

Figure 2.14: Source term for the rose-shaped domain test case.

A convection-diffusion case is considered setting a constant thermal conductivity function

κ(r, θ) = 1 and a constant radial velocity field u(r, θ) = (cos(θ), sin(θ)). Internal boundary ΓI is

prescribed with a non-constant Dirichlet boundary condition, while external boundary ΓE is prescribed

with one of the following cases:

• Dirichlet-Dirichlet boundary conditions: a constant Dirichlet boundary condition.
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• Dirichlet-Neumann boundary conditions: a non-constant Neumann boundary condition.

• Dirichlet-Robin boundary conditions: a non-constant Robin boundary condition with functions

αR(r, θ) = (θ + π)(θ − π)/π2, on ΓE, (2.67)

βR(r, θ) = 1−αR(θ), on ΓE. (2.68)

In the previous cases, the associated boundary conditions functions are determined from the analytic

solution resulting in cumbersome expressions, which are not provided for the sake of compactness.

2.6.2.1 Dirichlet-Dirichlet boundary conditions

The test case is firstly addressed with Dirichlet-Dirichlet boundary conditions, and simulations

with successive finer uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, and the

ROD and AROD methods with Pd/Pd+1 are carried out. Table 2.9 reports the errors and corresponding

convergence orders. As observed, the optimal convergence orders are obtained with this complex

geometry, and the ROD and AROD methods perform comparably in terms of accuracy.

The AROD-DN and AROD-DR methods are assessed considering the least-squares constraint,

applied to compute the polynomial reconstruction for the boundary edges, of Neumann and Robin

types, respectively. At the same time, the fitting condition remains of Dirichlet type. Only the boundary

edges associated with the external boundary are treated with the AROD-DN or AROD-DR methods. In

contrast, those associated with the internal boundary are treated with the AROD method. When the

AROD-DN and AROD-DR methods are used, no GMRES residual convergence was obtained with the

last two meshes and polynomial degree d = 5 for the applied stopping criteria. On the other side,

for the cases where residual convergence is achieved, the AROD-DN and AROD-DR methods provide

similar accuracy to the ROD and AROD methods.

To deeper investigate this issue, Table 2.10 reports the number of GMRES iterations in the

ROD, AROD, AROD-DN, and AROD-DR methods. A comparable number of GMRES iterations between

the ROD and AROD methods is always observed regardless of the polynomial degree and mesh used.

However, when the polynomial degree increases and the characteristic mesh size decreases, the

AROD-DN and AROD-DR methods provide a larger number of iterations. This behaviour is possibly due

to the gradient contribution in the least-squares constraint of Neumann or Robin type in the polynomial

reconstruction for each boundary edge, which is used to fulfil a fitting condition of Dirichlet type. Such

choice seems to increase the condition number of the system of linear equations, slowing down or

even destroying the residual convergence.

75



2.6. Numerical benchmark

Table 2.9: Relative errors and convergence orders obtained in the rose-shaped domain test case with

Dirichlet-Dirichlet boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

ROD method with Pd

750 7.18E−03 --- 1.31E−02 --- 7.61E−05 --- 4.95E−04 --- 3.64E−05 --- 3.00E−04 ---

3 144 1.85E−03 1.89 3.76E−03 1.75 5.03E−06 3.79 3.55E−05 3.68 9.28E−07 5.12 1.62E−05 4.07

12 482 4.77E−04 1.97 1.15E−03 1.71 2.94E−07 4.12 3.46E−06 3.38 1.60E−08 5.89 4.04E−07 5.36

50 102 1.15E−04 2.05 3.03E−04 1.92 2.05E−08 3.84 2.71E−07 3.66 2.85E−10 5.80 1.22E−08 5.03

199 636 2.91E−05 1.99 8.68E−05 1.81 1.28E−09 4.01 1.88E−08 3.86 3.89E−12 6.21 1.75E−10 6.14

AROD method with Pd

750 7.19E−03 --- 1.32E−02 --- 7.51E−05 --- 4.94E−04 --- 3.57E−05 --- 3.00E−04 ---

3 144 1.85E−03 1.89 3.77E−03 1.75 5.02E−06 3.78 3.51E−05 3.69 9.20E−07 5.10 1.61E−05 4.09

12 482 4.77E−04 1.97 1.16E−03 1.71 2.94E−07 4.12 3.46E−06 3.36 1.60E−08 5.87 4.04E−07 5.34

50 102 1.15E−04 2.05 3.03E−04 1.93 2.05E−08 3.83 2.71E−07 3.66 2.85E−10 5.80 1.22E−08 5.04

199 636 2.91E−05 1.99 8.68E−05 1.81 1.28E−09 4.00 1.88E−08 3.86 3.93E−12 6.20 1.75E−10 6.14

AROD-DN method with Pd

750 6.58E−03 --- 1.24E−02 --- 6.97E−05 --- 4.79E−04 --- 3.48E−05 --- 2.91E−04 ---

3 144 1.67E−03 1.92 3.49E−03 1.76 4.92E−06 3.70 3.29E−05 3.74 8.84E−07 5.13 1.52E−05 4.11

12 482 4.31E−04 1.96 1.07E−03 1.72 2.81E−07 4.15 3.27E−06 3.35 1.67E−08 5.76 4.28E−07 5.18

50 102 1.03E−04 2.06 2.71E−04 1.97 1.97E−08 3.82 2.57E−07 3.66 --- --- --- ---

199 636 2.63E−05 1.98 7.74E−05 1.82 1.27E−09 3.97 1.91E−08 3.76 --- --- --- ---

AROD-DR method with Pd

750 6.58E−03 --- 1.24E−02 --- 6.97E−05 --- 4.79E−04 --- 3.48E−05 --- 2.91E−04 ---

3 144 1.67E−03 1.92 3.50E−03 1.76 4.92E−06 3.70 3.29E−05 3.74 8.84E−07 5.13 1.52E−05 4.11

12 482 4.31E−04 1.96 1.07E−03 1.72 2.81E−07 4.15 3.27E−06 3.35 1.67E−08 5.76 4.28E−07 5.18

50 102 1.03E−04 2.06 2.71E−04 1.97 1.97E−08 3.82 2.57E−07 3.66 --- --- --- ---

199 636 2.63E−05 1.98 7.74E−05 1.82 1.27E−09 3.97 1.91E−08 3.76 --- --- --- ---

Table 2.10: Number of GMRES iterations obtained in the rose-shaped domain test case with Dirichlet-Dirichlet

boundary conditions.

d = 1 d = 3 d = 5

DOF ROD AROD
AROD

-DN

AROD

-DR
ROD AROD

AROD

-DN

AROD

-DR
ROD AROD

AROD

-DN

AROD

-DR

750 80 40 80 80 80 80 120 120 120 80 280 240

3 144 80 80 120 120 120 120 200 200 200 160 400 400

12 482 120 120 200 200 200 200 440 440 440 320 1 360 1 440

50 102 240 240 400 400 440 440 920 920 600 600 >20 000 >20 000

199 636 520 520 800 800 960 960 2 240 2 240 1 200 1 160 >20 000 >20 000
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2.6.2.2 Dirichlet-Neumann boundary conditions

The same test case with Dirichlet-Neumann boundary conditions is addressed, and simulations

with successive finer uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, and the ROD

and AROD methods with Pd/Pd+1 are carried out. Table 2.11 reports the errors and corresponding

convergence orders. As previously observed, the optimal convergence orders are obtained with this

complex geometry, and the ROD and AROD methods perform very comparably. Still, for the latter one,

no residual convergence was obtained with the last mesh and polynomial degree d = 5.

Similarly to the case with Dirichlet-Dirichlet boundary conditions, the assessment of the AROD-ND

and AROD-NR methods is performed considering the least-squares constraint, applied to compute the

polynomial reconstructions for the boundary edges, of Dirichlet and Robin types, respectively, while the

fitting condition is of Neumann type. Only the boundary edges associated with the external boundary

are treated with the AROD-ND or AROD-NR methods. In contrast, those associated with the internal

boundary are treated with the AROD method for a more rigorous analysis. As for the AROD method,

when the AROD-NR method is applied no residual convergence was obtained with the last mesh and

polynomial degree d = 5 although, for the cases where residual convergence is achieved, similar

accuracy is obtained to the ROD and AROD methods. Moreover, the residual convergence is achieved

with all meshes and polynomial degrees when the AROD-ND method is used.

In Table 2.12, the number of GMRES iterations are reported. The results confirm that a different

number of iterations are required when the polynomial degree increases or the characteristic mesh

size decreases. Concerning the AROD-NR method, the number of GMRES iterations to achieve residual

convergence is comparable to the results obtained for the AROD method. The number of GMRES

iterations in the AROD-ND method are always comparable to the ROD method ones and smaller than

those for the AROD and AROD-NR methods. In conclusion, considering a least-squares constraint

of Dirichlet type instead of Neumann or Robin type seems to perform better and provides better

conditioning, even when the fitting and the boundary conditions are of Neumann type.

2.6.2.3 Dirichlet-Robin boundary conditions

The same test case with Dirichlet-Robin boundary conditions is addressed, and simulations with

successive finer uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, and the ROD

and AROD methods with Pd/Pd+1 are carried out. Table 2.13 reports the errors and corresponding

convergence orders. The results are following the ones obtained in the previous Dirichlet-Dirichlet and

Dirichlet-Neumann boundary conditions cases, providing the optimal convergence order for the ROD

and AROD methods with comparable accuracy.

In Table 2.14, the number of GMRES iterations are reported. As observed before, when the

polynomial degree increases or the characteristic mesh size decreases, the AROD-RD method always

performs comparably to the ROD method. In contrast, the AROD-RN and AROD methods require more
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Table 2.11: Relative errors and convergence orders obtained in the rose-shaped domain test case with

Dirichlet-Neumann boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

ROD method with Pd/Pd+1

750 3.33E−03 --- 8.50E−03 --- 9.41E−05 --- 5.36E−04 --- 7.51E−05 --- 5.35E−04 ---

3 144 9.34E−04 1.77 2.72E−03 1.59 5.29E−06 4.02 3.66E−05 3.74 1.73E−06 5.27 1.63E−05 4.87

12 482 2.31E−04 2.02 8.20E−04 1.74 3.83E−07 3.81 3.44E−06 3.43 2.58E−08 6.10 4.04E−07 5.36

50 102 5.78E−05 2.00 2.28E−04 1.84 3.98E−08 3.26 2.72E−07 3.65 5.07E−10 5.66 1.22E−08 5.04

199 636 1.52E−05 1.93 8.29E−05 1.46 3.00E−09 3.74 1.88E−08 3.86 6.99E−12 6.20 1.75E−10 6.14

AROD method with Pd/Pd+1

750 3.30E−03 --- 8.40E−03 --- 9.38E−05 --- 5.34E−04 --- 7.57E−05 --- 5.40E−04 ---

3 144 9.30E−04 1.77 2.71E−03 1.58 5.29E−06 4.01 3.65E−05 3.74 1.72E−06 5.28 1.62E−05 4.90

12 482 2.31E−04 2.02 8.20E−04 1.73 3.82E−07 3.81 3.45E−06 3.42 2.59E−08 6.09 4.05E−07 5.35

50 102 5.77E−05 2.00 2.27E−04 1.85 3.98E−08 3.25 2.72E−07 3.66 5.06E−10 5.66 1.22E−08 5.04

199 636 1.52E−05 1.93 8.28E−05 1.46 3.01E−09 3.73 1.88E−08 3.86 --- --- --- ---

AROD-ND method with Pd/Pd+1

750 3.31E−03 --- 8.40E−03 --- 1.04E−04 --- 5.83E−04 --- 7.76E−05 --- 5.37E−04 ---

3 144 9.34E−04 1.77 2.71E−03 1.58 5.83E−06 4.02 4.02E−05 3.73 1.74E−06 5.30 1.62E−05 4.89

12 482 2.32E−04 2.02 8.20E−04 1.73 3.57E−07 4.05 3.44E−06 3.57 2.53E−08 6.13 4.05E−07 5.35

50 102 5.80E−05 1.99 2.27E−04 1.85 2.45E−08 3.86 2.71E−07 3.66 5.20E−10 5.59 1.22E−08 5.04

199 636 1.53E−05 1.93 8.29E−05 1.46 1.66E−09 3.89 1.88E−08 3.86 6.82E−12 6.27 1.75E−10 6.14

AROD-NR method with Pd/Pd+1

750 3.30E−03 --- 8.40E−03 --- 9.38E−05 --- 5.34E−04 --- 7.57E−05 --- 5.40E−04 ---

3 144 9.30E−04 1.77 2.71E−03 1.58 5.29E−06 4.01 3.65E−05 3.74 1.72E−06 5.28 1.62E−05 4.90

12 482 2.31E−04 2.02 8.20E−04 1.73 3.82E−07 3.81 3.45E−06 3.42 2.59E−08 6.09 4.05E−07 5.35

50 102 5.77E−05 2.00 2.27E−04 1.85 3.98E−08 3.25 2.72E−07 3.66 5.06E−10 5.66 1.22E−08 5.04

199 636 1.52E−05 1.93 8.28E−05 1.46 3.01E−09 3.73 1.88E−08 3.86 --- --- --- ---

Table 2.12: Number of GMRES iterations obtained in the rose-shaped domain test case with Dirichlet-Neumann

boundary conditions.

d = 1 d = 3 d = 5

DOF ROD AROD
AROD

-ND

AROD

-NR
ROD AROD

AROD

-ND

AROD

-NR
ROD AROD

AROD

-ND

AROD

-NR

750 80 80 80 80 120 80 120 80 160 200 200 200

3 144 120 120 120 120 240 200 200 200 280 280 320 280

12 482 240 240 240 240 360 360 400 360 720 920 640 920

50 102 440 440 440 440 800 840 800 840 1 480 4 520 1 240 4 640

199 636 840 840 800 840 1 880 1 960 1 800 1 960 5 600 >20 000 3 240 >20 000
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GMRES iterations to achieve the same residual convergence.

To conclude the analysis, the ROD, AROD, and AROD-XY methods seem to provide comparable

accuracy. However, differences in terms of residual convergence are reported when the polynomial

degree increases or the characteristic mesh size decreases. For Dirichlet boundary conditions, the

GMRES method with the ROD and AROD methods perform better than the AROD-DN and AROD-DR

methods, which require, in general, a larger number of iterations to converge. For Neumann and

Robin boundary conditions, the ROD and AROD-ND/AROD-RD methods perform better than the AROD

and AROD-NR/AROD-RN methods, which also require, in general, more iterations to converge. Based

on these results, the ROD method provides globally the first or second best performance in terms

of residual convergence, regardless of the prescribed boundary condition. On the other side, the

AROD and AROD-XY methods provide better convergence when the least-squares constraint applied

to compute the polynomial reconstructions for the boundary edges is of Dirichlet type, regardless

of the type of the boundary condition. In other words, the ROD method for all the cases, and the

AROD, AROD-ND, and AROD-RD for the case of a Dirichlet, Neumann, and Robin boundary conditions,

respectively, perform better than the others.

2.6.2.4 Quadrilateral meshes

The same test case with Dirichlet-Dirichlet, Dirichlet-Neumann, and Dirichlet-Robin boundary

conditions is addressed with successive finer uniform structured quadrilateral meshes. Similarly, the

simulations are carried out with polynomial degrees d = 1,3,5 and the ROD method with Pd/Pd+1

polynomial reconstructions. The results for the remaining methods are not reported for the sake of

compactness, but similar conclusions are obtained, when compared to the ROD method.

The obtained errors and corresponding convergence orders are reported in Table 2.15. The

results support the capability of the method to provide the optimal convergence order with quadrilateral

meshes and without any evidence of spurious oscillatory behaviour.

2.6.2.5 Physical boundary heat fluxes

The benchmark section concludes with the analysis of the numerical convective and conductive

heat fluxes on the curved physical boundary. Since the numerical heat fluxes are solely computed on

the polygonal edges, this case study assesses the capability of the method to extrapolate/interpolate

accurate approximations to the physical quantities on the physical boundaries. For that purpose,

based on the approximated mean-values in vector Φ?, obtained from the previous test case with

Dirichlet-Dirichlet, Dirichlet-Neumann, and Dirichlet-Robin boundary conditions, polynomial

reconstructions are explicitly computed to evaluate the numerical heat fluxes at points falling on the

physical boundary. For the sake of simplicity, heat flux evaluations are performed at collocation points

biF ∈ Γ where the polynomial reconstructions for boundary edges eiF on computational boundary
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Table 2.13: Number of GMRES iterations obtained in the rose-shaped domain test case with Dirichlet-Robin

boundary conditions.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

ROD method with Pd/Pd+1

750 3.50E−03 --- 8.55E−03 --- 8.71E−05 --- 4.95E−04 --- 6.89E−05 --- 4.86E−04 ---

3 144 9.64E−04 1.80 2.72E−03 1.60 5.00E−06 3.99 3.50E−05 3.70 1.60E−06 5.25 1.63E−05 4.74

12 482 2.38E−04 2.03 8.21E−04 1.74 3.69E−07 3.78 3.44E−06 3.36 2.44E−08 6.07 4.04E−07 5.36

50 102 5.87E−05 2.02 2.28E−04 1.84 3.68E−08 3.32 2.72E−07 3.66 4.67E−10 5.70 1.22E−08 5.04

199 636 1.54E−05 1.94 8.15E−05 1.49 2.71E−09 3.77 1.88E−08 3.86 1.63E−11 4.85 1.75E−10 6.14

AROD method with Pd/Pd+1

750 3.47E−03 --- 8.45E−03 --- 8.65E−05 --- 4.93E−04 --- 6.93E−05 --- 4.91E−04 ---

3 144 9.60E−04 1.79 2.71E−03 1.59 5.00E−06 3.98 3.49E−05 3.69 1.59E−06 5.27 1.62E−05 4.76

12 482 2.38E−04 2.02 8.21E−04 1.73 3.68E−07 3.78 3.45E−06 3.36 2.45E−08 6.06 4.05E−07 5.35

50 102 5.86E−05 2.02 2.28E−04 1.85 3.67E−08 3.32 2.72E−07 3.66 4.65E−10 5.70 1.22E−08 5.04

199 636 1.50E−05 1.97 8.13E−05 1.49 2.70E−09 3.77 1.88E−08 3.86 --- --- --- ---

AROD-RD method with Pd/Pd+1

750 3.47E−03 --- 8.45E−03 --- 9.48E−05 --- 5.37E−04 --- 7.08E−05 --- 4.88E−04 ---

3 144 9.61E−04 1.79 2.71E−03 1.59 5.37E−06 4.01 3.83E−05 3.69 1.61E−06 5.28 1.61E−05 4.76

12 482 2.38E−04 2.02 8.21E−04 1.73 3.45E−07 3.98 3.44E−06 3.50 2.41E−08 6.10 4.05E−07 5.35

50 102 5.87E−05 2.02 2.28E−04 1.85 2.38E−08 3.85 2.71E−07 3.66 4.77E−10 5.64 1.22E−08 5.04

199 636 1.51E−05 1.97 8.15E−05 1.49 1.58E−09 3.93 1.88E−08 3.86 6.31E−12 6.26 1.75E−10 6.14

AROD-RN method with Pd/Pd+1

750 3.47E−03 --- 8.45E−03 --- 8.64E−05 --- 4.92E−04 --- 6.93E−05 --- 4.91E−04 ---

3 144 9.60E−04 1.79 2.71E−03 1.59 5.00E−06 3.98 3.49E−05 3.69 1.59E−06 5.27 1.62E−05 4.76

12 482 2.38E−04 2.02 8.21E−04 1.73 3.68E−07 3.78 3.45E−06 3.36 2.45E−08 6.06 4.05E−07 5.35

50 102 5.86E−05 2.02 2.28E−04 1.85 3.67E−08 3.32 2.72E−07 3.66 4.66E−10 5.70 1.22E−08 5.04

199 636 1.50E−05 1.97 8.13E−05 1.49 2.70E−09 3.77 1.88E−08 3.86 --- --- --- ---

Table 2.14: Number of GMRES iterations obtained in the rose-shaped domain test case with Dirichlet-Robin

boundary conditions.

d = 1 d = 3 d = 5

DOF ROD AROD
AROD

-RD

AROD

-RN
ROD AROD

AROD

-RD

AROD

-RN
ROD AROD

AROD

-RD

AROD

-RN

750 80 80 80 80 80 80 120 80 160 200 160 200

3 144 200 120 120 120 200 160 200 160 280 280 280 280

12 482 200 200 240 200 320 360 360 360 1 080 840 600 880

50 102 440 400 440 400 680 800 760 800 1 440 4 320 1 200 4 280

199 636 840 960 960 960 1 600 2 040 1 880 2 040 4 640 >20 000 2 840 >20 000
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Table 2.15: Relative errors and convergence orders obtained in the rose-shaped domain test case with uniform

structured quadrilateral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Dirichlet-Dirichlet case

748 6.89E−03 --- 1.19E−02 --- 2.08E−04 --- 7.85E−04 --- 1.28E−04 --- 7.96E−04 ---

3 128 1.71E−03 1.94 3.15E−03 1.85 1.77E−05 3.44 7.87E−05 3.22 5.03E−06 4.52 7.17E−05 3.36

12 784 4.24E−04 1.99 7.97E−04 1.95 1.28E−06 3.74 5.41E−06 3.80 9.23E−08 5.68 1.28E−06 5.72

52 224 1.04E−04 1.99 1.98E−04 1.98 8.18E−08 3.90 3.31E−07 3.97 1.33E−09 6.02 1.64E−08 6.19

209 984 2.61E−05 1.99 4.96E−05 1.99 5.05E−09 4.00 2.10E−08 3.96 2.63E−11 5.64 2.66E−10 5.92

Dirichlet-Neumann case

748 2.27E−03 --- 9.47E−03 --- 4.79E−04 --- 2.78E−03 --- 2.70E−04 --- 2.05E−03 ---

3 128 5.88E−04 1.89 2.47E−03 1.88 6.41E−05 2.81 2.73E−04 3.24 4.34E−05 2.56 1.59E−04 3.58

12 784 1.51E−04 1.93 6.30E−04 1.94 4.76E−06 3.69 2.20E−05 3.58 1.28E−06 5.01 3.47E−06 5.43

52 224 3.79E−05 1.96 1.56E−04 1.98 2.59E−07 4.14 1.91E−06 3.48 5.02E−09 7.87 4.19E−08 6.28

209 984 9.41E−06 2.00 3.99E−05 1.96 1.77E−08 3.86 1.91E−07 3.31 3.43E−11 7.17 6.65E−10 5.95

Dirichlet-Robin case

748 2.36E−03 --- 8.76E−03 --- 4.33E−04 --- 2.67E−03 --- 2.62E−04 --- 2.00E−03 ---

3 128 6.10E−04 1.89 2.31E−03 1.86 5.59E−05 2.86 2.64E−04 3.23 3.66E−05 2.75 1.47E−04 3.64

12 784 1.56E−04 1.94 5.90E−04 1.94 4.15E−06 3.69 2.10E−05 3.60 1.07E−06 5.02 3.28E−06 5.41

52 224 3.90E−05 1.97 1.48E−04 1.97 2.33E−07 4.09 1.88E−06 3.43 4.39E−09 7.81 4.03E−08 6.25

209 984 9.61E−06 2.01 3.77E−05 1.97 1.68E−08 3.77 1.86E−07 3.32 3.54E−11 6.93 6.55E−10 5.92

subset ΓF
∆

are constrained. Vectors niF are the associated outward unit normal vectors to the

physical boundary at point biF .

The exact physical convective and conductive heat fluxes at point biF , denoted as CiF and DiF ,

respectively, are given as

CiF = (u(biF) ·niF)φ(biF), (2.69)

DiF = −κ(biF)∇φ(biF) ·niF . (2.70)

The corresponding numerical convective and conductive heat fluxes at point biF , denoted as CiF and

DiF , respectively, are given as

CiF = [u(biF) ·niF]+ϕ̂i(biF)+ [u(biF) ·niF]−ϕ̂iF(biF), (2.71)

DiF = −κ(biF)∇ϕ̂iF(biF) ·niF . (2.72)

The L1- and L∞-norm errors, denoted as E k
1 and E k∞, for the numerical convective heat fluxes
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are determined as

E1(M) = 1
NB

∑
i∈IF,F∈{D,N,R}

|CiF −CiF |, (2.73)

E∞(M) = max
i∈IF,F∈{D,N,R}

|CiF −CiF |, (2.74)

and for the numerical conductive heat fluxes are determined as

E1(M) = 1
NB

∑
i∈IF,F∈{D,N,R}

|DiF −DiF |, (2.75)

E∞(M) = max
i∈IF,F∈{D,N,R}

|DiF −DiF |, (2.76)

where NB is the number of evaluation points on the physical boundary.

Convergence orders O1 and O∞ for the L1- and L∞-norm errors, respectively, between two

different meshes, M1 and M2, with DOF1 and DOF2 degrees of freedom (equal to the number of

cells and DOF1 , DOF2), respectively, are determined as in Equations (2.46) and (2.47). The ratio

of DOF is used instead of NB to compute the convergence orders since the latter does not represent

the characteristic mesh size variation. Only the ROD method with Pd or Pd/Pd+1, d ∈ {1,3,5},
polynomial reconstructions is assessed, whereas the AROD and AROD-XY methods provide comparable

results.

Remark 8 For some cases, numerical convective heat flux CiF and/or numerical conductive heat

flux DiF at point biF are exact and, therefore, are not taken into account to compute either E1 or

E∞. In particular, such situations arise when polynomial reconstruction ϕ̂iF , whose collocation point

is biF , is used to compute the convective or the conductive heat flux when a Dirichlet or Neumann

boundary conditions are prescribed at that point, respectively. More specifically, it happens for:

Dirichlet-Dirichlet boundary conditions, where the evaluated convective heat fluxes are exact on the

internal boundary; Dirichlet-Neumann boundary conditions, where the evaluated convective heat fluxes

are exact on the internal boundary and the evaluated conductive heat fluxes are exact on the external

boundary; Dirichlet-Robin boundary conditions, where the evaluated convective heat fluxes are exact

on the internal boundary

Table 2.16 reports the errors and the corresponding convergence orders for the convective heat

fluxes evaluation with Dirichlet-Dirichlet, Dirichlet-Neumann, and Dirichlet-Robin boundary conditions

and uniform Delaunay triangular meshes. The results provide numerical evidence that the ROD

method recovers convective heat fluxes on the physical boundary and effectively achieves a second-,

fourth-, and sixth-order of convergence for polynomial degrees d = 1,3,5, respectively, regardless the

prescribed boundary condition.

Table 2.17 reports the errors and the corresponding convergence orders for the conductive heat
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Table 2.16: Errors and convergence orders for the convective heat fluxes on the physical boundary obtained in

the rose-shaped domain test case.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Dirichlet-Dirichlet boundary conditions

750 5.07E−02 --- 9.90E−02 --- 1.18E−03 --- 4.66E−03 --- 8.14E−04 --- 3.96E−03 ---

3 144 1.33E−02 1.86 2.61E−02 1.86 8.18E−05 3.72 2.72E−04 3.97 1.56E−05 5.52 7.09E−05 5.61

12 482 3.57E−03 1.91 8.34E−03 1.66 6.61E−06 3.65 3.39E−05 3.02 3.00E−07 5.73 2.14E−06 5.08

50 102 9.07E−04 1.97 1.87E−03 2.15 4.12E−07 3.99 2.64E−06 3.68 4.67E−09 5.99 3.52E−08 5.91

199 636 2.26E−04 2.01 4.75E−04 1.98 2.80E−08 3.89 1.72E−07 3.95 8.38E−11 5.82 8.55E−10 5.38

Dirichlet-Neumann boundary conditions

750 2.53E−02 --- 6.36E−02 --- 1.57E−03 --- 4.98E−03 --- 9.17E−04 --- 3.45E−03 ---

3 144 6.89E−03 1.82 1.80E−02 1.76 1.09E−04 3.72 4.46E−04 3.37 1.91E−05 5.41 8.47E−05 5.17

12 482 1.96E−03 1.82 6.54E−03 1.47 8.28E−06 3.74 3.98E−05 3.50 3.31E−07 5.88 1.80E−06 5.59

50 102 5.37E−04 1.86 1.47E−03 2.15 5.29E−07 3.96 2.45E−06 4.01 5.65E−09 5.86 3.33E−08 5.74

199 636 1.42E−04 1.93 4.09E−04 1.85 3.71E−08 3.85 1.84E−07 3.75 1.27E−10 5.49 7.33E−10 5.52

Dirichlet-Robin boundary conditions

750 2.40E−02 --- 6.09E−02 --- 1.61E−03 --- 5.05E−03 --- 9.48E−04 --- 3.55E−03 ---

3 144 6.58E−03 1.80 1.79E−02 1.71 1.11E−04 3.73 4.63E−04 3.34 1.97E−05 5.40 8.68E−05 5.18

12 482 1.90E−03 1.80 6.46E−03 1.48 8.35E−06 3.75 3.97E−05 3.56 3.33E−07 5.92 1.78E−06 5.64

50 102 5.30E−04 1.83 1.46E−03 2.14 5.44E−07 3.93 2.44E−06 4.02 5.85E−09 5.82 3.38E−08 5.71

199 636 1.41E−04 1.92 4.08E−04 1.84 3.90E−08 3.81 1.83E−07 3.75 1.56E−10 5.25 8.26E−10 5.37

fluxes evaluation with Dirichlet-Dirichlet, Dirichlet-Neumann, and Dirichlet-Robin boundary conditions

and uniform Delaunay triangular meshes. First-, third-, and fifth-order of convergence are achieved

for polynomial degrees d = 1,3,5, respectively, regardless of the prescribed boundary condition. As

expected, the convergence orders are one order lower than those obtained for the convective heat

fluxes since polynomial reconstructions gradients are computed explicitly to evaluate the conductive

heat fluxes.

This analysis shows that the ROD method provides accurate heat fluxes approximations on the

curved physical boundary, in consistency with the scheme convergence order. Hence, the method is

capable of computing physical quantities, such as mass flow and energy heat flux, with very high-order

accuracy performing numerical integration on the physical boundary.

2.7 Conclusions

A very high-order finite volume scheme for the steady-state two-dimensional convection-diffusion

problem with curved boundaries has been constructed based on a new framework to compute

polynomial reconstructions. The scheme is equipped with the ROD method to handle arbitrary smooth
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Table 2.17: Errors and convergence orders for the conductive heat fluxes on the physical boundary obtained in

the rose-shaped domain test case.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Dirichlet-Dirichlet boundary conditions

750 9.89E−02 --- 2.63E−01 --- 1.36E−02 --- 7.48E−02 --- 8.38E−03 --- 5.36E−02 ---

3 144 3.61E−02 1.41 2.12E−01 0.30 1.97E−03 2.70 1.06E−02 2.73 4.88E−04 3.97 3.63E−03 3.76

12 482 1.60E−02 1.18 9.47E−02 1.17 3.00E−04 2.73 2.35E−03 2.18 2.60E−05 4.25 2.71E−04 3.76

50 102 7.19E−03 1.15 5.03E−02 0.91 3.85E−05 2.95 3.31E−04 2.82 9.77E−07 4.73 1.19E−05 4.50

199 636 3.67E−03 0.97 2.90E−02 0.80 5.05E−06 2.94 3.90E−05 3.09 3.44E−08 4.84 4.15E−07 4.86

Dirichlet-Neumann boundary conditions

750 8.49E−02 --- 2.88E−01 --- 2.21E−02 --- 7.67E−02 --- 1.48E−02 --- 5.20E−02 ---

3 144 3.70E−02 1.16 1.15E−01 1.29 3.81E−03 2.46 1.07E−02 2.75 1.13E−03 3.59 3.62E−03 3.72

12 482 1.35E−02 1.46 5.86E−02 0.97 5.54E−04 2.80 2.35E−03 2.20 6.57E−05 4.13 2.71E−04 3.76

50 102 6.16E−03 1.13 5.13E−02 0.19 7.20E−05 2.94 3.31E−04 2.82 2.52E−06 4.69 1.19E−05 4.50

199 636 3.08E−03 1.00 2.67E−02 0.95 9.64E−06 2.91 3.90E−05 3.09 8.91E−08 4.83 4.16E−07 4.86

Dirichlet-Robin boundary conditions

750 3.23E−02 --- 2.92E−01 --- 7.63E−03 --- 7.70E−02 --- 5.11E−03 --- 5.18E−02 ---

3 144 1.31E−02 1.26 1.15E−01 1.29 1.28E−03 2.49 1.07E−02 2.75 3.80E−04 3.62 3.62E−03 3.72

12 482 4.70E−03 1.49 5.88E−02 0.98 1.86E−04 2.81 2.35E−03 2.20 2.19E−05 4.14 2.71E−04 3.76

50 102 2.10E−03 1.16 5.13E−02 0.20 2.41E−05 2.94 3.31E−04 2.82 8.40E−07 4.69 1.19E−05 4.50

199 636 1.04E−03 1.01 2.67E−02 0.95 3.22E−06 2.91 3.90E−05 3.09 2.97E−08 4.83 4.16E−07 4.86

curved boundaries prescribed with general boundary conditions, such as the Dirichlet, Neumann,

and Robin types. The method does not require curved elements to fit the boundary, nor complex

quadrature rules for integration, nor complex non-linear transformations, which represents a significant

achievement to the existing techniques in the finite volume context. The AROD method and its

derivations were also proposed aiming at evolving boundaries and interfaces in time or another kind of

iterative process. This approach avoids recomputing the least-squares procedure for small boundary

displacements, ultimately saving computational resources. A comprehensive numerical benchmark

test suit, using the method of manufactured solutions, verified the implementation and assessed the

performance of the proposed methods with simple and complex curved shaped domains.

Very high accurate convergence orders were achieved for the two-dimensional steady-state pure

convection, pure diffusion, and convection-diffusion problems, either with triangular and quadrilateral

meshes. To achieve the optimal convergence orders when Neumann and Robin boundary conditions

are prescribed, polynomial degree d+1 is required for the associated boundary edges while polynomial

degree d can be used for the remaining polynomial reconstructions for the boundary and inner edges

and cells. Since polynomial degree d is required to treat Dirichlet boundary conditions, a performance

penalty is expected when treating Neumann and Robin boundary conditions. In practice, such penalty
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is relatively small as it only affects the polynomial reconstructions associated with the Neumann or

Robin boundary edges. For the three-dimensional case, such penalty would be negligible since the

ratio of the number of boundary faces by the number of inner faces and cells decreases, when

compared with the two-dimensional case. Both the ROD, AROD, and AROD-XY methods provide

comparable accuracy and the optimal convergence orders when handling boundary conditions on

curved boundaries, while no non-physical oscillations are obtained for smooth solutions. Using a

polynomial degree d for the Dirichlet boundary edges and cells, and polynomial degree d +1 for the

Neumann and Robin boundary edges, a (d +1)th-order of convergence is obtained. Although all the

methods provide comparable accuracy, a performance deterioration in terms of GMRES convergence

occurs in some situations, particularly when increasing the polynomial degree or refining the mesh.

To summarize, the ROD method, regardless of the boundary condition, and the AROD, AROD-ND, and

AROD-RD methods, for Dirichlet, Neumann, and Robin boundary conditions, respectively, provide the

best performance.

The plans within this research include to apply the proposed ROD, AROD, and AROD-XY

methods to complex system models, such as the Cauchy, Navier-Stokes, and Euler equations,

in three-dimensional geometries with structured and unstructured meshes. Additionally, unsteady

problems with time-evolving domains, such as piston, pulsating interfaces, and tracking interfaces

problems, will be investigated aiming towards complex physical and industrial applications. Further

verification of these complex problems and applications will be required.

The method has only been tested with regular solutions for the scalar linear convection-diffusion

equation. In contrast, there is no guarantee that the method is suitable for complex situations, such as

catching boundary layers or turbulent flows in the vicinity of curved boundaries or interfaces, preserving

the mass conservation in divergence-free flows or multiphase flows. Many questions remain open.

Nevertheless, meshing with curved elements introduces additional complexity and computational cost.

Hence, the possibility to avoid such kind of elements, at least, for simple situations, is a contribution to

alleviate the computational effort and to simplify the existing numerical schemes with straightforward

quadrature rules, more simple flux expressions, conventional algorithms for polygonal meshes, among

others.

References

[1] R. Costa, S. Clain, R. Loubère, G.J. Machado, Very high-order accurate finite volume scheme

on curved boundaries for the two-dimensional steady-state convection-diffusion equation with

Dirichlet condition, Appl. Math. Model. 54 (2018) 752--767.

[2] C. Lehrenfeld, High order unfitted finite element methods on level set domains using

isoparametric mappings, Comput. Meth. Appl. Mech. Engrg. 300 (2016) 716--733.

85



References

[3] C. Lehrenfeld, A. Reusken, Analysis of a high order unfitted finite element method for elliptic

interface problems, IMA J. Numer. Anal. 38(3) (2017) 1351--1387.

[4] C. Ollivier-Gooch C, M. Van Altena, A high-order accurate unstructured mesh finite-volume

scheme for the advection-diffusion equation, J. Comput. Phys. 181(2) (2002) 729--752.

[5] C. Geuzaine, J.F. Remacle, Gmsh: a three-dimensional Finite Element mesh generator with

built-in pre- and post-processing facilities, Int. J. Numer. Meth. Engrg. 79 (2009) 1309--1331.

[6] Z.J. Wang, High-order computational fluid dynamics tools for aircraft design, Phil. Trans. R. Soc.

A 372 (2014) 20130318.

[7] D. Moxey, M.D. Green, S.J. Sherwin, J. Peiró, An isoparametric approach to high-order

curvilinear boundary-layer meshing, Comput. Meth. Appl. Mech. Engrg 283 (2015) 636--650.

[8] D.B. Stein, R.D. Guy, B. Thomases, Immersed boundary smooth extension: A high-order method

for solving PDE on arbitrary smooth domains using Fourier spectral methods, J. Comput. Phys.

304 (2016) 252--274.

[9] D.B. Stein, R.D. Guy, B. Thomases, Immersed Boundary Smooth Extension (IBSE): A high-order

method for solving incompressible flows in arbitrary smooth domains, J. Comput. Phys. 335

(2017) 155--178.

[10] P.-H. Cournede, C. Debiez, A. Dervieux, A positive MUSCL scheme for triangulations, INRIA

Report 3465 (1998).

[11] T.J. Barth, P.O. Frederickson, Higher order solution of the Euler equations on unstructured

grids using quadratic reconstruction, AIAA Paper 90-0013 (1990).

[12] T.J. Barth, Recent developments in high order k-exact reconstruction on unstructured meshes,

AIAA Paper 93-0668 (1993).

[13] B. Leer, Towards the ultimate conservative difference scheme II. Monotonicity and conservation

combined in a second-order scheme, J. Comput. Phys. 14(4) (1974) 361--370.

[14] V. Venkatakrishnan, On the accuracy of limiters and convergence to steady-state solutions, AIAA

paper 93-0880 (1993).

[15] M.E. Hubbard, Multidimensional slope limiters for MUSCL-type finite volume schemes on

unstructured grids, J. Comput. Phys. 155 (1999) 54--74.

[16] R. Abgrall, On essentially non-oscillatory schemes on unstructured meshes: analysis and

implementation, J. Comput. Phys. 114 (1994) 45--58.

[17] D. Balsara, C.-W. Shu, Monotonicity preserving weighted essentially non-oscillatory schemes

with increasingly high order of accuracy, J. Comput. Phys. 160 (2000) 405--452.

86



[18] M. Dumbser, M. Käser, Arbitrary high order non-oscillatory finite volume schemes on

unstructured meshes for linear hyperbolic systems, J. Comput. Phys. 221 (2007) 693--723.

[19] C.-W. Shu, High-order weighted essentially non-oscillatory schemes for convection dominated

problems, SIAM Review 51 (2009) 82--126.

[20] C. Ollivier-Gooch, High-Order ENO schemes for unstructured meshes based on least-squares

reconstruction, AIAA Paper 97-0540 (1997).

[21] J. Qiu, C.-W. Shu, Runge-Kutta discontinuous Galerkin method using WENO limiters, SIAM J.

Sci. Comput. 26 (2005) 907--929.

[22] R. Abgrall, T. Sonar, On the use of Mühlbach expansions in the recovery step of ENO methods.

Numerische Mathematik 76 (1997) 1--25.

[23] P. Colella, M.D. Sekora, A limiter for PPM that preserves accuracy at smooth extrema. J.

Comput. Phys. 227 (2008) 7069--7076.

[24] D. Kuzmin, A vertex-based hierarchical slope limiter for p-adaptive discontinuous Galerkin

methods, J. Comput. Appl. Math. 233(12) (2010) 3077--3085.

[25] S. Clain, G.J. Machado, J.M. Nóbrega, R.M.S. Pereira, A sixth-order finite volume method for

the convection-diffusion problem with discontinuous coefficients, Comput. Meth. Appl. Mech.

Engrg. 267 (2013) 43--64.

[26] T.J. Barth, Aspects of unstructured grids and finite-volume solvers for the Euler and Navier-Stokes

equations, AGARD Report 787 (1992).

[27] A. Boularas, S. Clain, F. Baudoin, A sixth-order finite volume method for diffusion problem with

curved boundaries, Appl. Math. Model. 42 (2017) 401--422.

[28] D.P. Bertsekas, Constrained optimization and lagrange multiplier methods, 1st Edition,

Academic Press (1982).

[29] C. Ollivier-Gooch, A. Nejat, C. Michalak, On obtaining high-order finite-volume solutions to the

Euler equations on unstructured meshes, AIAA Paper 2007-4464 (2007).

[30] C. Ollivier-Gooch, A. Nejat, C. Michalak, Obtaining and verifying high-order unstructured finite

volume solutions to the Euler equations, AIAA Journal 47(9) (2009) 2105--2120.

[31] C. Michalak, C. Ollivier-Gooch, Unstructured high-order accurate finite volume solutions of the

Navier-Stokes equations. AIAA Paper 2009-954 (2009).

[32] A. Ern, J.-L. Guermond, Theory and practice of finite elements, 1st Edition, Springer (2004).

87



CHAPTER3 Very high-order accurate polygonal mesh finite

volume scheme for conjugate heat transfer problems

with curved interfaces and imperfect contacts

Abstract: The conjugate heat transfer problem is found in non-isothermal physical systems that

involve thermodynamic processes between materials that are thermally coupled through non-adiabatic

contacts. A very high-order accurate finite volume scheme in general polygonal meshes is proposed

to solve conjugate heat transfer problems with arbitrary curved interfaces and imperfect thermal

contacts. Besides the discontinuous physical properties, imperfect thermal contacts are challenging to

address since the obtained temperature is also discontinuous on the interface as a consequence of the

interfacial thermal resistance. Moreover, the arbitrary curved interfaces are discretized with polygonal

meshes to avoid the shortcomings of the common curved mesh approaches. Still, a specific treatment

is required to overcome the geometrical mismatch and adequately fulfil the prescribed interface

conditions. The proposed method is based on a partitioned formulation of the conjugate heat transfer

problem with the appropriate thermal coupling. A generic polynomial reconstruction method is used to

provide local approximations of the temperature complemented with the reconstruction for off-site data

method to fulfil the prescribed interface conditions properly. A comprehensive numerical benchmark

is provided to verify the proposed method and assess its capability in terms of accuracy, convergence

order, stability, and robustness. The results provide the optimal very high-order of convergence and

prove the capability of the proposed method to handle arbitrary curved interfaces and imperfect

thermal contacts. This contribution represents a significant step towards more efficient and versatile

numerical methods for complex conjugate heat transfer problems in engineering applications.

Keywords: Conjugate heat transfer problems, arbitrary curved interfaces, imperfect thermal contacts,

general polygonal meshes, reconstruction for off-site data method, very high-order accurate finite

volume scheme

This chapter was adapted from R. Costa, J.M. Nóbrega, S. Clain, and G.J. Machado, Very high-order accurate polygonal
mesh finite volume scheme for conjugate heat transfer problems with curved interfaces and imperfect contacts, Comput.
Meth. Appl. Mech. Engrg. 357 (2019) 112560, DOI: https://doi.org/10.1016/j.cma.2019.07.029
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3.1 Introduction

The conjugate heat transfer refers to non-isothermal physical systems that involve

thermodynamic processes between solids and fluids, consisting of materials with different physical

properties that are thermally coupled through non-adiabatic contacts. The problem of the conjugate

heat transfer consists in determining the temperature distribution in these multi-material domains

with specific thermodynamic laws applied for the heat transfer on the contacts. Many multiphysics

problems in fluid mechanics, solid mechanics, and electromagnetics involve multi-material domains

and physical quantities that depend on the temperature, such as thermomechanics, thermoelasticity,

electrothermomagnetics, and fluid-thermal-structure interaction [1--4]. Hence, the numerical solution

and analysis of conjugate heat transfer problems provide means of investigating and understating the

intricate thermodynamics in a wide range of complex applications, from the nuclear to aerospace

engineering.

3.1.1 Mathematical modelling of thermal contacts

Conjugate heat transfer problems are formulated as elliptic interface problems in partitioned

domains, where the subdomains correspond to the different materials, and the interfaces correspond

to the contacts. The model consists of second-order elliptic or parabolic partial differential equations

and, besides the usual boundary conditions on the boundaries, specific constraints for the temperature

and the conductive heat flux are prescribed on the interfaces and referred to as interface conditions.

Additionally, since the materials in contact have different physical properties, the model also consists

of a discontinuous thermal conductivity, heat capacity, and density on the interfaces. Additionally, a

discontinuous velocity or heat source is also possible. For these reasons, specialized methods with

the appropriate treatment for interface conditions and discontinuous physical properties are required

to solve conjugate heat transfer problems numerically.

The most straightforward and commonly applied constraints on the interfaces impose the

continuity of the temperature in addition to the conservation of the conductive heat flux. They are

referred to as the continuity interface conditions or the homogeneous jump interface conditions.

Although continuous temperature and conservative conductive heat flux are recovered on these perfect

thermal contacts, the temperature derivative normal to the interface is discontinuous due to the

conservation of the conductive heat flux and the adjacent materials with different thermal conductivity.

The produced finite jump is proportional to the ratio of the thermal conductivity such that the unit case

recovers the single-material domain problem with continuous temperature, conductive heat flux, and

temperature derivative normal to the interface. Additionally, suppose the contact has an interfacial

heat source (usually due to frictional sliding). In that case, an explicit finite jump is considered for the

conductive heat flux conservation on the interfaces and corresponds to the generated heat rate per

unit area (explicit finite jumps for the temperature can also be considered but are of little practical
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interest).

In contrast, for solids sliding relative to one another, an interfacial thermal resistance (also

referred to as Kapitza resistance) hampers the heat transfer between materials on the contacts due to

the roughness of their imperfect surfaces [5, 6]. Although conservative conductive heat flux is recovered

on these imperfect thermal contacts, the temperature and its derivative normal to the interface are

discontinuous (other types of imperfect thermal contacts are found in Javili et al., 2014 [7]), for which

reason the continuity interface conditions are inappropriate. The produced finite jump is proportional

to the interfacial thermal resistance such that the null case recovers the continuity interface conditions.

More specifically, the applied constraints on the interfaces impose the conservation of conductive heat

flux given as a function of the interfacial thermal resistance and the implicit jump of the temperature

(provided no interfacial heat source). They are referred to as the imperfect interface conditions [8--10].

A wide range of emerging engineering applications concerns multi-material problems with

a significant interfacial thermal resistance on the contacts. For instance, cooling systems for

polymer processing, thermal rectifiers, high-performance thermoelectric materials, and carbon

nanotube-electrode-based materials. Nonetheless, although the conjugate heat transfer with imperfect

thermal contacts is a comprehensive problem, the majority of the numerical methods are only capable

of treating the continuity interface conditions for perfect thermal contacts. In contrast, very few are

capable of treating the former. Moreover, conjugate heat transfer problems with complex curved

interfaces are also underdeveloped, in particular for very high-order accurate methods since challenging

issues arise to preserve the optimal convergence orders. Therefore, there is an increasing need for

numerical methods that solve efficiently conjugate heat transfer problems with curved interfaces and

imperfect thermal contacts to provide accurate approximate solutions at a reduced computational cost

for a wide range of engineering applications. Moreover, other physical problems consisting of physical

quantities with implicit jumps on the interface, such as velocity, displacement, and potential, benefit

from the numerical developments in that context.

3.1.2 Numerical approaches for conjugate problems

There is a large body of published work concerning the development and application of numerical

methods attempting to solve efficiently conjugate heat transfer problems or other conjugate problems

with interface conditions for physical quantities such as velocity, displacement, and potential. In

general, the numerical approaches are divided into two generic categories, namely monolithic or

partitioned [11--23]. However, in multiphysics problems, some physical quantities are computed in a

monolithic approach, while a partitioned approach is applied to compute the others.

The monolithic approach (also referred to as the direct approach) consists in using a single

tailored method that combines the spatial discretization of the governing equations for all subdomains,

including boundary and interface conditions. It produces a single system of linear equations to solve.

For instance, a mixture representation of the physical properties is considered in the vicinity of the
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interface to provide a continuous and smooth transition from one subdomain to the other. Then,

a single governing equation with only boundary conditions for the heat transfer in all subdomains

is derived, and the spatial discretization is applied without any separation between materials [24].

However, interface conditions for imperfect thermal contacts require more elaborated techniques, as

the conditional volume averaging, which considers additional terms in the governing equation [24--26].

Moreover, several limitations and challenges arise to overcome the usual first- and second-order of

convergence provided with the discretization schemes for the monolithic approach [24].

On the contrary, the partitioned approach (also referred to as the segregated approach) consists

in a differential partitioning method that decomposes the conjugate heat transfer problem into several

individual subproblems of heat transfer (one per subdomain). Moreover, interface conditions are

converted into boundary conditions on the interface for each subproblem. The thermal coupling

between the subproblems consists in providing the appropriate functions associated with the produced

boundary conditions for the data transfer such that the solution of the partitioned problem satisfies

the interface conditions and, therefore, corresponds to the solution of the conjugate heat transfer

problem. The traditionally applied partitioning method in the case of the continuity interface conditions,

referred to as the Dirichlet-Neumann method, prescribes a Dirichlet boundary condition to impose

the temperature and a Neumann boundary condition to impose the conductive heat flux. Therefore,

apart from the initially prescribed boundary conditions, a Dirichlet boundary value subproblem is

solved in one subdomain, and a Neumann boundary value subproblem is solved in the adjacent

one. The Dirichlet boundary condition is commonly prescribed in the subproblem with the lower

thermal conductivity and the Neumann boundary condition in the other subproblem [17], which usually

maximizes the stability of the Dirichlet-Neumann method.

Recently, for unsteady conjugate heat transfer problems, the Dirichlet-Robin or Robin-Robin

methods have been investigated as an alternative to the traditional Dirichlet-Neumann method. This

approach aims at enhancing the convergence of the partitioned approach but, unfortunately, the

optimal coefficients for the Robin boundary condition are not trivial to determine [18--23]. In

the case of imperfect interface conditions, the applied partitioning method, referred to as the

Neumann-Neumann method, produces two Neumann boundary value subproblems to be solved in

both adjacent subdomains.

In comparison with the monolithic approach, the partitioned approach has the advantage of

discretizing the subproblems separately. Therefore, different discretization schemes or time-steps

for unsteady problems can be applied depending on the physical properties of the materials [4]. In

addition to the internal variables associated with the discretized subproblems, boundary variables

to approximate the boundary condition functions are also usually necessary. However, a static

condensation can be applied to the system of linear equations, reducing the number of variables to

determine.

In the case of unsteady conjugate heat transfer problems, the partitioned approach is also

classified as strongly- or loosely-coupled (also called weakly-coupled). In the strongly-coupled case,
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considering equal time-steps for all subproblems, the method is equipped with an iterative algorithm

between each pair of consecutive time-stations intended to solve the subproblems sequentially until

some stopping criteria, usually a residual tolerance, is achieved. Roughly speaking, and apart from the

spatial discretization considered, the strongly-coupled case is equivalent to the monolithic approach in

terms of accuracy and temporal stability. However, in comparison with the monolithic approach, the

convergence of iterative algorithms can be very slow, in particular for cases with very distinct thermal

conductivity of the adjacent subdomains. In that case, large relaxation coefficients are required to

guarantee the stability and convergence of the solution, and coarser grid solvers are often employed to

obtain a good initial guess solution. On the other hand, in an attempting to simplify the algorithms and

improve computational efficiency, some authors prefer to perform only one subiteration, where the

data transfer between subdomains through the boundary conditions occurs only once within each time

iteration. The loosely-coupled case comes at the cost of severe degradation in accuracy and stability

and, therefore, a careful and often complex and cumbersome numerical analysis of implemented

algorithms is crucial to avoid loss in accuracy and convergence orders or even solutions that diverge

in time. Moreover, it is susceptible to the partitioning configuration, that is, in which subproblem the

Dirichlet or Neumann boundary conditions are prescribed. In that case, the ratio of thermal effusivities

(the ability of the material to transfer thermal energy with its surroundings) is usually used as a measure

of the thermal interaction strength. Then, the Dirichlet condition is prescribed in the subproblem with

the lower thermal effusivity and the Neumann condition in the other subproblem [12--14, 19].

3.1.3 Very high-order accurate methods

The ever-increasing use of computer simulations for more-than-ever complex multiphysics

models led to an emerging need of developing accurate, robust, stable, and efficient numerical

methods. In that regard, the case of the conjugate heat transfer is of paramount importance to deliver

reliable simulations of the thermal processes in engineering applications. Very high-order accurate

methods (here defined as more than the second-order of convergence) are unquestionably a useful

framework to increase the approximate solution accuracy and to achieve substantial computational

gains [27, 28]. Significant developments have been made in the last decades but, unfortunately,

obtaining very high-order accurate, robust and stable methods that outperform the efficiency, simplicity,

and versatility of traditional ones is still a challenging task [27, 28].

The literature concerning the spatial discretization of conjugate heat transfer problems is

extensive and uncountable methods are capable of treating the continuity interface conditions, for

instance, finite element methods, finite volume methods, finite difference methods, and Fourier-spectral

methods. However, the first- and second-orders of convergence are usually obtained under mesh

refinement, whereas few methods are capable to effectively achieve a very high-order of convergence,

for instance, the internal penalty discontinuous Galerkin method [29, 30], hybridizable discontinuous

Galerkin method [31--33] (also for the Stokes interface flow problem [34]), cut-cell discontinuous

Galerkin method [35, 36], weak Galerkin finite element method [37, 38], finite element method [39--45],
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finite difference method [46--50], finite cell method [51], among a few others. Contrarily to the case

of the continuity interface conditions, very few methods are capable of treating the imperfect

interface conditions, for instance, in the context of finite volume methods [52, 53] and finite element

methods [54]. Unfortunately, none of these methods can achieve a very high-order of convergence.

3.1.4 Curved boundaries and interfaces treatment

Solving conjugate heat transfer problems consisting of curved domains discretized with polygonal

meshes might drastically reduce the convergence order of very high-order accurate methods if the

appropriate treatment of the boundary and interface conditions is not provided. Indeed, the geometrical

mismatch between the curved boundaries or interfaces and the associated polygonal approximation,

with magnitude order O
(
h2) , with h the characteristic mesh size, might result in the second-order

of convergence at most. Indeed, treating curved domains usually requires more elaborated methods

than polygonal domains to preserve the optimal convergence orders. The three-dimensional case, in

addition to the generic boundary and interface conditions prescribed on arbitrary curved boundaries

and interfaces, usually represent an increased challenge. Therefore, avoid numerical limitations and

additional computational costs is of crucial importance to efficiently treat conjugate heat transfer

problems in curved domains.

The standard approach to handle curved domains is to avoid the geometrical mismatch using

curved mesh elements that follow the curved boundaries and interfaces (inner mesh elements might

also be curved for robustness purposes), as the classic isoparametric elements method [55, 56].

However, the use of curved meshes comes at the cost of cumbersome and computationally intensive

generation algorithms [27, 28, 57, 58] and complex non-linear transformations for the finite element

basis functions. Additionally, very high-order accurate quadrature rules are also necessary for the

curved mesh elements, which are very intricate to obtain in the general case and, in particular, for

arbitrary curved three-dimensional geometries [59--63].

As these difficulties are the primary outcome of the use of curved meshes, a few methods

capable of treating curved boundaries and interfaces with polygonal meshes have recently emerged,

as the reconstruction for off-site data (ROD) method proposed in Costa et al., 2018 [64, 65].

The method is based on polynomial reconstructions of a certain degree to provide finite volume

and finite differences discretizations, for instance, with very high-order of convergence solely using

polygonal meshes generated for arbitrary curved domains. The method is also capable of treating the

fundamental Dirichlet and Neumann boundary conditions prescribed on arbitrary curved boundaries.

However, the case of the interface conditions prescribed on arbitrary curved interfaces has not been

addressed yet. Besides overcoming the drawbacks associated with the use of curved meshes, the

ROD method is a very versatile technique, easy to implement, and suitable to solve, with very few

limitations, complex problems in two- and three-dimensional arbitrary curved domains.

93



3.2. Mathematical formulation

3.1.5 Novelties of the work

In the present work, a very high-order accurate finite volume method is proposed to solve the

steady-state conjugate heat transfer problem in two dimensions. The novelties of the work correspond

to the main challenges to preserve the optimal convergence order of the method in this context. Firstly,

provide the appropriate partitioning method for the imperfect interface conditions, where the continuity

interface conditions are also considered to complement the method. Secondly, provide the proper

treatment for arbitrary curved interfaces with the sole use of polygonal meshes and without the main

limitations of the common approaches with curved meshes.

In general terms, the proposed method is based on the partitioned approach converting

the conjugate heat transfer problem into individual heat transfer subproblems for the subdomains.

The Dirichlet-Neumann and Neumann-Neumann methods are considered to provide the partitioned

problem model. The appropriate thermal coupling between the subproblems consists in providing the

proper boundary condition functions such that the solution of the partitioned problem satisfies the

interface conditions and, therefore, corresponds to the solution of the conjugate heat transfer problem.

Then, the produced Dirichlet and Neumann boundary value subproblems are discretized in terms of

internal and boundary variables with a finite volume method using solely general polygonal meshes.

For curved domains, the ROD method is applied to provide the appropriate treatment of the boundary

and interface conditions prescribed on the arbitrary curved boundaries and interfaces. Finally, a static

condensation of the produced system of linear equations is derived from eliminating the boundary

variables, which allows solving the problem only in terms of internal variables.

3.1.6 Organization of the chapter

The remaining sections of the chapter are organized as follows. Section 2 presents the

conjugate problem model, the partitioned problem model resulting from the partitioning method,

and the thermal coupling between subproblems. Section 3 introduces the polygonal meshes, the

polynomial reconstruction method, and the least-squares method. Section 4 prescribes the polynomial

reconstructions for the proposed method and the application of the ROD method. Section 5 is

dedicated to the generic finite volume discretization, the very high-order accurate scheme, the implicit

system of linear equations in terms of affine residual operators, and the associated static condensation.

Section 6 provides a comprehensive numerical benchmark based on manufactured solutions for the

conjugate heat transfer problem to verify the proposed method. The chapter is completed in Section 7

with the conclusions and some perspectives for future work.
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3.2 Mathematical formulation

The steady-state conjugate heat transfer problem is addressed in two dimensions and formulated

with the Cartesian coordinate system considering xB (x, y). For the sake of simplicity and without loss

of generality, only two subdomains are considered and treated, but the problem is easily formulated

in the case of multiple subdomains.

3.2.1 Curved domain

Let Ω denote an open bounded arbitrary curved domain inR2 with boundary ΓD, partitioned into

two non-overlapping subdomains, ΩS, S ∈ {A,B}, sharing interface Γ I, as illustrated in Figures 3.1.

The boundary and the interface are regular Jordan curves, that is, simple and closed curves, and

admit a known local parameterization. Boundary ΓD is partitioned into two non-overlapping subsets

(where one of the two can be the empty set as in the case of two concentric subdomains), denoting as

ΓD,S the boundary of subdomain ΩS, such that ΓD = ΓD,A∪ΓD,B. Interface Γ I is partitioned into

two non-overlapping subsets (where again, one of them can be the empty set), denoted as ΓC and

ΓK, such that Γ I = ΓC∪ΓK.

For each subdomain ΩS, let ΓS denote the respective boundary, consisting of boundaries and

interface subsets of domain Ω, namely ΓS = ΓD,S ∪Γ I = ΓD,S ∪ΓC∪ΓK. Moreover, for any point

x on boundary ΓS, vector nS B nS(x) B
(
nS

x(x),nS
y(x)

)
stands for the unit normal vector outward

to subdomain ΩS (see Figure 3.1). Notice that if x ∈ Γ I, therefore, nA(x) = −nB(x).

ΩA ΩBΓD,A ΓD,B

ΓC

ΓK

nA nB

Figure 3.1: Example of arbitrary curved domain with subdomains, boundary subsets, interface subsets, and

outward unit normal vectors.

3.2.2 Conjugate problem model

The conjugate heat transfer problem consists in seeking temperature function φS(x) in

subdomain ΩS with governing partial differential equation given as

∇ ·
(
uSφS − κS∇φS

)
= f S, in ΩS, (3.1)
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where uS B uS(x)B
(
uS

x(x),uS
y(x)

)
is the velocity vector function multiplied by the heat capacity and

density of the associated material, κS B κS(x) is the thermal conductivity function, and f S B f S(x)
is the heat source function (a negative value implies a heat sink) defined in subdomain ΩS. All

functions are assumed regular and bounded in the associated subdomains.

Notice that, in the case of discontinuous temperature, velocity, thermal conductivity, and heat

source on the interface, associated functions φS(x), uS(x), κS(x), and f S(x) are continuous (also

regular and bounded) in the associated subdomains. The term discontinuous refers to the physical

quantity (temperature, velocity, thermal conductivity, and heat source) defined in the entire domain.

In contrast, the associated functions are defined only in the associated subdomains. Therefore, if a

given physical quantity is discontinuous, associated functions defined in each of the subdomains are

continuous but do not correspond on the interface.

No mass transfer from one subdomain to the other is considered since in conjugate heat

transfer problems it is not physical to have a convective transport through the interface. Therefore,

functions uS(x) are always given tangent to interface ΓI, that is, uS(x) ·nS(x) = 0.

Remark 9 The term regular is used to indicate that the function belongs to spaces Ck+1, with k ≥ d,

when polynomial reconstruction of degree d is used to achieve a (d +1)-order accurate scheme. In

other words, the function is continuous and has, at least, continuous first k +1 derivatives.

The model problem is complemented with the Dirichlet boundary condition on boundary subsets

ΓD,S, given as

φS = gD,S, on ΓD,S, (3.2)

where gD,S B gD,S(x) are given regular and bounded functions. Although Neumann and Robin

boundary conditions can also be prescribed in conjugate heat transfer problems, they are not

elaborated in the present work for the sake of simplicity (more details concerning this topic are found

in Costa et al., 2018 [65]).

Additionally, the model problem also requires interface conditions and two cases are considered,

as follows:

• The continuity interface conditions (or homogeneous jump interface conditions [54]) on interface

subset ΓC, given as

φA = φB,

− κA∇φA ·nA− κB∇φB ·nB = 0,




on ΓC,
(3.3)

(3.4)

which imposes the continuity of the temperature and the conservation of the conductive heat

flux on the associated interface subset. Notice that, for adjacent materials with different thermal
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conductivity, the temperature derivative normal to the interface is necessarily discontinuous in

order to conserve the conductive heat flux.

• The imperfect interface conditions (or Robin type jump or Kapitza interface conditions [54]) on

interface subset ΓK, given as

− κA∇φA ·nA = hK
(
φA−φB

)
,

− κA∇φA ·nA− κB∇φB ·nB = 0,




on ΓK,
(3.5)

(3.6)

where hK B hK(x) = 1/rK(x) is a given interfacial thermal conductance function (its inverse

is called interfacial thermal resistance coefficient or Kapitza coefficient), which imposes the

conservation of the conductive heat flux on the associated interface subset given as function

of the unknown finite jump of the temperature. These interface conditions represent a

lowly-conductive imperfect interface also known as Kapitza interface [5, 7]. Notice that the

temperature is discontinuous on the associated interface subset, where the exceptional case

with functions φA(x) = φB(x) results in the adiabatic condition (no conductive heat flux). As

for the continuity interface condition, the temperature derivative normal to the interface is

discontinuous for adjacent materials with different thermal conductivity.

Remark 10 As addressed in Clain et al., 2013 [66], the continuity interface conditions can be recovered

assigning a high interfacial thermal conductance function for the imperfect interface conditions. In

fact, if hK(x) → ∞ then
(−κA(x)∇φA(x) ·nA(x))/hK(x) → 0 and, therefore, φA(x) → φB(x).

In practice, the authors verified that excessively high interfacial thermal conductance functions are

required to recover the continuity of the temperature, resulting in a substantially increased condition

number of the system of linear equations, which deteriorates the efficiency of the method. Notice that,

for very high-order accurate schemes this issue is critical and, therefore, the efficiency of the code is

significantly deteriorated and, for that reason, such approach is not considered in the present work.

3.2.3 Polygonal meshes

A general polygonal mesh denoted as MS discretizes each subdomain ΩS and consists of

nS non-overlapping convex polygonal cells (triangles, quadrangles, etc.). Cells are denoted as ci with

i ∈ IA = {1, . . .,nA} for cells belonging to mesh MA and i ∈ IB = {nA+1, . . .,nA+nB} for cells

belonging to mesh MB and, therefore, the index of each cell is unique.

Inner edges are denoted as ei j with j , i and i, j ∈ IS and correspond to the edges shared

between neighbor cells ci and c j belonging to mesh MS and, therefore, ei j = ci ∩ c j . Boundary

edges are denoted as eiF with i ∈ IF,S and correspond to the edges of cells ci belonging to mesh

MS and approximating boundary subsets ΓF,S (for the sake of simplicity, each cell has at most one

boundary edge). Subset IF,S ⊂ IS gathers the indices and nF,S is the number of the cells belonging
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to mesh MS with a boundary edge approximating boundary subset ΓF,S.

The vertices of the boundary edges fall on the curves of the associated boundary subsets and,

in particular, on boundary subsets ΓC,S are common to both meshes (conformal meshes on the

interface). In that case, for each boundary edge eiC corresponding to an edge of cell ci, with i ∈ IC,A

and belonging to mesh MA, there is a counterpart boundary edge f jC corresponding to an edge of

cell c j , with j ∈ IC,B and belonging to mesh MB, such that edges fiC and f jC share the same

vertices and are geometrically equivalent (same shape and location).

Table 3.1 introduces the geometric properties for the cells and edges and Figures 3.2 provides

a schematic representation. Notice that inner edge ei j is also denoted as e ji and, therefore, reference

and quadrature points are the same, that is, mi j =m ji and qi j,r = q ji,r , whereas outward unit normal

vectors are antisymmetric, that is, si j = −s ji. Similarly, for counterpart boundary edges eiF and e jF ,

antisymmetric outward unit normal vectors are assigned, that is, siF = −s jF .

Table 3.1: Notation and geometric properties for the cells and edges.

Mesh elements Notation Properties Definition Choice

Cells
ci ⊂ ΩS

∆

S ∈ {A,B}

∂ci Boundary

|ci | Area

mi =
(
mi,x,mi,y

)
Reference point (can be any point in ci) Centroid

qi,q =
(
qi,q,x,qi,q,y

)
Quadrature points, q = 1, . . .,Q Gaussian

Ni Indices of the adjacent cells and boundary subset

Inner edges
ei j ∈ ΩS

∆

S ∈ {A,B}

|ei j | Length

mi j =
(
mi j,x,mi j,y

)
Reference point (can be any point on ei j ) Midpoint

qi j,r =
(
qi j,r,x,qi j,r,y

)
Quadrature points, r = 1, . . .,R Gaussian

si j =
(
si j,x, si j,y

)
Outward unit normal vector from cell ci to cell cj

Boundary edges

eiF ⊂ ΓF,S
∆

F ∈ {D,C,K}
S ∈ {A,B}

|eiF | Length

miF =
(
miF,x,miF,y

)
Reference point (can be any point on eiF ) Midpoint

qiF,r =
(
qiF,r,x,qiF,r,y

)
Quadrature points, r = 1, . . .,R Gaussian

siF =
(
siF,x, siF,y

)
Outward unit normal vector from ci

The computational subdomains correspond to the cells in meshes MS discretizing physical

subdomains ΩS, denoted as ΩS
∆

. For the computational subdomains, the computational boundaries

correspond to the edges in meshes MS discretizing physical boundaries ΓS, denoted as ΓS
∆

. For the

computational boundaries, the computational boundary subsets correspond to the edges in meshes

MS discretizing physical boundary subsets ΓF,S, denoted as ΓF,S
∆

. The computational subdomains,

boundaries, and boundary subsets are, therefore, respectively given as

ΩS
∆
=

⋃
i∈IS

ci, (3.7)
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qiD,1

miD

qiD,2 qi j,1
mi j

qi j,2
mi m j

siD si j
ci c j

eiD ei j

ΓD,S

qiF,1

miF

qiF,2

q jF,1

m jF

q jF,2

mi m j

siF s jF
ci c j

eiF e jF

ΓF,A ΓF,B

(a) Boundary. (b) Interface.

Figure 3.2: Notation and geometric properties for the cells and edges.

ΓS
∆
=

⋃
i∈IF,S,F∈{D,C,K}

eiF, (3.8)

ΓF,S
∆
=

⋃
i∈IF,S

eiF . (3.9)

Since meshes MS are composed of polygonal cells, computational subdomains ΩS
∆

do not

fully overlap associated curved physical subdomains ΩS. For fine enough meshes, a geometrical

mismatch with magnitude order O
(
h2) is then expected between the physical and the computational

boundaries, where h is the characteristic mesh size. Such geometrical mismatch leads to a potential

accuracy deterioration and a maximal second-order of convergence for the method if the appropriate

treatment is not provided.

3.3 Problem partitioning

The conjugate heat transfer problem is solved with a partitioning method applied to the problem

model, which results in heat transfer subproblems governed by the convection-diffusion equation with

only boundary conditions, denoted as subproblem PS in subdomain ΩS. The Dirichlet-Neumann

and Neumann-Neumann methods are used as the partitioning methods, and Dirichlet and Neumann

boundary conditions replace the prescribed interface conditions on each interface subset. Hence, the

partitioned approach to solve the conjugate heat transfer problem produces a partitioned problem

model that consists of Dirichlet and Neumann boundary value subproblems in the subdomains. Then,

each subproblem is discretized separately with no explicit reference or direct dependency on the

subproblem in the adjacent subdomain.

3.3.1 Partitioned problem model

The boundary of each subdomain comprises, not only boundary subsets ΓD,S, but also interface

subsets ΓC and ΓK of domain Ω (the interface of the entire domain is part of the boundaries of the
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subdomains). For notation convenience, ΓF,S, F ∈ {D,C,K}, denotes the subsets of the partitioned

boundaries of subdomains ΩS such that ΓS = ΓD,S ∪ΓC,S ∪ΓK,S (see Figure 3.3). Notice that

boundary subsets ΓC,S and ΓK,S of subdomains ΩS correspond to interface subsets ΓC and ΓK of

domain Ω, that is, ΓC,A = ΓC,B = ΓC and ΓK,A = ΓK,B = ΓK . From now on, the term boundaries

refer to subdomain boundaries ΓS rather than to only domain boundary ΓD, unless otherwise stated.

Subproblem PA Subproblem PB

ΩAΓD,A

ΓC,A

ΓK,A

nA

ΩB ΓD,B

ΓC,B

ΓK,B

nB

Figure 3.3: Example of subproblems in arbitrary curved subdomains with boundary subsets and outward unit

normal vectors.

In the case of the continuity interface conditions, the Dirichlet-Neumann method results in

a Dirichlet boundary condition prescribed in subproblem PA and a Neumann boundary condition

prescribed in subproblem PB. Similarly, in the case of the imperfect interface conditions, the

Neumann-Neumann method results in Neumann boundary conditions prescribed in both subproblems,

PA and PB.

Subproblem PA consists in seeking temperature function φA(x) in subdomain ΩA with

governing partial differential equation and boundary conditions given as

PA :




∇ ·
(
uAφA− κA∇φA

)
= f A, in ΩA,

φA = gD,A, on ΓD,A,

φA = gC,A, on ΓC,A,

− κA∇φA ·nA = gK,A, on ΓK,A,

(3.10)

(3.11)

(3.12)

(3.13)

where gC,A B gC,A(x) and gK,A B gK,A(x) are unknown regular and bounded functions on

boundary subsets ΓC,A and ΓK,A, respectively. On the other side, subproblem PB consists in

seeking temperature function φB(x) in subdomain ΩB with governing partial differential equation and
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boundary conditions given as

PB :




∇ ·
(
uBφB− κB∇φB

)
= f B, in ΩB,

φB = gD,B, on ΓD,B,

− κB∇φB ·nB = gC,B, on ΓC,B,

− κB∇φB ·nB = gK,B, on ΓK,B,

(3.14)

(3.15)

(3.16)

(3.17)

where gC,B B gC,B(x) and gK,B B gK,B(x) are unknown regular and bounded functions on boundary

subsets ΓC,B and ΓK,B, respectively. The condition gK,A(x)+gK,B(x) = 0 holds on interface subset

ΓK.

Notice that, Dirichlet boundary condition (3.2) prescribed on boundary subsets ΓD,S correspond

to Dirichlet boundary conditions (3.11) and (3.15) in subproblems PA and PB, respectively. The

continuity interface conditions (3.3) and (3.4) prescribed on interface subset ΓC are replaced with

Dirichlet boundary condition (3.12) in subproblem PA and Neumann boundary condition (3.16) in

subproblem PB, and the associated boundary condition values are given with unknown functions

gC,A(x) and gC,B(x), respectively. The imperfect interface conditions (3.5) and (3.6) prescribed

on interface subset ΓK are replaced with Neumann boundary conditions (3.13) and (3.17) in

subproblems PA and PB, respectively, and the associated boundary condition values are given with

unknown functions gK,A(x) and gK,B(x), respectively.

3.3.2 Thermal coupling

The partitioning of the conjugate heat transfer problem with the Dirichlet-Neumann and

Neumann-Neumann methods results in subproblems with only boundary conditions prescribed on

the boundary subsets of the associated subdomains. However, the produced Dirichlet and Neumann

boundary conditions in Equations (3.12) and (3.13) and (3.16) and (3.17), resulting from the

continuity and imperfect interface conditions, brings to the problem additional unknown functions

gF,S(x), F ∈ {C,K}, to provide the boundary condition values on the associated boundary subsets.

The strategy to guarantee the appropriate thermal coupling between the subproblems is to

provide boundary condition functions gF,S(x) such that the solution of the partitioned problem satisfies

the interface conditions and, therefore, corresponds to the solution of the conjugate heat transfer

problem. Therefore, Equations (3.12) and (3.16) recover the continuity interface conditions (3.3)

and (3.4) while Equations (3.13) and (3.17) recover the imperfect interface conditions (3.5) and (3.6).

This is achieved assigning boundary condition functions gF,S(x) given as

gC,A B φB, on ΓC,A, (3.18)

gC,B B −κA∇φA ·nB, on ΓC,B, (3.19)
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gK,A B hK
(
φA−φB

)
, on ΓK,A, (3.20)

gK,B B hK
(
φB−φA

)
, on ΓK,B, (3.21)

where the symmetry gK,A(x) = −gK,B(x) is noticed.

Although it seems that the partitioned problem model is transformed into the conjugate model

problem, which is partitioned in the first place, notice that functions gF,S(x) are unknowns of the

former and do not exist in the latter. Indeed, these functions serve as transmission conditions on the

interface and, therefore, subproblems are discretized separately with no explicit reference or direct

dependence on the subproblem in the adjacent subdomain. In turn, an additional numerical treatment

is required to determine unknown boundary condition functions gF,S(x) since temperature functions

φS(x) are also unknown.

Remark 11 Boundary condition function gC,A(x) requires the solution of subproblem PB, boundary

condition function gC,B(x) requires the solution of subproblem PA, and boundary condition functions

gK,S(x) require the solution of both subproblems, which seems to imply that one subproblem can only

be solved after solution of the other. Indeed, a naive strategy consists in using an iterative algorithm to

solve the subproblems consecutively [8], until the solution of both have converged, assigning boundary

condition functions gF,S(x) based on the solution of the subproblems in the previous iteration. On

the other side, since the partitioned model problem is linear, boundary condition functions gF,S(x)
can be determined in the same system together with temperature functions φS(x), which avoids the

drawbacks of iterative algorithms.

Remark 12 The Dirichlet-Neumann method applied for the continuity interface conditions yields two

asymmetric subproblems with different types of boundary conditions on boundary subsets ΓC,S of

subdomains ΩS. Namely, a Dirichlet boundary condition is prescribed on boundary subset ΓC,A

in subproblem PA and a Neumann boundary condition is prescribed on boundary subset ΓC,B in

subproblem PB. However, Neumann boundary condition can be prescribed in the former, and a

Dirichlet boundary condition can be prescribed in latter, which is equivalent in terms of the thermal

coupling for the partitioned problem. On the other side, the boundary conditions configuration can be

an issue in terms of accuracy and robustness of the discretized subproblems. Therefore, although the

first configuration is selected to present the proposed method, both are addressed in the numerical

benchmark provided in this work to investigate the accuracy and robustness implications depending

on the thermal conductivity assigned for the adjacent subdomains.

3.4 Polynomial reconstructions

The treatment of partitioned problem consists in computing polynomial reconstructions to

provide local approximations of the temperature functions in the associated computational subdomains.
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Additionally, they also provide approximations of the boundary condition functions resulting from the

partitioning method on the associated computational boundary subsets. Unconstrained polynomial

reconstructions are computed associated with each inner edge, whereas constrained polynomial

reconstructions for cell mean-value conservation are computed associated with each cell. Additionally,

constrained polynomial reconstructions for the boundary conditions fulfilment are computed associated

with each boundary edge and, in the case of arbitrary curved boundaries, the ROD method is applied

to preserve the accuracy of the polynomial reconstructions. These unconstrained and constrained

polynomial reconstructions and the application of the ROD method are detailed hereafter.

3.4.1 Polynomial reconstruction method

Temperature functions are represented in terms of approximate and piecewise cell mean-values

in the associated computational subdomain. That is, for cell ci in computational subdomain ΩS
∆

,

associated cell mean-value, denoted as φi, is defined as

φi ≈ 1
|ci |

∫
ci
φS(x)dx, (3.22)

and vector ΦS ∈ RnS gathers the cell mean-values in computational subdomain ΩS
∆

. Notice that,

although the numerical approximations are given in computational subdomains ΩS
∆

, the associated

temperature functions are defined in physical subdomains ΩS, which do not entirely overlap for curved

domains.

The polynomial reconstruction method consists in fitting through a minimization procedure

a polynomial function of degree d to a certain number of cell mean-values of the temperature

function [67--69]. For regular functions, the polynomial reconstruction method provides local

approximations with an error with magnitude order O
(
hd+1) , where h is the mesh characteristic

size, therefore, convergence order d + 1 is expected under mesh refinement [63--66, 70--72]. A

generalization of the method is introduced in Costa et al., 2018 [65], and enables to compute local

approximations that, besides approximating the cell mean-values, are also capable of fulfilling specific

conditions associated with the problem.

Consider a polynomial function of degree d denoted as ϕ(x) and written in a compacted form

as

ϕ(x) = η ·pd(x−m) =
d∑
α=0

d−α∑
β=0

ηαβ(x−mx)α
(
y−my

) β
, (3.23)

where pd(x) is a basis function vector including all two-dimensional monomials up to degree d,

m =
(
mx,my

)
is a reference point in order to reduce condition numbers, and vector η ∈ Rn gathers

the polynomial coefficients, with n = (d+1)(d+2)/2.
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The polynomial reconstruction method requires seeking, through a minimization procedure,

polynomial coefficients vector η that provides the best approximation of polynomial function ϕ(x)
to the cell mean-values in the vicinity of the reference point and the same subdomain. The

method provides either unconstrained or constrained polynomial reconstructions depending on the

minimization procedure performed to compute polynomial coefficients vector η. An unconstrained

polynomial reconstruction corresponds to the best approximation to the cell mean-values. On the

other side, a constrained polynomial reconstruction corresponds to the best approximation to the cell

mean-values given that specific conditions are fulfilled (called constraints).

For each subproblem, unconstrained and constrained polynomial reconstructions are computed,

which allow obtaining local continuous and differentiable functions that approximate the associated

temperature functions. The polynomial reconstructions for each subproblem are only computed with

the cell mean-values associated with the same subproblem.

3.4.2 Least-squares method

The linear least-squares method is the standard minimization procedure performed to provide

the polynomial reconstructions. The method consists in minimizing the sum of the squared residuals,

where the residuals are the difference between the cell mean-values of the polynomial function and

the cell mean-values of the associated temperature function. For that purpose, consider weighted cost

functional from Rn to R, denoted as F(η), given as

F(η) =
∑
k∈S

ωk

[
1
|ck |

∫
ck
ϕ(x)dx−φk

]2
, (3.24)

where, for the sake of simplicity without loss of accuracy, the integrals are evaluated numerically using

quadrature rules of the same order as the polynomial degree.

In weighted cost functional (3.24), S is a stencil gathering the indices of s cells in the vicinity

of the reference point such that the associated mean-values are considered in the approximation.

For polynomial degree d, there are n polynomial coefficients to determine and, therefore, s ≥ n is

required such that the number of mean-values to approximate is, at least, the same as the number

of polynomial coefficients to determine. The case of s = n corresponds to the exact fitting of the

polynomial function to the mean-values. In contrast, the common practice consists in considering

s = 1.5n to exceed sufficiently the number of polynomial coefficients, which provides robustness and

stability to the polynomial reconstruction in the general case.

Moreover, in weighted cost functional (3.24), ωk , k ∈ S , are positive weights aiming to give a

relative importance to the mean-values according to the Euclidean distance between associated cell

reference point mk and polynomial reconstruction reference point m, given as dk = |mk −m|, as

applied in Barth, 1993 [68]. The weights are defined as ωk B ω(dk), k ∈ S , with function ω(dk)
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given as

ω(dk) = 1
(σdk)δ +1

, (3.25)

where δ,σ ∈ R are given parameters and vector ω ∈ Rs gathers the weights associated with the cells

with an index in the stencil.

Polynomial reconstructions for the subproblems are computed based on stencils that gather

indices of cells solely in the associated computational subdomain. That is, a polynomial reconstruction

for subproblem PS approximates temperature function φ(x) and, therefore, only mean-values

associated with cells in computational subdomain ΩS are considered for the minimization procedure.

Therefore, each index k in stencil S corresponds to cell ck in computational subdomain ΩS
∆

and,

therefore, S ⊂ IS. This procedure is necessary to avoid approximating functions or derivatives with

discontinuities on the interface, which are not correctly approximated with polynomial reconstructions

without deterioration of the convergence order of the method. Moreover, the consistency of the

polynomial reconstruction method is maintained since functions represented with polynomial terms

are exactly fitted with polynomial reconstructions with the same degree.

For unconstrained polynomial reconstructions, the minimization procedure consists in seeking

unique vector η̃ ∈ Rn that minimizes weighted cost functional F(η) in the least-squares sense, that

is, η̃ = arg minη F(η), and the optimal polynomial reconstruction is written as ϕ̃(x) = η̃ ·pd(x−m).
The normal equations method [73] is used to derive the unconstrained least-squares method and

perform the associated minimization procedure in the present work.

For constrained polynomial reconstructions, in addition to minimizing functional F(η) in the

least-squares sense, a linear constraint derived from specific conditions associated with the problem is

exactly fulfilled. Consider a linear constraint functional from Rn to R, denoted as G(η), gathering the

linear constraints in the residual form. The minimization procedure consists in seeking unique vector

η̂ ∈ Rn that minimizes weighted cost functional F(η) in the least-squares sense and exactly fulfills

equation G(η) = 0, that is, η̂ = arg minη F(η) subject to G(η) = 0, and the optimal polynomial

reconstruction is written as ϕ̂(x) = η̂ · pd(x−m). The so-called linearly constrained Lagrange

multipliers method [74] is used to derive the constrained least-squares method and perform the

associated minimization procedure in the present work.

3.4.3 Unconstrained polynomial reconstructions

For each inner edge ei j in computational subdomain ΩS
∆

, an unconstrained polynomial

reconstruction is assigned and denoted as ϕi j(x) = ηi j · pd
(
x−mi j

)
. Vector η B ηi j gathers

the polynomial coefficients and reference point m B mi j corresponds to the edge midpoint. For

the minimization procedure, weighted cost functional F(η) is denoted as Fi j

(
ηi j

)
where stencil

S B Si j gathers the indices of s cells in the vicinity of the reference point (belonging to computational
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subdomain ΩS
∆

) and vector ω B ωi j gathers the weights associated with each cell in the stencil.

Following the polynomial reconstruction method, vector η̃i j ∈ Rn minimizes weighted cost

functional F
(
ηi j

)
, and the optimal unconstrained polynomial reconstruction is written as ϕ̃i j(x) =

η̃i j ·pd
(
x−mi j

)
.

3.4.4 Constrained polynomial reconstructions for cells

For each cell ci in computational subdomain ΩS
∆

, a constrained polynomial reconstruction is

assigned and denoted as ϕi(x) = ηi · pd(x−mi). Vector η B ηi gathers the polynomial coefficients

and reference point m B mi corresponds to the cell centroid. For the minimization procedure,

weighted cost functional F(η) is denoted as Fi
(
ηi

)
where stencil S B Si gathers the indices of s cells

in the vicinity of the reference point (belonging to computational subdomain ΩS
∆

) and vector ω B ωi

gathers the weights associated with each cell in the stencil.

The polynomial reconstruction is constrained such that it recovers the cell mean-value of

temperature function φS(x). That is, the integral of the polynomial reconstruction in cell ci (divided

by the area of the same cell) equals cell mean-value φi and, therefore, constraint functional

G(η)B Gi
(
ηi

)
is given as

Gi
(
ηi

)
=

1
|ci |

∫
ci
ϕi(x)dx−φi . (3.26)

Following the polynomial reconstruction method, vector η̃i ∈ Rn minimizes weighted cost

functional F
(
ηi

)
subject to equation Gi

(
ηi

)
= 0, and the optimal constrained polynomial

reconstruction is written as ϕ̂i(x) = η̂i ·pd(x−mi).

3.4.5 Constrained polynomial reconstructions for boundary edges

For each boundary edge eiF on computational boundary subset ΓF,S
∆

of computational

subdomain ΩS
∆

, a constrained polynomial reconstruction is assigned and denoted as ϕiF(x) =
ηiF ·pd(x−miF). Vector η B ηiF gathers the polynomial coefficients and reference point mB miF

corresponds to the edge midpoint. For the minimization procedure, weighted cost functional F(η)
is denoted as FiF

(
ηiF

)
where stencil S B SiF gathers the indices of s cells in the vicinity of the

reference point (belonging to computational subdomain ΩS
∆

) and vector ω B ωiF gathers the weights

associated with each cell in the stencil.

Moreover, piF =
(
piF,x, piF,y

)
is a collocation point in the vicinity of the reference point,

viF =
(
viF,x,viF,y

)
is a unit vector, and giF is the point-value of the prescribed boundary condition

function. The polynomial reconstruction is constrained such that it recovers the point-value of

the prescribed boundary condition function at collocation point piF . That is, the determination of

the prescribed boundary condition with polynomial reconstruction at collocation point piF equals
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point-value giF and, therefore, prototype constraint functional G(η)B GiF
(
ηiF

)
is given as

GiF
(
ηiF

)
= ϕiF(piF)−giF, (3.27)

in the case of a prescribed Dirichlet boundary condition and is given as

GiF
(
ηiF

)
= −κS(piF)∇ϕiF(piF) · viF −giF, (3.28)

in the case of a prescribed Neumann boundary condition.

Following the polynomial reconstruction method, vector η̃iF ∈ Rn minimizes weighted cost

functional F
(
ηiF

)
subject to equation GiF

(
ηiF

)
= 0, and the optimal constrained polynomial

reconstruction is written as ϕ̂iF(x) = η̂iF ·pd(x−miF).
Notice that the same constrained least-squares method is always used to perform the

minimization procedure and compute the constrained polynomial reconstructions associated with the

boundary edges. In contrast, only the prototype constraint functional is given following the prescribed

boundary condition type.

3.4.6 Reconstruction for off-site data method

The ROD method provides constrained polynomial reconstructions associated with the boundary

edges such that the prescribed boundary conditions are exactly fulfilled on the associated curved

physical boundaries. Therefore, the ROD method is capable of handling the geometrical mismatch

between the straight computational and curved physical boundaries to preserve the convergence order

and, thus, avoids the difficulties associated with the approaches with curved meshes. Moreover, the

ROD method does not depend on the prescribed boundary condition type, and the full parameterization

of the boundary is not required, which makes this method simple, versatile and general for the treatment

of curved physical boundaries.

The ROD method consists in providing the appropriate linear constraints to the polynomial

reconstructions associated with the boundary edges assigning collocation points and unit vectors on the

curved physical boundaries. Therefore, the applied constrained least-squares method to perform the

minimization procedure provides polynomial reconstructions that exactly fulfil the associated boundary

conditions on the curved physical boundaries.

Polynomial reconstruction ϕ̂iF(x) associated with boundary edge eiF on computational boundary

subset ΓF,S
∆

requires collocation point piF and unit vector viF for the constraint functional given in

Equation (3.27) or (3.28). To properly define the linear constraint for the minimization procedure, the

ROD method consists in assigning collocation point piF B biF and unit vector viF B niF = nS(biF)
belonging to curved physical boundary subset ΓF,S (see Figure 3.4). Moreover, point-values giF

of the prescribed boundary condition function in Equations (3.27) and (3.28) are also defined at
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collocation point biF . In the present study, collocation point biF is obtained from the projection of edge

midpoint miF onto the associated physical boundary subset and vector niF corresponds to the unit

vector normal to the same physical boundary subset at point biF . However, different choices can be

considered, whereas the only limitation is that the collocation point and unit vector are obtained from

the curved physical boundary. Notice that, for counterpart boundary edges eiF and eiF discretizing

physical boundary subsets ΓF,A and ΓF,B, F ∈ {C,K}, respectively, collocation points coincide and

outward unit vectors are symmetric, that is, biF = b jF and niF = −n jF .

qiF,1 miF qiF,2

biF

niF

siF

eiF
ciΓF,S

Figure 3.4: Representation of a curved physical boundary fitted with a polygonal cell.

Remark 13 The common practice to fulfil the prescribed boundary conditions without a specific

treatment of curved physical boundaries is to assign collocation points and unit vectors from the

computational boundary subset. For instance, the collocation points correspond to edge midpoints

and the unit vectors correspond to edge normal vectors, that is, piF B miF and viF B siF . Therefore,

such practice provides a maximal second-order of convergence in the case of curved physical

boundaries since the geometrical mismatch between the computational and the physical boundaries

has magnitude order O
(
h2) , with h the characteristic mesh size. However, the optimal convergence

order is preserved when the computational and physical boundaries exactly match, that is, only in the

case polygonal domains.

3.4.6.1 Boundary edges on Dirichlet computational boundary subset

For boundary edge eiD on computational boundary subset ΓD,S
∆

, associated polynomial

reconstruction ϕiD(x) exactly fulfills Dirichlet boundary condition (3.11) or (3.15) in subproblems

PA and PB, respectively. Therefore, prototype constraint functional (3.27) is considered for the

minimization procedure with collocation point piF B biD and point-value giF B giD = gD,S(biD) of

boundary condition function gD,S(x) (see Figure 3.5).

3.4.6.2 Boundary edges on continuity computational boundary subset

For boundary edge eiC on computational boundary subset ΓC,A
∆

, associated polynomial

reconstruction ϕiC(x) exactly fulfills Dirichlet boundary condition (3.12) in subproblem PA. Therefore,

prototype constraint functional (3.27) is considered for the minimization procedure with collocation
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biD

eiD
ciΓD,S

Point-value: giD = gD (biD)
Constraint: ϕ̂iD (biD) = giD

Su
bp

ro
bl

em
PS

Figure 3.5: Representation of the collocation point and the least-squares constraint for the ROD method on

Dirichlet computational boundary subsets.

point biF B biC and point-value giF B giC ≈ gC,A(biC) approximating boundary condition function

gC,A(x) (see Figure 3.6).

For boundary edge e jC on computational boundary subset ΓC,B
∆

, associated polynomial

reconstruction ϕ jC(x) exactly fulfills Neumann boundary condition (3.16) in subproblem PB. Therefore,

prototype constraint functional (3.28) is considered for the minimization procedure with collocation point

b jF B b jC, unit normal vector n jF B n jC, and point-value g jF B g jC ≈ gC,B (
b jC

)
approximating

boundary condition function gC,B(x) (see Figure 3.6).

biC

b jC

e jC

eiC

c j

ci

ΓC,B

ΓC,A

Point-value: giC = ϕ̂ j (biC)
Constraint: ϕ̂iC (biC) = giC

Point-value: g jC = −κA (
b jC

) ∇ϕ̂iC (
b jC

) · n jC

Constraint: −κB (
b jC

) ∇ϕ̂ jC
(
b jC

) · n jC = g jC

Su
bp

ro
bl

em
PA

Su
bp

ro
bl

em
PB

Figure 3.6: Representation of the collocation point and the least-squares constraint for the ROD method on

continuity computational boundary subset.
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3.4.6.3 Boundary edges on Kapitza computational boundary subset

For boundary edge eiK on computational boundary subset ΓK,A
∆

, associated polynomial

reconstruction ϕiK(x) exactly fulfills Neumann boundary condition (3.13) in subproblem PA. Therefore,

prototype constraint functional (3.28) is considered for the minimization procedure with collocation

point biF B biK, unit normal vector niF B niK, and point-value giF B giK ≈ gK,A(biK) approximating

boundary condition function gK,A(x) (see Figure 3.7).

For boundary edge e jK on computational boundary subset ΓK,B
∆

, associated polynomial

reconstruction ϕiK(x) exactly fulfills Neumann condition (3.17) in subproblem PB. Therefore,

prototype constraint functional (3.28) is considered for the minimization procedure with collocation point

b jF B b jK, unit normal vector n jF B n jK, and point-value g jF B g jK ≈ gK,B (
b jK

)
approximating

boundary condition function gK,B(x) (see Figure 3.7).

biK

b jK

e jK

eiK

c j

ci

ΓK,B

ΓK,A

Point-value: giK = hK (biK)
(
ϕ̂i (biK) − ϕ̂ j (biK)

)
Constraint: −κA (biK) ∇ϕ̂iK (biK) · niK = giK

Point-value: g jK = hK (
b jK

) (
ϕ̂ j

(
b jK

) − ϕ̂i (
b jK

) )
Constraint: −κB (

b jK
) ∇ϕ̂ jK

(
b jK

) · n jK = g jK

Su
bp

ro
bl

em
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Su
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em
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Figure 3.7: Representation of the collocation point and the least-squares constraint for the ROD method on

Kapitza computational boundary subset.

Table 3.2 summarizes the required polynomial reconstructions for the partitioned problem

treatment associated with the cells, inner edges, and boundary edges and the associated notation,

subproblem, and constraint functional.

3.5 Finite volume discretization

A finite volume method is used to discretize the Dirichlet and Neumann boundary value

subproblems in curved physical domains with the use of general polygonal meshes. The very
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Table 3.2: Polynomial reconstructions associated with the cells, inner edges, and boundary edges.

Mesh elements Subset Notation Subproblem Constraint functional

Inner edges
ei j ⊂ ΩS

∆

S ∈ {A,B} ϕ̃i j(x) PS None (unconstrained)

Cells
ci ⊂ ΩS

∆

S ∈ {A,B} ϕ̂i(x) PS Cell mean-value conservation, Equation (3.26)

Boundary edges

eiD ⊂ ΓD,S
∆

S ∈ {A,B} ϕ̂iD(x) PS Dirichlet boundary condition, Equation (3.27)

eiC ⊂ ΓC,A
∆

ϕ̂iC(x) PA Dirichlet boundary condition, Equation (3.27)

ejC ⊂ ΓC,B
∆

ϕ̂jC(x) PB Neumann boundary condition, Equation (3.28)

eiK ⊂ ΓK,A
∆

ϕ̂iK(x) PA Neumann boundary condition, Equation (3.28)

ejK ⊂ ΓK,B
∆

ϕ̂jK(x) PB Neumann boundary condition, Equation (3.28)

high-order accurate scheme is then derived based on the unconstrained and constrained polynomial

reconstructions computed for the subproblems and, for those associated with the boundary edges,

the ROD method is applied to properly fulfil the boundary conditions prescribed on the curved physical

boundaries.

3.5.1 Finite volume method

The generic discretization of subproblems PS with the finite volume method consists in applying

the divergence theorem to the integral form of Equations (3.10) and (3.14) over each cell ci in

associated computational subdomain ΩS
∆

, given as

∫
∂ci

(
uS(x)φS(x)− κS(x)∇φS(x)

)
· si(x)dx =

∫
ci

f S(x)dx, (3.29)

where ∂ci stands for the cell boundary and si(x) is the associated outward unit normal vector.

An R-points quadrature rule with weights ζr , r = 1, . . .,R, is used to approximate the integrals

on the straight edges and an Q-points quadrature rule with weights ξq, q = 1, . . .,Q, is used to

approximate the integrals in the polygonal cells. Gaussian quadrature rules are considered with weights

that provide the approximate mean-values of the functions to evaluate. Given that, Equation (3.29) is

rewritten in the discrete form in terms of numerical integrals, given as

∑
j∈Ni

��ei j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci | =O
(
hαi

)
, (3.30)

where hi = |ci |1/2 and α is the convergence order of the quadrature rule. Moreover, fi stands for the
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approximate cell mean-value of source term function f S(x) over cell ci, given as

fi =
Q∑

r=1
ξq f S

(
qi,q

)
, (3.31)

and Ci j,r and Di j,r stand for the physical convective and conductive heat fluxes, respectively, at the

quadrature points of edge ei j , given as

Ci j,r =
(
uS

(
qi j,r

)
· si j

)
φS

(
qi j,r

)
, (3.32)

Di j,r = −κS
(
qi j,r

)
∇φS

(
qi j,r

)
· si j . (3.33)

Notice that, for inner edge ei j (the same as e ji), the conservation of the convective and

conductive heat fluxes is intrinsically preserved within the finite volume method, that is, Ci j,r = −Cji,r

and Di j,r = −D ji,r , since the associated quadrature points coincide and the associated unit normal

vectors are symmetric, that is, qi j,r = q ji,r and si j = −s ji.

Remark 14 To approximate the integrals in the polygonal cells, only Gaussian quadrature rules in

triangular elements are necessary, even for meshes consisting of general polygonal cells. In the

case of a cell with more than three sides, the polygon is split into triangles sharing the cell centroid

as a common vertex, and the quadrature rules in triangular elements are applied in each triangular

section. Then, the approximate cell mean-value corresponds to the summation of the mean-values in

all sections weighted with the respective areas [75]. In that way, the approximate cell mean-values of

the associated source term functions in general polygonal cells are determined without the need for

specific quadrature rules for general polygons.

3.5.2 Very high-order accurate scheme

After the generic finite volume discretization of the subproblems, the very high-order accurate

scheme consists in providing numerical approximations to physical convective and conductive heat

fluxes Ci j,r and Di j,r , respectively. The numerical convective and conductive heat fluxes are denoted

as Ci j,r and Di j,r , respectively, and are determined based on the computed unconstrained and

constrained polynomial reconstructions for the associated subproblem (see Table 3.2).

3.5.2.1 Inner edges

For each inner edge ei j in computational subdomain ΩS
∆

, numerical convective and conductive

heat fluxes Ci j,r and Di j,r , respectively, at quadrature points qi j,r , r = 1, . . .,R, are given as

Ci j,r =
[
uS

(
qi j,r

)
· si j

]+
ϕ̂i

(
qi j,r

)
+

[
uS

(
qi j,r

)
· si j

]−
ϕ̂ j

(
qi j,r

)
, (3.34)
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Di j,r = −κS
(
qi j,r

)
∇ϕ̃i j

(
qi j,r

)
· si j, (3.35)

where [a]+ =max(0,a) and [a]− =min(0,a) for any scalar a ∈ R. Only polynomial reconstructions

computed for the subproblem associated with the inner edge are used to determine the numerical

approximations of the physical heat fluxes. For the numerical convective heat fluxes, the constrained

polynomial reconstructions associated with the adjacent cells are used while for the numerical

conductive heat fluxes the unconstrained polynomial reconstructions associated with the inner edges

are used.

3.5.2.2 Boundary edges

For each boundary edge eiF on computational boundary subset ΓF,S
∆

, numerical convective

and conductive heat fluxes CiF,r and DiF,r , respectively, at quadrature points qiF,r , r = 1, . . .,R, are

given as

CiF,r =
[
uS (qiF,r

) · siF
]+
ϕ̂i

(
qiF,r

)
+

[
uS (qiF,r

) · siF
]−
ϕ̂iF

(
qiF,r

)
, (3.36)

DiF,r = −κS (qiF,r
)∇ϕ̂iF

(
qiF,r

) · siF . (3.37)

As previously, only polynomial reconstructions computed for the subproblem associated with the

boundary edge are used to determined the numerical approximations of the physical heat fluxes. For

the numerical convective heat fluxes, the constrained polynomial reconstructions associated with the

adjacent cells are used while for the numerical conductive heat fluxes the constrained polynomial

reconstructions associated with the boundary edges are used.

Notice that, for counterpart boundary edges eiF and e jF on computational boundary subsets

ΓF,A
∆

and ΓF,B
∆

, F ∈ {C,K}, respectively, Equations (3.36) and (3.37) provide numerical convective

and conductive heat fluxes that are not necessarily conservative, that is, CiF,r + C jF,r , 0 and

DiF,r +D jF,r , 0 in the general case. Indeed, due to the geometrical mismatch between

the computational and physical boundaries, nothing imposes that the numerical heat fluxes are

conservative on the boundary edges. Moreover, although the counterpart boundary edges coincide

geometrically, the associated numerical heat fluxes concern different subproblems with solutions that

do not correspond (that is, no condition is imposed) on the computational boundaries. On the contrary,

the conservation of the conductive heat fluxes is fulfilled on the physical boundaries following the ROD

method to provide the appropriate linear constraints to compute the associated constrained polynomial

reconstructions.

Notice that, the prescribed boundary conditions are taken into account to compute the

constrained polynomial reconstructions associated to the boundary edges and, therefore, no explicit

reference appears in the discretization scheme, which handles only two situations, inner or boundary

edges.
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Remark 15 A particular attention to the velocity, thermal conductivity, and source term is required

in the case of non-convex curved physical boundaries. In Equations (3.36) and (3.37), the

numerical convective and conductive heat fluxes are determined evaluating functions uS(x) and

κS(x), respectively, at the quadrature points of the boundary edges in the associated computational

physical boundary. In the case of concave curved physical boundaries, the associated computational

physical boundary is composed of boundary edges necessarily located outside the physical domain

and, therefore, functions uS(x) and κS(x) do not have a physical meaning at the edge quadrature

points. Similarly, in Equation (3.31), the approximate cell mean-values of the source term functions

are determined evaluating functions fS(x) at the quadrature points of the cells in the associated

computational subdomain. In the case of concave curved physical boundaries, the cells adjacent to

the boundary edges cover the geometrical mismatch between the physical and the computational

domains. Therefore, some of their quadrature points are eventually located outside the physical

domain (with low-order accurate quadrature rules this situation does not necessarily happen), where

functions f S(x) do not have a physical meaning. To overcome this issue, representative extensions of

functions uS(x), κS(x), and f S(x) are necessary at the quadrature points of the boundary edges and

cells located outside the physical domain. In the case of given functions, the provided expression is

used to extrapolate the values at the quadrature points and, even not having a physical meaning, the

technique preserves the accuracy and the convergence order of the proposed method. In the case of

functions that are variables of the problem (for instance, the velocity) approximate cell mean-values

are used to compute a local reconstruction and to extrapolate the values at the quadrature points.

Remark 16 Consider counterpart boundary edges eiF and e jF on computational boundary subsets

ΓF,A
∆

and ΓF,B
∆

, F ∈ {C,K}, respectively. The prescribed continuity and imperfect interface conditions

impose the conservation of the conductive heat flux on the interface and the convective heat flux

through the interface is null. Therefore, the numerical conductive heat fluxes at the quadrature points

of one boundary edge are determined and the same values are assigned to those associated with

the counterpart boundary edge, that is, DiF,r = −D jF,r = −κA (
qiF,r

)∇ϕ̂iF
(
qiF,r

) · siF . Moreover,

since there is no convective heat flux through the interface, numerical convective heat fluxes at

the quadrature points of both boundary edges are assigned to null, that is, CiF,r = C jF,r = 0.

Notice that this discretization scheme does not require polynomial reconstruction ϕ̂ jF(x) computed

for subproblem PB where the Neumann boundary conditions (3.16) and (3.17) are prescribed to

conserve the conductive heat flux. Prescribing symmetric numerical conductive heat fluxes, that is,

D jF,r =−DiF,r , seems to intrinsically satisfy the conservation condition, at least, on the computational

boundaries. However, for curved physical domains, physical boundary subsets ΓF,S and associated

computational boundary subsets ΓF,S
∆

do not fully overlap, and the geometrical mismatch implies a

deterioration of the convergence order of the method with this discretization scheme. Similarly, normal

velocity uS(x) ·nS(x) vanishes on the curved physical boundaries, but the numerical convective heat

fluxes are not generally null on the associated computational boundaries. Hence, this discretization

scheme only provides the optimal convergence order of the method in the case of polygonal domains.
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3.5.3 Thermal coupling

Boundary condition functions gC,A(x) and gC,B(x) assigned for the thermal coupling are

given in terms of temperature functions φA(x) and φB(x). Therefore, associated point-values at

the collocation points need to be determined as approximations of associated boundary condition

functions, and the method consists in using the same polynomial reconstructions used to determine

the numerical approximations of the physical heat fluxes.

3.5.3.1 Boundary edges on continuity computational boundary subset

Consider counterpart boundary edges eiC and e jC on computational boundary subsets ΓC,A
∆

and ΓC,B
∆

, respectively. Therefore, cell ci belongs to computational subdomain ΩA
∆

and cell c j belongs

to computational subdomain ΩB
∆

.

From the Dirichlet-Neumann method, the thermal coupling between subproblems to recover

the continuity interface conditions consists in assigning functions gC,A(x) B φB(x) and gC,B(x) B
−κA(x)∇φA(x) ·nB(x). Therefore, point-values giC and g jC are determined with the evaluation of

polynomial reconstructions ϕ̂ j(x) and ϕ̂iC(x) at collocation points piC = p jC with associated unit

normal vectors viC = −v jC belonging to the associated physical boundary subsets, given as

giC = ϕ̂ j
(
piC

)
, (3.38)

g jC = −κA
(
p jC

)
∇ϕ̂iC

(
p jC

)
· v jC. (3.39)

Polynomial reconstruction ϕ̂iC(x) for subproblem PA is constrained with boundary variable giC

determined with Equation (3.38) from constrained polynomial reconstruction ϕ̂ j(x) for subproblem

PB. In turn, polynomial reconstruction ϕ̂ jC(x) for subproblem PB is constrained with boundary

variable g jC determined with Equation (3.39) from constrained polynomial reconstruction ϕ̂iC(x)
for subproblem PA. Therefore, the data of subproblem PB is used to approximate the prescribed

Dirichlet boundary condition function in subproblem PA. In contrast, the data of the latter is used to

approximate the prescribed Neumann boundary condition function in subproblem PB.

Remark 17 Alternatively, boundary variable g jC can be determined using the constrained polynomial

reconstruction for the cell mean-value conservation in subproblem PA, given as

g jC = −κA
(
p jC

)
∇ϕ̂i

(
p jC

)
· v jC. In numerical experiments, although constrained polynomial

reconstructions for the cell mean-value conservation are appropriate to determine an approximation

of Dirichlet boundary condition functions, an accuracy deterioration is obtained in the case of

Neumann boundary condition functions. Therefore, the optimal convergence order of the method is

not preserved.
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3.5.3.2 Boundary edges on Kapitza computational boundary subset

Consider counterpart boundary edges eiK and e jK on computational boundary subsets ΓK,A
∆

and ΓK,B
∆

, respectively. Therefore, cell ci belongs to computational subdomain ΩA
∆

and cell c j belongs

to computational subdomain ΩB
∆

.

From the Neumann-Neumann method, the thermal coupling between subproblems to recover

the imperfect interface conditions consists in assigning functions gK,A(x) B hK(x)(φA(x)−φB(x))
and gK,B(x) B hK(x)(φB(x)−φA(x)) . Therefore, boundary variables giK and g jK are determined

with the evaluation of the polynomial reconstructions ϕ̂i(x) and ϕ̂ j(x) at collocation points piK = p jK

belonging to the associated physical boundary subsets, given as

giK = hK(piK)
(
ϕ̂i(piK)− ϕ̂ j(piK)

)
, (3.40)

g jK = hK
(
p jK

) (
ϕ̂ j

(
p jK

)
− ϕ̂i

(
p jK

))
, (3.41)

where the symmetry g jK = −giK is noticed.

Polynomial reconstructions ϕ̂iK(x) and ϕ̂ jK(x) for subproblems PA and PB, respectively, are

constrained with boundary variables giK and g jK, respectively, determined with Equations (3.40)

and (3.41) from constrained polynomial reconstructions ϕ̂i(x) and ϕ̂ j(x). Therefore, the data from

subproblems PA and PB is used to approximate the prescribed Neumann boundary condition functions

in both subproblems.

3.5.4 Residual operators

The cell mean-values of temperature functions φS(x) are gathered in vectors ΦS ∈ RnS and

the point-values of boundary condition functions gF,S(x) are gathered in vectors ΨF,S ∈ RnF,S , that

is, ΦS = [φi]i∈IS andΨF,S = [giF]i∈IF,S . The equations derived from proposed method, that is, the

discretization of the subproblems and the numerical treatment of the thermal coupling, are rewritten

in terms of affine residual operators, as follows:

• For each cell ci in computational subdomain ΩS
∆

, Equation (3.30) derived from the discretization

of the subproblems is rewritten with the numerical heat fluxes as Ri = 0 with residual given as

Ri =
∑
j∈Ni

��ei j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci |, (3.42)

where the cell mean-values in vector ΦS and the point-values in vectorsΨF,S are necessary to

compute the associated polynomial reconstructions. The residuals defined in Equation (3.42)

for cells ci in computational subdomain ΩS
∆

with only inner faces are gathered in the vector form

with affine residual operator RS (ΦS) from RnS to RnS−nD,S−nC,S−nK,S
. The residuals defined in
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Equation (3.42) for boundary cells ci in computational subdomain ΩS
∆

with a boundary edge

eiF on computational boundary subset ΓF,S
∆

are gathered in the vector form with affine residual

operator RF,S (ΦS,ΨF,S) from RnS+nF,S to RnF,S .

• For each boundary edge eiC on computational boundary subset ΓC,A
∆

and counterpart boundary

edge e jC on computational boundary subset ΓC,B
∆

, Equation (3.38) and (3.39) derived from the

numerical treatment of the thermal coupling are rewritten as RiG = 0 and G jC = 0, respectively,

with residuals given as

GiC = ϕ̂ j
(
piC

) −giC, (3.43)

G jC = −κA
(
p jC

)
∇ϕ̂iC

(
p jC

)
· v jC−g jC, (3.44)

where the cell mean-values in vectors ΦB are necessary to compute the associated polynomial

reconstructions in the former case while the cell mean-values in vectorsΦA and the point-values

in vectorΨC,A are necessary to compute the associated polynomial reconstructions in the latter

case. The residuals defined in Equation (3.43) for boundary edge eiC on computational boundary

subset ΓC,A
∆

are gathered in the vector form with affine residual operator GC,A
(
ΨC,A,ΦB

)
from RnC,A+nB

to RnC,A
. The residuals defined in Equation (3.44) for counterpart boundary

edge e jC on computational boundary subset ΓC,B
∆

are gathered in the vector form with affine

residual operator GC,B
(
ΨC,B,ΦA,ΨC,A

)
from RnC,B+nA+nC,A

to RnC,B
.

• For each boundary edge eiK on computational boundary subset ΓK,A
∆

and counterpart boundary

edge e jK on computational boundary subset ΓK,B
∆

, Equations (3.40) and (3.41) derived from the

numerical treatment of the thermal coupling is rewritten as RiG = 0 and G jK = 0, respectively,

with residuals given as

GiK = hK(piK)
(
ϕ̂i(piK)− ϕ̂ j(piK)

) −giK, (3.45)

G jK = hK
(
p jK

) (
ϕ̂ j

(
p jK

)
− ϕ̂i

(
p jK

))
−g jK, (3.46)

where the cell mean-values in vectors ΦA and ΦB are necessary to compute the associated

polynomial reconstructions in both cases. The residuals defined in Equation (3.45) for boundary

edge eiK on computational boundary subset ΓK,A
∆

are gathered in the vector form with affine

residual operator GK,A
(
ΨK,A,ΦA,ΦB

)
from RnK,A+nA+nB

to RnK,A
. The residuals defined

in Equation (3.46) for counterpart boundary edge e jK on computational boundary subset

ΓK,B
∆

are gathered in the vector form with affine residual operator GK,B
(
ΨK,B,ΦA,ΦB

)
from

RnK,B+nA+nB
to RnK,B

.
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3.5.5 Implicit formulation

The cell mean-values of temperature functions φS(x) in vectorsΦS are unknown and correspond

to the internal variables for the proposed method while the point-values of boundary condition functions

gC,S(x) and gK,S(x) in vectorsΨC,S andΨK,S, respectively, are also unknown but correspond to the

boundary variables for the proposed method. Notice that boundary conditions functions gD,S(x) are

given and, therefore, vectors ΨD,S gather, in fact, only known point-values. Therefore, the number

of degrees of freedom to determine is DOF = nA + nB + nC,A + nC,B + nK,A + nK,B. The internal

and boundary variables for the proposed method are gathered in global vector Φ ∈ RDOF , given as

Φ =
[
ΦA,ΦB,ΨC,A,ΨC,B,ΨK,A,ΨK,B]T

.

The implicit system of linear equations for the solution of the partitioned problem is formed

gathering affine residual operators (3.42) and (3.46) in vector form in global affine residual operator

H(Φ) from RDOF to RDOF , given as

H(Φ) =



RA
(
ΦA

)
RD,A

(
ΦA,ΨD,A

)
RC,A

(
ΦA,ΨC,A

)
RK,A

(
ΦA,ΨK,A

)
RB

(
ΦB

)
RD,B

(
ΦA,ΨD,B

)
RC,B

(
ΦA,ΨC,B

)
RK,B

(
ΦA,ΨK,B

)
GC,A

(
ΨC,A,ΦB

)
GC,B

(
ΨC,B,ΦA,ΨC,A

)
GK,A

(
ΨK,A,ΦA,ΦB

)
GK,B

(
ΨK,B,ΦA,ΦB

)



, (3.47)

The solution of the implicit system of linear equations given as H(Φ) = 0 provides vector

Φ∗ ∈ RDOF that corresponds to the approximate solution of the conjugate heat transfer problem

in terms of internal and boundary variables. In that case, the internal variables correspond to

the approximate cell mean-values of temperature functions φS(x) in the cells of the mesh and

the boundary variables correspond to the approximate point-values of boundary condition functions

gF,S(x), F ∈ {C,K}, at the boundary collocation points. An iterative free-matrix algorithm, such as

the GMRES method, supplemented with a preconditioning matrix, is used to solve the system of linear

equations, as proposed in Clain et al., 2013 [66], and Bouralas et al., 2017 [63]. The free-matrix
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approach avoids to explicitly assemble and store the matrix of the coefficients derived from the residual

operators, which requires algorithms that are not elaborated in the present work.

Remark 18 An alternative solution method consists in an iterative algorithm that solves apart and

successively subproblems PS for the internal variables, such that the solution of systems of linear

equations RS (ΦS,ΨC,S,ΨK,S) = 0 with the residual given as

HS
(
ΦS,ΨC,S,ΨK,S

)
=



RS (ΦS)
RD,S (ΦS,ΨD,S)
RC,S (ΦS,ΨC,S)
RK,S (ΦS,ΨK,S)


(3.48)

provides a sequence of vectorsΦS,∗ ∈ RnS that converge to the solution of the conjugate heat transfer

problem. This also requires that, between two consecutive iterations, boundary variables in vectors

ΦC,S,∗ ∈ RnC,S
and ΦK,S,∗ ∈ RnC,S

are determined from the previous intermediate internal variables

in vectors ΦS,∗ using the associated residual operators (no system of linear equations is solved to

determine the boundary variables from given internal variables). This method often converges slower

than the direct solution method elaborated previously, where the speed of convergence is closely

related with the quality of the initial guess solution (and, for that reason, initial coarse solvers are

usually applied) and the strength of the thermal interaction between subproblems.

3.5.6 Static condensation

Since the numerical treatment of the thermal coupling with Equations (3.38) and (3.41) is

independent for each boundary variable of the same subproblem, explicit expressions for vectorsΨF,S

as functions of only vectors ΦS are possible to derive, such that

GC,A
(
ΨC,A,ΦB

)
= 0, (3.49)

GC,B
(
ΨC,B,ΦA,ΨC,A

)
= 0, (3.50)

GK,A
(
ΨK,A,ΦA,ΦB

)
= 0, (3.51)

GK,B
(
ΨK,B,ΦA,ΦB

)
= 0. (3.52)

In that way, there are affine functions G′,F,S
(
ΦA,ΦB

)
from RnA+nB

to RnF,S that provide vectors

ΨF,S explicitly, given as

ΨC,A = G′,C,A
(
ΦB

)
, (3.53)
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ΨC,B = G′,C,B
(
ΦA,ΦB

)
, (3.54)

ΨK,A = G′,K,A
(
ΦA,ΦB

)
, (3.55)

ΨK,B = G′,K,B
(
ΦA,ΦB

)
, (3.56)

with the particular case of operator G′,C,A
(
ΦB

)
from RnB

to RnC,A
, which does not depend on vector

ΦA by construction.

The global residual operator (3.47) is statically condensed and given in terms of only vectors

ΦS eliminating the rows associated with vectorsΨF,S. Therefore, consider that the internal variables

for both subproblems are gathered in vector Φ′ ∈ RnA+nB
, given as Φ′ =

(
ΦA,ΦB

)
, whereas no

boundary variables are considered. Therefore, the number of degrees of freedom to determine is

DOF = nA+nB+nC,A.

The condensed system of linear equations for the solution of the partitioned problem is formed

rewriting affine residual operators HS
(
ΦS,ΨC,S,ΨK,S

)
as affine residual operators H′,S

(
ΦA,ΦB

)
from RnA+nB

to RnS , given as

H′,A
(
ΦA,ΦB

)
=HA

(
ΦA,G′,C,A

(
ΦB

)
,G′,K,A

(
ΦA,ΦB

))
, (3.57)

H′,B
(
ΦA,ΦB

)
=HB

(
ΦB,G′,C,B

(
ΦA,ΦB

)
,G′,K,B

(
ΦA,ΦB

))
, (3.58)

and, therefore, the statically condensed global affine residual operator H′(Φ′) from RDOF to RDOF

is given as

H′(Φ′) =

H′,A

(
ΦA,ΦB

)
H′,B

(
ΦA,ΦB

)
. (3.59)

Given that, the solution of the statically condensed system of linear equations given as

H′(Φ′) = 0 provides vector Φ′,∗ ∈ RDOF that corresponds to the approximate solution of the

conjugate heat transfer problem in terms of internal variables. The static condensation method allows

reducing the size of the system of linear equations to nA+nB. Contrarily to other static condensation

methods, no additional problem is previously solved in terms of the boundary variables to provide the

boundary data for the subproblems.

3.6 Numerical benchmark

The verification of the proposed method is based on the assessment of its numerical performance

in terms of accuracy, convergence order, stability, and robustness to solve conjugate heat transfer
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problems in arbitrary two-dimensional curved domains. For that purpose, specific analytic solutions

provided with temperature functions φS(x) are obtained in associated physical subdomains ΩS such

that the prescribed continuity and imperfect interface conditions are fulfilled on interface subsets

ΓC and ΓK, respectively. Moreover, functions gD,S(x) are obtained from the analytic solutions

to prescribe the Dirichlet boundary conditions on physical boundary subsets ΓD,S. Following the

method of manufactured solutions [76--79], source term functions f S(x) are determined to satisfy

Equation (3.1) in associated physical subdomains ΩS given the analytic solution, the velocity vector

functions uS(x), and the thermal conductivity functions κS(x). Notice that only smooth solutions and

source terms of the steady-state three-dimensional conjugate heat transfer problem are considered

in the present work. The method of verification consists in running simulations with successive finer

polygonal meshes generated for the curved domains. The approximate solutions computed from

the proposed method are compared with the analytic solutions and, therefore, the accuracy and

convergence orders under mesh refinement are determined, as follows.

The system of linear equations is solved in the condensed form with the GMRES method

where the number of degrees of freedom is DOF = nA+ nB corresponding to the approximate cell

mean-values of the temperature functions. For each cell ci in computational subdomain ΩS
∆

, the error

of approximate cell mean-value φ∗i is determined having the exact cell mean-value given as

φi =
1
|ci |

∫
ci
φS(x)dx. (3.60)

Then, the relative errors in the L1- and L∞-norm, denoted as E1 and E∞, respectively, are determined

as

E1 =

DOF∑
i=1

��φ∗i −φi

��|ci |

DOF∑
i=1
|ci |

, (3.61)

E∞ =
DOFmax
i=1

��φ∗i −φi

��. (3.62)

Consider two meshes for the same domain with different characteristic sizes, a number of

degrees of freedom of DOF1 and DOF2, respectively, associated relative errors in the L1-norm

of E1,1 and E1,2, respectively, and associated relative errors in the L∞-norm of E∞,1 and E∞,2,

respectively. Then, the convergence orders for the relative errors in the L1- and L∞-norms, denoted

as O1 and O∞, respectively, are given as

O1 = 2
���� ln

(
E1,1/E1,2

)
ln(DOF1/DOF2)

����, (3.63)
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O∞ = 2
���� ln

(
E∞,1/E∞,2

)
ln(DOF1/DOF2)

����. (3.64)

Remark 19 Contrarily to the common practice in elliptic problems, the relative errors are not measured

in the typical L2-norm but rather in the L1- and L∞-norms. Firstly, the measured relative errors in

the Lk -norm, with 1 < k <∞, are within lower and upper limits corresponding to the relative errors

measured in the L1- and L∞-norms, respectively. On the other side, the combination of these two

norms provides a better perception of the obtained relative error distribution in the computational

domain. Indeed, the presence of localized suspicious errors cannot be concluded from the L1-norm,

whereas the evenness of the relative error distribution cannot be deduced from the L∞-norm. On

the other hand, having both norms, large ratios between the L1- and L∞-norms indicate that a small

number of cells have considerably larger errors than most of the remaining. For these reasons, the

combined use of the L1- and L∞-norms is preferred to provide a better numerical assessment of the

proposed method than the typical L2-norm.

Variations of the proposed method, introducing some conventional and naive techniques, are

considered to illustrate the full benefit of the undertaken development to solve conjugate heat transfer

problems in curved domains. The only differences are as follows:

• Method 1: the method for polygonal domains in Remark 13 is used to determine the

collocation points and the unit vectors in the linear constraints of the minimization procedure

for the constrained polynomial reconstructions associated only with the boundary edges on

computational boundary subsets ΓF,S
∆

, F ∈ {C,K}, discretizing the interface.

• Method 2: the discretization scheme for polygonal domains in Remark 16 is used to determine

the numerical convective and conductive heat fluxes associated only with the boundary edges

on computational boundary subsets ΓF,S
∆

, F ∈ {C,K}, discretizing the interface.

The proposed method is referred to as Method 3, for which the preliminary tests showed that accuracy

and convergence orders improve with slight modifications. Therefore, in addition to the previous

methods, the following modification to Method 3 is also considered:

• Method 4: degree d +1 is considered for the polynomial reconstructions associated only with

the boundary edges on computational boundary subsets ΓC,A
∆

, ΓK,A
∆

, and ΓK,B
∆

, discretizing

the interface (with a Neumann boundary condition prescribed).

• Method 5: degree d + 1 is considered for the polynomial reconstructions associated only

with boundary edges on computational boundary subsets ΓF,S
∆

, F ∈ {C,K}, discretizing the

interface (with either a Dirichlet or a Neumann boundary conditions prescribed).

In Methods 4 and 5, the accuracy is enhanced at the cost of a small efficiency penalty due to the

additional coefficients for the polynomial reconstructions of degree d+1 instead of d. In practice, this
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penalty is small due to the relative number of polynomial reconstructions associated to the boundary

edges, which are less than 5% of the total number of polynomial reconstructions computed in the test

cases presented in this benchmark study.

In the case of the continuity interface conditions, the partitioning method prescribes either

a Dirichlet boundary condition in one subproblem and a Neumann boundary condition in the

other, resulting in two possible partitioning configurations (see Remark 12). These two partitioning

configurations are referred to as configurations DN and ND and are defined as follows:

• Configuration DN: a Neumann boundary condition is prescribed on physical interface subset

ΓC,A in subproblem PA and a Dirichlet boundary condition is prescribed on physical interface

subset ΓC,B in subproblem PB.

• Configuration ND: a Dirichlet boundary condition is prescribed on physical interface subset

ΓC,A in subproblem PA and a Neumann boundary condition is prescribed on physical interface

subset ΓC,B in subproblem PB.

Specific test cases are addressed with both partitioning configurations, and the obtained approximate

solutions are compared in terms of accuracy and convergence orders, establishing their behaviour

according to the physical properties of the problem.

The weighting function to perform the minimization procedure in the polynomial reconstruction

method is considered with parameters δ = 2 and σ = 5h, where h is the characteristic size of the

reference mesh element (face or cell). The optimal parameters are chosen to provide stability and

robustness to the least-squares method.

3.6.1 Circular interface with the continuity interface conditions test case

An annular domain Ω is considered consisting of an external and internal physical boundaries,

ΓD,A and ΓD,B, respectively, corresponding to circumferences centered at point (0,0) and with radius

rE = 1 and rI = 0.5, respectively (see Figure 3.8). Physical subdomains ΩA and ΩB correspond to

the outer and inner layers separated with physical interface ΓC that corresponds to a circumference

centered at point (0,0) and with radius rM = 0.75.

To perform the simulations, successive finer uniform Delaunay triangular meshes are generated

for physical subdomains ΩA and ΩB, where the vertices of the boundary edges coincide with the

physical boundaries or interfaces (see Figure 3.8). Notice that all the cells in both meshes are polygonal

and the maximum gap between the physical and the computational boundaries has magnitude order

O
(
h2) , with h the characteristic mesh size.

The analytic solutions for the test case in polar coordinates (r, θ), with r2 = x2 + y2 and
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(a) Annular domain. (b) Uniform Delaunay triangular mesh.

Figure 3.8: Domain and associated coarse mesh for the circular interface with the continuity interface conditions

test case.

θ = arctan(y/x), are given as

φS(r, θ) =
(
aS ln(r)+ bS

)
cos

(
nSθ

)
, in ΩS, (3.65)

where nS ∈ R are given parameters and aS,bS ∈ R are parameters to determine. Notice that,

although the analytic solutions are provided in polar coordinates, the problem is numerically solved

in Cartesian coordinates. Dirichlet boundary conditions are prescribed on both physical boundaries,

where for external physical boundary ΓD,A the associated boundary condition function is periodic

and given as gD,A(r = rE, θ) = cos
(
nAθ

)
, while for internal physical boundary ΓD,B the associated

boundary condition function is constant and given as gD,B(r = rI, θ) = 0. On the physical interface,

the continuity interface conditions are prescribed and parameters aA, aB, bA, and bB in the analytic

solutions are determined such that the Dirichlet boundary conditions and the continuity interface

conditions are simultaneously satisfied. Constant thermal conductivity functions κA(x) and κB(x) are

addressed, for which the parameters are determined as

aA = −cκB, (3.66)

aB = −cκA, (3.67)

bA = c
(
κA ln

(
rI
rM

)
+ κB ln(rM)

)
, (3.68)

bB = cκA ln(rI), (3.69)
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c =
1

κA ln
(

rI
rM

)
+ κB ln

(
rM
rE

) . (3.70)

On the other side, the velocities in both physical subdomains are circular and given in polar coordinates

as

uS(r, θ) = ωSr θ̂, in ΩS, (3.71)

with given parameters ωS ∈ R. Vectors r̂ and θ̂ are the orthogonal unit vectors in the directions of

increasing r and θ, respectively. Notice that, with the above velocities, no convection occurs through

the physical boundaries and interface.

The associated source term functions are obtained after substituting analytic solutions (3.65)

into Equation (3.1), given in polar coordinates as

f S(r, θ)=

(
κS (nS)2 cos

(
nSθ

) (
aS ln(r)+ bS) )

r2 −nSωS sin
(
nSθ

) (
aS ln(r)+ bS

)
, in ΩS . (3.72)

Two cases are addressed, namely a low thermal conductivity ratio case with constant thermal

conductivity functions κA(x) = 2 and κB(x) = 1 and a high thermal conductivity ratio case with

constant thermal conductivity functions κA(x) = 100 and κB(x) = 1. In both cases, the parameters

in the analytic solutions are nA = nB = 4 and the velocity functions in each subdomain have opposite

directions with parameters ωA = 1 and ωB = −1, as shown in Figures 3.9. The resulting analytic

solutions for the low and high thermal conductivity ratio cases are shown in Figures 3.10 and the

associated source terms are shown in Figures 3.11. Notice that, although the analytic solutions are

continuous on the physical interface, the corresponding normal derivatives and source terms are

discontinuous due to the discontinuous thermal conductivity functions in each physical subdomain.
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Figure 3.9: Velocities for the circular interface with the continuity interface conditions test case.
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(a) Low thermal conductivity ratio case. (b) High thermal conductivity ratio case.

Figure 3.10: Analytic solutions for the circular interface with the continuity interface conditions test case.

(a) Low thermal conductivity ratio case. (b) High thermal conductivity ratio case.

Figure 3.11: Source terms for the circular interface with the continuity interface conditions test case.

3.6.1.1 Low thermal conductivity ratio case

The low thermal conductivity ratio case is addressed, and simulations with successive finer

uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, configurations ND, and Methods

1 to 5 are carried out. The measured relative errors and convergence orders are reported in Table 3.3

and the relative error distribution is shown in Figures 3.12 to 3.16 for a mesh consisting of 18 258

cells. Notice that configuration ND prescribes the Dirichlet boundary condition in subproblem PA (with

the highest thermal conductivity), while the Neumann boundary condition is prescribed in subproblem

PB (with the lowest thermal conductivity).

• The results from Method 1 confirm that the method for polygonal domains provides a

second-order of convergence regardless of the polynomial degree, although more accurate

results (with ratios up to 25) are obtained with polynomial degrees d = 3,5 than with polynomial
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Table 3.3: Relative errors and convergence orders obtained in the circular interface with the continuity interface

conditions test case with a low thermal conductivity ratio and uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Method 1

1 052 3.51E−03 --- 1.03E−02 --- 1.47E−04 --- 4.80E−04 --- 1.65E−04 --- 6.31E−04 ---

4 484 8.50E−04 1.96 3.15E−03 1.64 3.66E−05 1.92 1.56E−04 1.55 3.69E−05 2.06 1.82E−04 1.72

18 258 2.32E−04 1.85 9.09E−04 1.77 9.67E−06 1.90 4.27E−05 1.85 9.49E−06 1.93 4.77E−05 1.90

73 834 5.79E−05 1.99 2.70E−04 1.74 2.39E−06 2.00 1.16E−05 1.87 2.37E−06 1.98 1.21E−05 1.96

292 928 1.54E−05 1.92 7.79E−05 1.80 5.95E−07 2.02 2.98E−06 1.97 5.93E−07 2.01 3.05E−06 2.00

Method 2

1 052 3.65E−03 --- 1.07E−02 --- 1.98E−04 --- 7.40E−04 --- 1.94E−04 --- 6.75E−04 ---

4 484 8.65E−04 1.99 3.22E−03 1.65 4.77E−05 1.96 1.64E−04 2.08 4.84E−05 1.92 1.69E−04 1.91

18 258 2.37E−04 1.85 9.20E−04 1.79 1.24E−05 1.91 4.38E−05 1.88 1.25E−05 1.93 4.41E−05 1.91

73 834 5.83E−05 2.00 2.75E−04 1.73 3.12E−06 1.98 1.11E−05 1.96 3.12E−06 1.98 1.11E−05 1.97

292 928 1.55E−05 1.92 7.90E−05 1.81 7.80E−07 2.01 2.80E−06 2.00 7.80E−07 2.01 2.80E−06 2.00

Method 3

1 052 3.65E−03 --- 1.07E−02 --- 7.75E−05 --- 4.06E−04 --- 3.85E−05 --- 1.91E−04 ---

4 484 8.65E−04 1.99 3.22E−03 1.65 9.27E−06 2.93 4.03E−05 3.19 4.26E−07 6.21 2.44E−06 6.02

18 258 2.37E−04 1.85 9.20E−04 1.79 1.44E−06 2.65 6.17E−06 2.67 1.53E−08 4.74 7.68E−08 4.93

73 834 5.83E−05 2.00 2.75E−04 1.73 1.55E−07 3.19 6.82E−07 3.15 3.37E−10 5.47 1.86E−09 5.33

292 928 1.55E−05 1.92 7.90E−05 1.81 1.97E−08 2.99 7.89E−08 3.13 1.15E−11 4.90 5.22E−11 5.18

Method 4

1 052 3.66E−03 --- 1.08E−02 --- 5.79E−05 --- 2.70E−04 --- 2.08E−05 --- 1.16E−04 ---

4 484 8.71E−04 1.98 3.26E−03 1.65 3.48E−06 3.88 2.12E−05 3.50 3.29E−07 5.72 1.96E−06 5.63

18 258 2.38E−04 1.85 9.24E−04 1.80 4.80E−07 2.82 2.65E−06 2.96 8.46E−09 5.22 4.18E−08 5.48

73 834 5.88E−05 2.00 2.78E−04 1.72 4.86E−08 3.28 2.72E−07 3.26 1.90E−10 5.43 9.69E−10 5.39

292 928 1.56E−05 1.92 7.95E−05 1.82 6.52E−09 2.92 3.15E−08 3.13 6.07E−12 5.00 4.75E−11 4.37

Method 5

1 052 3.36E−03 --- 9.96E−03 --- 6.89E−05 --- 2.46E−04 --- 2.19E−05 --- 1.18E−04 ---

4 484 8.45E−04 1.90 3.03E−03 1.64 3.82E−06 3.99 2.06E−05 3.42 2.62E−07 6.11 1.82E−06 5.75

18 258 2.28E−04 1.86 8.93E−04 1.74 2.70E−07 3.78 1.43E−06 3.80 3.53E−09 6.13 2.47E−08 6.13

73 834 5.80E−05 1.96 2.63E−04 1.75 1.47E−08 4.16 9.72E−08 3.85 4.37E−11 6.29 4.82E−10 5.63

292 928 1.55E−05 1.91 7.62E−05 1.80 9.61E−10 3.96 8.72E−09 3.50 4.29E−12 --- 2.98E−11 ---
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degree d = 1. Observing the relative error distribution shown in Figures 3.12, for a uniform

Delaunay triangular mesh with 18 258 cells, the accuracy is noticeably deteriorated in the

vicinity of the physical interface with polynomial degrees d = 3,5 in contrast to polynomial

degree d = 1. Moreover, for the same polynomial degrees, smaller errors are observed in

the vicinity of the external and internal physical boundaries, which is the expected behaviour

since the prescribed Dirichlet boundary conditions are correctly fulfilled with the use of the ROD

method.
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.

-1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

x

y

-4.8E-05

-3.8E-05

-2.9E-05

-1.9E-05

-9.5E-06

-4.6E-09

9.5E-06

1.9E-05

2.9E-05

3.8E-05

4.8E-05

Error

(c) Polynomial degree d = 5.

Figure 3.12: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio, method 1, and configuration ND.

• In Method 2, no improvements in terms of accuracy or convergence orders are observed

in comparison to Method 1, which is also confirmed from the observation of the relative

error distribution shown in Figure 3.13, for a uniform Delaunay triangular mesh with 18 258

cells. A discretization scheme with symmetric numerical conductive heat fluxes associated

with the boundary edges preserves the conservation of the conductive heat flux on the straight

computational boundaries rather than on the curved physical boundaries, corresponding to the
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physical interfaces. Although the temperature continuity is fulfilled on the physical boundaries

with the use of the ROD method, the geometrical mismatch results in a relative error with

the same magnitude order as the expected gap for the conservation of the conductive heat

flux. Moreover, the approximate solution accuracy obtained with Method 2 is worse than with

Method 1. Indeed, it seems worst to fulfil the temperature continuity on the curved physical

boundaries and the conductive heat flux conservation on the straight computational boundaries,

rather than fulfilling both conditions on the straight computational boundaries.
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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(c) Polynomial degree d = 5.

Figure 3.13: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio, method 2, and configuration ND.

• The second-order of convergence observed in Methods 1 and 2 with polynomial degrees

d = 3,5 is overcame in Method 3 and the results prove that the ROD method succeeds in

adequately fulfilling the prescribed boundary conditions on the physical boundaries with the use

of polygonal meshes. Besides the use of the ROD method, the proposed discretization scheme

for curved domains is also needed to compute the numerical convective and conductive heat

fluxes on the boundary edges, avoiding the issues observed in Method 2. However, although a
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very high-order of convergence is provided, the optimal fourth- and sixth-orders of convergence

with polynomial degrees d = 3,5, respectively, are not achieved. Moreover, the observation

of the relative error distribution shown in Figure 3.14, for a uniform Delaunay triangular mesh

with 18 258 cells, reveals that the accuracy deteriorates in the vicinity of the physical interface,

which limits the convergence order of the proposed method to the sub-optimal.
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Figure 3.14: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio, method 3, and configuration ND.

• In Method 4, the accuracy of the approximate solution is improved, when compared with

Method 3, but the convergence remains limited to the third- and fifth-orders with polynomial

degrees d = 3,5, respectively. Moreover, the relative error distribution shown in Figure 3.15, for

a uniform Delaunay triangular mesh with 18 258 cells, reveals, once again, that the accuracy

deteriorates in the vicinity of the physical interface, becoming more evident for higher polynomial

degrees.

• In Method 5, the optimal fourth- and sixth-orders of convergence are effectively achieved with
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.

-1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

x

y

-4.1E-08

-3.3E-08

-2.4E-08

-1.6E-08

-7.9E-09

4.0E-10

8.7E-09

1.7E-08

2.5E-08

3.4E-08

4.2E-08

Error

(c) Polynomial degree d = 5.

Figure 3.15: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio, method 4, and configuration ND.

polynomial degrees d = 3,5, respectively, both in terms of the L1- and L∞-norms. No localized

accuracy deterioration is observed in the relative error distribution shown in Figure 3.16,

for a uniform Delaunay triangular mesh with 18 258 cells, which is more reasonable and

uniform than with the previous methods. Notice that, with polynomial degree d = 5, the

convergence order for the last mesh is not provided since the measured relative errors in the L1-

and L∞-norms correspond to the maximum numerical precision in the simulations (machine

precision multiplied by condition numbers).

3.6.1.2 High thermal conductivity ratio case

The high thermal conductivity ratio case is addressed, and simulations with successive finer

uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, configurations DN and ND, and

Method 5 are carried out. The measured relative errors and convergence orders are reported in
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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Figure 3.16: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio, method 5, and configuration ND.

Table 3.4 and the relative error distribution is shown in Figures 3.17 and 3.18, for a uniform Delaunay

triangular mesh with 18 258 cells. Notice that configuration DN prescribes the Neumann boundary

condition in subproblem PA (with the highest thermal conductivity). In contrast, the Dirichlet boundary

condition is prescribed in subproblem PB (with the lowest thermal conductivity) and configuration ND

prescribes the opposite situation.

The optimal convergence orders are effectively achieved with polynomial degrees d = 1,3,5,

both in terms of the L1- and L∞-norms, with both partitioning configurations. However, configuration

ND provides approximate solutions that are slightly more accurate than configuration DN, both in

terms of the L1- and L∞-norms. For configuration ND, the magnitude of the relative errors in both

subdomains is comparable in the vicinity of the physical interface with polynomial degrees d = 3,5. On

the other side, for configuration DN, subdomain ΩB conatains larger errors, both in terms of the L1-

and L∞-norms, than subdomain ΩA, which is in accordance with the results reported in Table 3.4.

Although the optimal convergence orders are effectively achieved with both partitioning configurations,
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the results confirm that small variations in terms of accuracy are obtained. The results in Costa et

al., 2018 [65], for the treatment of convection-diffusion problems with curved physical boundaries,

support one possible explanation for this behaviour. The authors reported that, for the same analytic

solution, prescribing Neumann boundary conditions in the problem usually leads to larger errors, both

in terms of the L1- and L∞-norms, than with Dirichlet boundary conditions prescribed on the same

physical boundary. Consequently, it suggests that prescribing the Neumann boundary condition in

the subproblem with the smoothest analytic solution and the Dirichlet boundary condition in the other

provides better accuracy. Indeed, the Neumann boundary condition prescribed in subproblem PB

and the Dirichlet boundary condition prescribed in subproblem PA corresponds to configuration ND.

However, many factors and interactions exist in these simulations and, therefore, different situations

can lead to other behaviours.

Table 3.4: Relative errors and convergence orders obtained in the circular interface with the continuity interface

conditions test case with a high thermal conductivity ratio and uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Configuration DN

1 052 6.09E−03 --- 2.45E−02 --- 3.00E−04 --- 1.86E−03 --- 5.91E−05 --- 3.67E−04 ---

4 484 1.56E−03 1.88 6.98E−03 1.73 1.60E−05 4.04 8.34E−05 4.29 7.36E−07 6.05 3.60E−06 6.38

18 258 4.22E−04 1.86 1.83E−03 1.90 9.78E−07 3.98 5.67E−06 3.83 1.37E−08 5.68 1.01E−07 5.09

73 834 1.03E−04 2.02 5.08E−04 1.84 5.85E−08 4.03 7.45E−07 2.91 1.81E−10 6.19 1.86E−09 5.72

292 928 2.92E−05 1.83 1.43E−04 1.84 3.11E−09 4.26 2.37E−08 5.01 7.58E−12 --- 9.30E−11 ---

Configuration ND

1 052 3.61E−03 --- 1.03E−02 --- 1.15E−04 --- 4.24E−04 --- 4.08E−05 --- 2.18E−04 ---

4 484 8.75E−04 1.95 3.42E−03 1.52 9.89E−06 3.38 4.18E−05 3.20 6.74E−07 5.66 3.81E−06 5.58

18 258 2.35E−04 1.87 9.83E−04 1.77 5.35E−07 4.16 2.54E−06 3.99 9.99E−09 6.00 7.18E−08 5.66

73 834 5.90E−05 1.98 2.94E−04 1.73 3.50E−08 3.90 2.74E−07 3.18 1.56E−10 5.95 1.06E−09 6.03

292 928 1.64E−05 1.85 1.00E−04 1.56 2.12E−09 4.07 1.28E−08 4.44 4.10E−12 --- 2.61E−11 ---

3.6.2 Rose-shaped interface with the continuity interface conditions test case

In this test case, the conjugate heat transfer problem is addressed with a complex curved

physical interface prescribed with the continuity interface conditions. An annular domain Ω is

considered consisting of an external and internal physical boundaries, ΓD,A and ΓD,B, respectively,

corresponding to circumferences centered at point (0,0) and with radius rE = 1 and rI = 0.5,

respectively (see Figure 3.19). Physical subdomains ΩA and ΩB correspond to the outer and inner

layers separated with physical interface ΓC that corresponds to the diffeomorphic transformation

applied to a circumference centered at point (0,0) and with radius rM = 0.75. The diffeomorphic

transformation consists in a periodic mapping from the circumference to the produced curve, given in
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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(c) Polynomial degree d = 5.

Figure 3.17: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio and configuration DN.

polar coordinates as


r

θ


→


T(θ)
θ


=


rM(1+ βθ cos(αθθ))

θ


, on ΓC, (3.73)

where function T(θ) is a parameterization in terms of θ with parameters rM, αθ, βθ ∈ R and

corresponds to the varying ray of the produced curve. Because it resembles rose petals, the produced

curve is referred to as the rose-shaped interface. Notice that the circular interface is recovered for

parameter αθ = 0.

Unit normal vector function on the physical interface, denoted as nA B nA(θ) (notice that

nB = −nA), from physical subdomain ΩA to physical subdomain ΩB, is obtained applying the chain
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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(c) Polynomial degree d = 5.

Figure 3.18: Relative error distribution obtained in the circular interface with the continuity interface conditions

test case with a high thermal conductivity ratio and configuration ND.

rule to function T(θ) and is given in polar coordinates as

nA(θ) = 1√
(T(θ))2+ (∂θT(θ))2


cos(θ) sin(θ)
sin(θ) −cos(θ)




T(θ)
∂θT(θ)


[
x̂ ŷ

]
, on ΓC, (3.74)

where ∂θT(θ)= rM(−αθβθ sin(αθθ)). Vectors x̂ and ŷ are the orthogonal unit vectors in the directions

of increasing x and y, respectively.

The global mapping from domain Ω with the rose-shaped interface to an annular domain with a

circular interface, denoted Ω′, is provided with vector function TΩ(r, θ) given in polar coordinates as

TΩ→Ω′(r, θ) =

D(r, θ)
θ


, D(r, θ) = d1(θ)r2+ d2(θ)r + d3(θ), in Ω, (3.75)
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where the result is provided in polar coordinates. Functions d1(θ), d2(θ), and d3(θ) are sought such

that the annular domain with a circular interface is recovered, that is, D(rI, θ) = rI, D(rE, θ) = rE,

and D(T(θ), θ) = rM, and are determined as

d1(θ) = −cβθ cos(αθθ), (3.76)

d2(θ) = 1+ c(rI+ rE)βθ cos(αθθ), (3.77)

d3(θ) = −cβθrIrE cos(αθθ), (3.78)

c =
1

(rM− rI+ βθ cos(αθθ))(rM− rE+ βθ cos(αθθ)) . (3.79)

To perform the simulations, successive finer uniform Delaunay triangular or uniform structured

quadrilateral meshes are generated for physical subdomains ΩA and ΩB (see Figure 3.19). As for

the previous test case, the vertices of the boundary edges coincide with the physical boundaries and

interface and all the cells in both meshes are polygonal such that the maximum gap between the

physical and the computational boundaries and interface has magnitude order O
(
h2) , with h the

characteristic mesh size.

The analytic solutions for this test case are given in polar coordinates as

φS(r, θ) = aS + bS ln(D(r, θ)), in ΩS, (3.80)

where aS,bS ∈ R are parameters to determine. Notice that, although the analytic solutions are

provided in polar coordinates, the problem is numerically solved in Cartesian coordinates. Dirichlet

boundary conditions are prescribed on both external and internal boundaries, ΓD,A and ΓD,B, with

constant boundary condition functions given as gD,A(r = rI, θ) = 1 and gD,B(r = rE) = 0, respectively.

On the interface, the continuity interface conditions are prescribed and parameters aA, aB, bA, and

bB are determined such that the Dirichlet boundary conditions and the continuity interface conditions

are simultaneously satisfied. Constant thermal conductivity functions κA(x) and κB(x) are addressed,

for which the parameters are determined as

aA = −cκB, (3.81)

aB = −cκA, (3.82)

bA = c
(
κA ln

(
rI
rM

)
+ κB ln(rM)

)
, (3.83)

bB = cκA ln(rI), (3.84)

c =
1

κA ln
(

rI
rM

)
+ κB ln(rMrE)

. (3.85)
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(a) Annular domain.
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Figure 3.19: Domain and associated coarse meshes for the rose-shaped interface with the continuity interface

conditions test case.

The velocities for both subdomains are circular on the internal and external physical boundaries and

follows the rose-shaped curve on the physical interface, given in polar coordinates as

uS(r, θ) = ωSr
( (r − r0)∂θT(θ)

T(θ)− r0
r̂+ θ̂

)
, in ΩS, (3.86)

where parameters ωA,ωB ∈ R and r0 = rE for physical subdomains ΩA and r0 = rI for physical

subdomain ΩB. Notice that no convection occurs through the boundaries or the interface.

The associated source term functions are obtained substituting analytic solutions (3.80) into
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Equation (3.1), resulting in lengthy and complex expressions, which are not provided for the sake of

compactness.

As previously, two cases are addressed, namely a low thermal conductivity ratio case with

constant thermal conductivity functions κA(x) = 2 and κB(x) = 1 and a high thermal conductivity

ratio case with constant thermal conductivity functions κA(x) = 100 and κB(x) = 1. In both cases,

the velocities in each physical subdomain have opposite directions assigning parameters ωA = 1 and

ωB = −1, as shown in Figures 3.20. Parameters αθ = 8 and βθ = 0.04 are considered resulting

in a diffeomorphic transformation. The resulting analytic solutions for the low and the high thermal

conductivity ratio cases are shown in Figures 3.21 and the associated source terms are shown in

Figures 3.22. As for the previous test case, neither the derivatives normal to the physical interface

of the analytic solutions nor the source terms are continuous on the physical interface, although the

conservation of the conductive heat flux is preserved.
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Figure 3.20: Velocities for the rose-shaped interface with the continuity interface conditions test case.

(a) Low thermal conductivity ratio case. (b) High thermal conductivity ratio case.

Figure 3.21: Analytic solutions for the rose-shaped interface with the continuity interface conditions test case.
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(a) Low thermal conductivity ratio case. (b) High thermal conductivity ratio case.

Figure 3.22: Source terms for the rose-shaped interface with the continuity interface conditions test case.

3.6.2.1 Low thermal conductivity ratio case

The low thermal conductivity ratio case is addressed, and simulations with successive finer

uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, configurations DN and ND, and

Method 5 are carried out. The measured relative errors and convergence orders are reported in

Table 3.5 and the relative error distribution is shown in Figures 3.23 and 3.24, for a uniform Delaunay

triangular mesh with 18 124 cells. Notice that configuration DN prescribes the Neumann boundary

condition in subproblem PA (with the highest thermal conductivity). In contrast, the Dirichlet boundary

condition is prescribed in subproblem PB (with the lowest thermal conductivity) and configuration ND

prescribes the opposite situation.

The optimal second-, fourth-, and sixth-orders of convergence are effectively achieved with

polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. At the same

time, an essentially non-oscillatory behaviour is observed, which supports that the proposed method

is capable of handling complex curved physical interfaces with polygonal meshes. Both partitioning

configurations provide comparable accuracy and convergence orders, both in terms of the L1- and

L∞-norms. However, the relative error distribution reveals that larger errors in the vicinity of the

physical interface are obtained with configuration ND and polynomial degrees d = 3,5 than with

configuration DN. However, the observed differences are not significant in terms of error magnitude.

The same test case is addressed with successive finer uniform structured quadrilateral meshes

to verify whether the proposed method can handle other types of polygonal meshes. For that purpose,

simulations with the same polynomial degrees, partitioning configurations, and method are carried

out. The measured relative errors and convergence orders are reported in Table 3.6.

The optimal second-, fourth-, and sixth-orders of convergence are effectively achieved with

polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. The results

support that the proposed method is not confined to Delaunay triangular meshes and, therefore,
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Table 3.5: Relative errors and convergence orders obtained in the rose-shaped interface with the continuity

interface conditions test case with a low thermal conductivity ratio and uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Configuration DN

1 132 1.42E−03 --- 5.74E−03 --- 1.03E−04 --- 5.32E−04 --- 5.71E−05 --- 2.39E−04 ---

4 548 3.56E−04 1.99 1.55E−03 1.88 5.63E−06 4.19 3.76E−05 3.81 8.29E−07 6.09 6.96E−06 5.08

18 124 8.79E−05 2.02 3.67E−04 2.09 3.35E−07 4.08 2.69E−06 3.81 8.88E−09 6.56 1.03E−07 6.10

71 844 2.36E−05 1.91 1.07E−04 1.79 1.82E−08 4.23 1.89E−07 3.86 1.05E−10 6.44 2.09E−09 5.66

289 954 5.76E−06 2.02 2.62E−05 2.02 1.11E−09 4.00 1.43E−08 3.71 6.04E−12 --- 6.67E−11 ---

Configuration ND

1 132 1.45E−03 --- 5.54E−03 --- 1.05E−04 --- 6.76E−04 --- 5.31E−05 --- 2.38E−04 ---

4 548 3.52E−04 2.03 1.47E−03 1.90 7.48E−06 3.79 3.74E−05 4.16 8.01E−07 6.03 6.99E−06 5.07

18 124 8.87E−05 1.99 3.36E−04 2.14 3.23E−07 4.55 2.66E−06 3.82 9.24E−09 6.45 1.97E−07 5.17

71 844 2.34E−05 1.93 9.62E−05 1.82 2.09E−08 3.97 1.87E−07 3.85 1.11E−10 6.43 2.09E−09 6.60

289 954 5.66E−06 2.04 2.55E−05 1.91 1.33E−09 3.95 1.42E−08 3.69 4.28E−12 --- 7.04E−11 ---

structured or unstructured general polygonal meshes can be used without convergence order

deterioration. As in the case of uniform Delaunay triangular meshes, both partitioning configurations

provide comparable accuracy and the optimal convergence orders, both in terms of the L1- and

L∞-norms.

Table 3.6: Relative errors and convergence orders obtained in the rose-shaped interface with the continuity

interface conditions test case with a low thermal conductivity ratio and uniform structured quadrilateral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Configuration DN

1 120 1.41E−03 --- 4.76E−03 --- 1.62E−04 --- 7.48E−04 --- 1.76E−04 --- 1.03E−03 ---

4 800 3.44E−04 1.94 1.17E−03 1.92 1.09E−05 3.71 6.32E−05 3.40 3.64E−06 5.33 1.89E−05 5.50

19 840 8.54E−05 1.96 2.89E−04 1.97 7.17E−07 3.84 3.54E−06 4.06 3.51E−08 6.54 3.18E−07 5.75

80 640 2.13E−05 1.98 7.15E−05 1.99 4.78E−08 3.86 2.24E−07 3.94 7.26E−10 5.53 5.35E−09 5.83

325 120 5.31E−06 1.99 1.78E−05 1.99 5.61E−09 3.07 2.06E−08 3.42 1.02E−11 6.11 8.44E−11 5.95

Configuration ND

1 120 1.41E−03 --- 3.77E−03 --- 2.49E−04 --- 1.39E−03 --- 1.75E−04 --- 7.30E−04 ---

4 800 3.46E−04 1.93 1.02E−03 1.80 1.49E−05 3.87 1.34E−04 3.21 3.28E−06 5.47 2.01E−05 4.94

19 840 8.59E−05 1.96 2.59E−04 1.93 9.05E−07 3.95 7.94E−06 3.98 3.93E−08 6.24 3.20E−07 5.84

80 640 2.14E−05 1.98 6.53E−05 1.97 6.23E−08 3.82 4.21E−07 4.19 7.76E−10 5.60 7.18E−09 5.41

325 120 5.34E−06 1.99 1.64E−05 1.98 6.28E−09 3.29 2.25E−08 4.20 1.20E−11 5.98 1.17E−10 5.90

140



3.6. Numerical benchmark

-1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

x

y

-3.0E-04

-2.4E-04

-1.7E-04

-1.0E-04

-3.4E-05

3.2E-05

9.9E-05

1.7E-04

2.3E-04

3.0E-04

3.7E-04

Error -1 -0.5 0 0.5 1

-1

-0.5

0

0.5

1

x

y

-2.7E-06

-2.3E-06

-1.8E-06

-1.4E-06

-9.7E-07

-5.4E-07

-1.1E-07

3.2E-07

7.5E-07

1.2E-06

1.6E-06

Error

(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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(c) Polynomial degree d = 5.

Figure 3.23: Relative error distribution obtained in the rose-shaped interface with the continuity interface

conditions test case with a low thermal conductivity ratio and configuration DN.

3.6.2.2 High thermal conductivity ratio case

The high thermal conductivity ratio case is addressed, and simulations with successive finer

uniform Delaunay triangular meshes, polynomial degrees d = 1,3,5, configurations DN and ND, and

Method 5 are carried out. The measured relative errors and convergence orders are reported in

Table 3.7 and the relative error distribution is shown in Figures 3.25 and 3.26, for a uniform Delaunay

triangular mesh with 18 124 cells. Notice that configuration DN prescribes the Neumann boundary

condition in subproblem PA (with the highest thermal conductivity). In contrast, the Dirichlet boundary

condition is prescribed in subproblem PB (with the lowest thermal conductivity) and configuration ND

prescribes the opposite situation.

As for the previous case, the proposed method achieves the optimal convergence orders

effectively with polynomial degrees d = 1,3,5, both in terms of the L1- and L∞-norms. The results

further support the capability of the proposed method to handle arbitrary curved physical interfaces
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Figure 3.24: Relative error distribution obtained in the rose-shaped interface with the continuity interface

conditions test case with a low thermal conductivity ratio and configuration ND.

prescribed with the continuity interface conditions and provide very high-order of convergence, even

for large jumps of the thermal conductivity functions on the interface. Configuration DN provides

a slightly better accuracy with polynomial degrees d = 3,5 than configuration ND. Additionally,

the relative error distribution reveals that larger errors are obtained in the vicinity of the physical

interface with configuration ND and polynomial degrees d = 3,5 than with configuration DN. From the

previous explanation, better accuracy is obtained prescribing the Neumann boundary condition in the

subproblem with the smoothest analytic solution, which in this case corresponds to subproblem PA.

Indeed, configuration DN prescribes the Neumann boundary condition in subproblem PA, which has

a smoother analytic solution than subproblem PB. On the contrary, configuration ND provides worst

accuracy than configuration DN since the Neumann boundary condition is prescribed in subproblem

PB. The results from this extreme case, where the analytic solution of subproblem PA is much

smoother than the analytic solution of subproblem PB, further reinforces the assumed explanation

and, therefore, approximate solution accuracy benefits from imposing the boundary conditions in the
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subproblems according to the associated analytic solutions regularity. However, there is a trade-off

between several parameters and conclusions should be drawn carefully for each situation.

Table 3.7: Relative errors and convergence orders obtained in the rose-shaped interface with the continuity

interface conditions test case with a high thermal conductivity ratio and uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Configuration DN

1 132 9.00E−04 --- 7.29E−03 --- 4.74E−05 --- 5.92E−04 --- 2.26E−05 --- 3.02E−04 ---

4 548 2.28E−04 1.97 1.98E−03 1.88 4.06E−06 3.53 5.02E−05 3.55 3.12E−07 6.16 9.34E−06 5.00

18 124 5.50E−05 2.06 4.44E−04 2.16 1.76E−07 4.54 3.60E−06 3.81 4.74E−09 6.06 1.38E−07 6.09

71 844 1.51E−05 1.88 1.29E−04 1.79 1.28E−08 3.81 2.53E−07 3.85 6.66E−11 6.19 2.82E−09 5.65

289 954 3.62E−06 2.05 3.42E−05 1.90 8.18E−10 3.94 1.92E−08 3.70 1.22E−11 --- 1.41E−10 ---

Configuration ND

1 132 7.44E−04 --- 6.96E−03 --- 9.37E−05 --- 1.47E−03 --- 2.48E−05 --- 3.06E−04 ---

4 548 1.86E−04 2.00 1.87E−03 1.89 6.83E−06 3.77 6.42E−05 4.50 5.11E−07 5.58 9.40E−06 5.01

18 124 4.56E−05 2.03 4.23E−04 2.15 2.96E−07 4.54 4.10E−06 3.98 7.62E−09 6.08 4.14E−07 4.52

71 844 1.20E−05 1.94 1.28E−04 1.73 1.96E−08 3.94 2.77E−07 3.92 1.04E−10 6.24 2.81E−09 7.25

289 954 2.79E−06 2.09 3.41E−05 1.90 1.25E−09 3.95 1.92E−08 3.83 1.71E−12 --- 7.60E−11 ---

The same test case is addressed with successive finer uniform structured quadrilateral meshes

and the simulations are performed with the same polynomial degrees, partitioning configurations, and

method, as previously. The measured relative errors and convergence orders are reported in Table 3.8.

The optimal second-, fourth-, and sixth-orders of convergence are effectively achieved with

polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms, and the results

confirm once again that the proposed method is capable of handling different types of polygonal

meshes preserving the optimal convergence orders. The obtained behaviour concerning configurations

DN and ND follows the one obtained with uniform Delaunay triangular meshes. That is, configuration

DN provides more accurate approximate solutions with polynomial degrees d = 3,5 than configuration

ND, both in terms of the L1- and L∞-norms, although the differences are not significant.

3.6.3 Circular interface with the imperfect interface conditions test case

The test case introduced in Section 3.6.1 is addressed prescribing the imperfect interface

conditions instead of the continuity interface conditions and, therefore, the middle circumference is

denoted as physical interface ΓK. For the same analytic solutions, given in Equation (3.65), parameters

aA, aB, bA, and bB are determined such that the Dirichlet boundary conditions and the imperfect

interface conditions are simultaneously satisfied. Constant thermal conductivity functions κA(x) and

κB(x) and constant interfacial thermal conductance function hK(x), for which the parameters are
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(a) Polynomial degree d = 1. (b) Polynomial degree d = 3.
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Figure 3.25: Relative error distribution obtained in the rose-shaped interface with the continuity interface

conditions test case with a high thermal conductivity ratio and configuration DN.

determined as

aA = −chKκBrM, (3.87)

aB = −chKκArM, (3.88)

bA = c
(
hKrM

(
κA ln

(
rI
rM

)
+ κB ln(rM)

)
− κAκB

)
, (3.89)

bB = chKκArM ln(rI), (3.90)

c =
1

hKrM

(
κA ln

(
rI
rM

)
+ κB ln

(
rM
rE

))
− κAκB

. (3.91)

The low thermal conductivity ratio case with constant thermal conductivity functions κA(x) = 2
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Figure 3.26: Relative error distribution obtained in the rose-shaped interface with the continuity interface

conditions test case with a high thermal conductivity ratio and configuration ND.

and κB(x)= 1 and the high thermal conductivity ratio case with constant thermal conductivity functions

κA(x) = 100 and κB(x) = 1 are addressed. Both cases are also addressed with interfacial thermal

conductance functions hK(x) = 100, hK(x) = 1, and hK(x) = 0.01, where the higher thermal

conductance recovers a nearly perfect thermal contact, whereas the lower thermal conductance

recovers a nearly adiabatic thermal contact. The imperfect interface conditions imply a discontinuous

temperature on the physical interface and the produced finite jump is inversely proportional to the

associated interfacial thermal conductance function. The heat transfer between physical subdomains

increases with increasing interfacial thermal conductance resulting in a stronger thermal coupling

and, therefore, smaller temperature jump. For the low thermal conductivity ratio case, maximum

temperature jumps on the physical interface for interfacial thermal conductance functions hK(x)= 100,

hK(x) = 1, and hK(x) = 0.01 are approximately 0.024, 0.71, and 1.00, respectively, while, for the

high thermal conductivity ratio case, the maximum temperature jumps are approximately 0.032, 0.77,

and 1.00, respectively. Notice that, as the interfacial thermal conductance function increases, the
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Table 3.8: Relative errors and convergence orders obtained in the rose-shaped interface with the continuity

interface conditions test case with a high thermal conductivity ratio and uniform structured quadrilateral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Configuration DN

1 120 9.26E−04 --- 4.43E−03 --- 9.12E−05 --- 7.72E−04 --- 1.39E−04 --- 7.62E−04 ---

4 800 2.32E−04 1.90 1.18E−03 1.82 6.06E−06 3.73 5.60E−05 3.60 1.64E−06 6.10 2.01E−05 5.00

19 840 5.84E−05 1.94 3.00E−04 1.93 4.29E−07 3.73 3.81E−06 3.79 2.93E−08 5.68 4.30E−07 5.42

80 640 1.46E−05 1.97 7.54E−05 1.97 3.63E−08 3.52 2.68E−07 3.78 4.95E−10 5.82 7.21E−09 5.83

325 120 3.69E−06 1.98 1.88E−05 1.99 3.81E−09 3.23 2.61E−08 3.34 8.30E−12 5.86 1.14E−10 5.96

Configuration ND

1 120 8.80E−04 --- 4.76E−03 --- 2.60E−04 --- 2.29E−03 --- 1.61E−04 --- 9.35E−04 ---

4 800 2.25E−04 1.87 1.32E−03 1.77 1.58E−05 3.86 1.89E−04 3.43 3.30E−06 5.34 3.58E−05 4.49

19 840 5.67E−05 1.94 3.35E−04 1.93 8.49E−07 4.12 1.09E−05 4.03 3.74E−08 6.31 4.31E−07 6.23

80 640 1.42E−05 1.97 8.46E−05 1.96 5.38E−08 3.94 5.94E−07 4.15 5.51E−10 6.02 7.20E−09 5.84

325 120 3.55E−06 1.99 2.13E−05 1.98 4.52E−09 3.55 3.06E−08 4.25 1.01E−11 5.73 1.74E−10 5.35

imperfect interface conditions approximate the continuity interface conditions. The resulting analytic

solutions for the low and the high thermal conductivity ratio cases are shown in Figures 3.27 and the

associated source terms are shown in Figures 3.28.

Simulations with successive finer uniform Delaunay triangular meshes, polynomial degrees

d = 1,3,5, and Method 5 are carried out. The measured relative errors and convergence orders are

reported in Table 3.9. Notice that only Neumann boundary conditions are prescribed on the interface

in both subproblems.

For all the cases, the optimal second-, fourth-, and sixth-orders of convergence are effectively

achieved with polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms,

similarly to the circular interface with the continuity interface conditions test case. Additionally,

essentially non-oscillatory behaviour is observed and, for the same approximate solution, the measured

relative errors in the L∞-norm are, roughly speaking, at most a few tens times larger than those

measured in the L1-norm. The relatively low ratios indicate that no suspicious and critical errors are

obtained in the vicinity of the interface and that the relative error distribution is relatively even in both

physical subdomains.

The results support the capability of the proposed method to handle imperfect interface

conditions, low and high thermal conductivity ratios, and low and high interfacial thermal conductance

functions, and provide very high-order of convergence. Moreover, the proposed method captures

the discontinuous temperature on the interface, preserving the essentially non-oscillatory behaviour

without difficulties and the optimal convergence orders are achieved.
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(a) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(b) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(c) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(d) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(e) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

(f) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

Figure 3.27: Analytic solutions for the circular interface with the imperfect interface conditions test case.
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(a) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(b) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(c) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(d) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(e) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

(f) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

Figure 3.28: Source terms for the circular interface with the imperfect interface conditions test case.
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Table 3.9: Relative errors and convergence orders obtained in the circular interface with the imperfect interface

conditions test case with uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, hK(x) = 100

1 052 3.51E−03 --- 8.33E−03 --- 9.86E−05 --- 5.45E−04 --- 2.50E−05 --- 1.54E−04 ---

4 484 9.31E−04 1.83 2.74E−03 1.53 4.25E−06 4.34 2.14E−05 4.46 2.91E−07 6.14 1.79E−06 6.15

18 258 2.46E−04 1.89 8.10E−04 1.74 3.28E−07 3.65 1.58E−06 3.71 4.02E−09 6.10 3.01E−08 5.82

73 834 6.32E−05 1.95 2.58E−04 1.64 1.93E−08 4.05 1.36E−07 3.51 4.84E−11 6.33 4.25E−10 6.10

292 928 1.70E−05 1.90 6.73E−05 1.95 1.09E−09 4.18 8.95E−09 3.95 5.79E−12 --- 8.65E−11 ---

High thermal conductivity ratio, hK(x) = 100

1 052 4.27E−03 --- 1.29E−02 --- 2.44E−04 --- 1.45E−03 --- 5.21E−05 --- 3.18E−04 ---

4 484 1.23E−03 1.72 4.09E−03 1.58 1.37E−05 3.97 6.49E−05 4.29 7.26E−07 5.89 3.85E−06 6.09

18 258 3.11E−04 1.96 9.80E−04 2.04 7.73E−07 4.09 3.88E−06 4.01 1.18E−08 5.87 8.10E−08 5.50

73 834 7.97E−05 1.95 2.93E−04 1.73 4.87E−08 3.96 4.31E−07 3.14 1.68E−10 6.08 1.45E−09 5.76

292 928 2.26E−05 1.83 9.97E−05 1.56 2.41E−09 4.36 1.69E−08 4.71 6.13E−12 --- 6.08E−11 ---

Low thermal conductivity ratio, hK(x) = 1

1 052 3.12E−03 --- 8.87E−03 --- 8.51E−05 --- 3.24E−04 --- 1.97E−05 --- 6.93E−05 ---

4 484 8.12E−04 1.86 3.07E−03 1.47 5.61E−06 3.75 2.82E−05 3.37 3.07E−07 5.74 1.54E−06 5.26

18 258 2.19E−04 1.86 9.04E−04 1.74 3.23E−07 4.06 1.82E−06 3.90 4.58E−09 5.99 4.38E−08 5.07

73 834 5.47E−05 1.99 2.71E−04 1.73 1.83E−08 4.11 1.88E−07 3.26 5.90E−11 6.23 4.92E−10 6.42

292 928 1.50E−05 1.88 8.87E−05 1.62 1.03E−09 4.18 8.57E−09 4.48 8.27E−12 --- 1.27E−10 ---

High thermal conductivity ratio, hK(x) = 1

1 052 3.45E−03 --- 1.03E−02 --- 1.13E−04 --- 4.08E−04 --- 2.50E−05 --- 9.82E−05 ---

4 484 8.97E−04 1.86 3.42E−03 1.52 7.49E−06 3.74 4.06E−05 3.18 3.98E−07 5.71 2.19E−06 5.25

18 258 2.41E−04 1.87 9.83E−04 1.77 4.11E−07 4.14 2.47E−06 3.99 6.20E−09 5.93 5.79E−08 5.18

73 834 6.01E−05 1.99 2.94E−04 1.73 2.34E−08 4.10 2.51E−07 3.27 8.30E−11 6.17 7.09E−10 6.30

292 928 1.66E−05 1.87 1.00E−04 1.56 1.25E−09 4.26 9.29E−09 4.79 7.71E−12 --- 6.35E−11 ---

Low thermal conductivity ratio, hK(x) = 0.01

1 052 2.79E−03 --- 1.03E−02 --- 6.94E−05 --- 4.14E−04 --- 1.48E−05 --- 9.88E−05 ---

4 484 7.31E−04 1.85 3.39E−03 1.53 5.85E−06 3.41 4.08E−05 3.20 2.86E−07 5.44 2.21E−06 5.24

18 258 1.98E−04 1.86 9.82E−04 1.77 2.79E−07 4.33 2.47E−06 3.99 4.21E−09 6.01 5.83E−08 5.18

73 834 4.86E−05 2.01 2.94E−04 1.73 1.53E−08 4.16 2.53E−07 3.26 5.63E−11 6.18 7.08E−10 6.31

292 928 1.35E−05 1.85 1.01E−04 1.55 7.94E−10 4.30 9.30E−09 4.79 9.53E−12 --- 1.33E−10 ---

High thermal conductivity ratio, hK(x) = 0.01

1 052 2.80E−03 --- 1.03E−02 --- 6.98E−05 --- 4.12E−04 --- 1.47E−05 --- 9.89E−05 ---

4 484 7.34E−04 1.85 3.42E−03 1.52 5.86E−06 3.42 4.09E−05 3.19 2.86E−07 5.43 2.21E−06 5.25

18 258 1.99E−04 1.86 9.85E−04 1.78 2.81E−07 4.33 2.49E−06 3.99 4.22E−09 6.01 5.82E−08 5.18

73 834 4.87E−05 2.01 2.95E−04 1.73 1.54E−08 4.16 2.53E−07 3.27 5.66E−11 6.17 7.12E−10 6.30

292 928 1.36E−05 1.85 1.01E−04 1.56 7.94E−10 4.30 9.30E−09 4.79 8.01E−12 --- 6.17E−11 ---
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3.6.4 Rose-shaped interface with the imperfect interface conditions test case

As previously, the test case introduced in Section 3.6.2 is addressed prescribing the imperfect

interface conditions instead of the continuity interface conditions and, therefore, the middle

circumference is denoted as physical interface ΓK. For the same analytic solutions, given in

Equation (3.80), parameters aA, aB, bA, and bB are determined such that the Dirichlet boundary

conditions and the imperfect interface conditions are simultaneously satisfied.

Contrarily to the circular interface test cases, the diffeomorphic transformation results in analytic

solutions with a constant value on the physical interface, when applied to logarithm analytic solutions

invariant by rotation. The same behaviour is observed replacing the continuity interface conditions

with the imperfect interface condition, with the difference that a constant discontinuity is produced on

the physical interface. Moreover, the diffeomorphic transformation preserves the conservation of the

conductive heat flux on the physical interface. However, non-constant values are obtained contrarily to

the analytic solutions. Therefore, the imperfect interface conditions impose that a constant temperature

discontinuity and a constant interfacial thermal conductance function have to provide a non-constant

conductive heat flux on the physical interface, which is not possible with Equation (3.5). Non-constant

thermal conductivity functions are considered to remedy the issue in the physical subdomains such

that the conductive heat flux on the physical interface is constant.

Thermal conductivity functions considered in each physical subdomain are given in polar

coordinates as κS(r, θ) = sSFκ(θ) with parameters sS ∈ R+ and conduction factor function Fκ(θ) is

given in polar coordinates as

Fκ(θ) =
−hK (

φA(T(θ), θ)−φB(T(θ), θ))
∇φA(T(θ), θ) ·nA(θ) , (3.92)

and is shown in Figures 3.29. Notice that the thermal conductivity ratio κA(θ)/κB(θ) = sA/sB is

constant on the physical interface. Moreover, the variations of thermal conductivity functions κA(θ)
and κB(θ) in the associated physical subdomains are, in fact, small since the variations in function

Fκ(θ) are also small.

Constant thermal conductivity functions κA(x) and κB(x) and constant interfacial thermal

conductance function hK(x) are addressed, for which the parameters are determined as

aA = −chKsBrM, (3.93)

aB = −chKsArM, (3.94)

bA = c
(
hKrM

(
sA ln

(
rI
rM

)
+ sB ln(rM)

)
− sAsB

)
, (3.95)

bB = chKsArM ln(rI), (3.96)

150



3.6. Numerical benchmark

Figure 3.29: Function Fκ(θ) for the rose-shaped interface with the imperfect interface conditions test case.

c =
1

hKrM

(
sA ln

(
rI
rM

)
+ sB ln

(
rM
rE

))
− sAsB

. (3.97)

The low thermal conductivity ratio case, with sA = 2 and sB = 1, and the high thermal

conductivity ratio case, with sA = 100 and sB = 1, are addressed for interfacial thermal conductance

functions hK(x) = 100, hK(x) = 1, and hK(x) = 0.01. An almost perfect thermal contact and a nearly

adiabatic thermal contact are recovered for interfacial thermal conductance functions hK(x) = 100
and hK(x) = 0.01, respectively. Discontinuous temperatures on the physical interface are produced

with the same maximum jumps as for the test case in Section 3.6.3. The resulting analytic solutions

for the low and the high thermal conductivity ratio cases are shown in Figures 3.30 and the associated

source terms are shown in Figures 3.31.

Simulations with successive finer uniform Delaunay triangular meshes, polynomial degrees

d = 1,3,5, and Method 5 are carried out. The measured relative errors and convergence orders are

reported in Table 3.10. Notice that only Neumann boundary conditions are prescribed on the interface

in both subproblems.

For all the cases, the optimal second-, fourth-, and sixth-orders of convergence are effectively

achieved with polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms, as

for the circular interface with the continuity interface conditions test case. An essentially non-oscillatory

behaviour is observed, and the ratios between the measured relative errors in the L∞-norm and in the

L1-norm for the same approximate solution are, roughly speaking, at most a few tens. These ratios

indicate that the relative error distribution is relatively even in both physical subdomains.

The results follow the previous test cases and support, once again, the capability of the

proposed method to handle several situations of the conjugate heat transfer problem with imperfect

interface conditions prescribed on complex curved physical interfaces and provide very high-order of

convergence.

The same test case is addressed with successive finer uniform structured quadrilateral meshes
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(a) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(b) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(c) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(d) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(e) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

(f) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

Figure 3.30: Analytic solutions for the rose-shaped interface with the imperfect interface conditions test case.
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(a) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(b) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 100.

(c) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(d) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 1.

(e) Low thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

(f) High thermal conductivity ratio, interfacial

thermal conductance function hK(x) = 0.01.

Figure 3.31: Source terms for the rose-shaped interface with the imperfect interface conditions test case.
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3.6. Numerical benchmark

Table 3.10: Relative errors and convergence orders obtained in the rose-shaped interface with the imperfect

interface conditions test case with uniform Delaunay triangular meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, hK(x) = 100

1 132 1.37E−03 --- 5.53E−03 --- 9.15E−05 --- 4.88E−04 --- 5.13E−05 --- 2.31E−04 ---

4 548 3.34E−04 2.03 1.46E−03 1.91 6.23E−06 3.86 3.66E−05 3.73 7.68E−07 6.04 6.84E−06 5.06

18 124 8.39E−05 2.00 3.38E−04 2.12 2.70E−07 4.54 2.60E−06 3.82 8.29E−09 6.55 1.46E−07 5.56

71 844 2.23E−05 1.93 9.42E−05 1.85 1.70E−08 4.01 1.83E−07 3.85 8.87E−11 6.59 2.04E−09 6.20

289 954 5.40E−06 2.03 2.49E−05 1.91 1.17E−09 3.83 1.39E−08 3.70 1.04E−11 --- 9.13E−11 ---

High thermal conductivity ratio, hK(x) = 100

1 132 7.29E−04 --- 6.82E−03 --- 8.74E−05 --- 1.26E−03 --- 2.32E−05 --- 2.96E−04 ---

4 548 1.82E−04 2.00 1.82E−03 1.90 6.49E−06 3.74 5.76E−05 4.43 4.68E−07 5.61 9.11E−06 5.01

18 124 4.43E−05 2.04 4.10E−04 2.15 2.77E−07 4.57 3.74E−06 3.95 7.05E−09 6.07 2.17E−07 5.40

71 844 1.17E−05 1.93 1.24E−04 1.73 1.85E−08 3.93 2.44E−07 3.96 9.76E−11 6.22 2.73E−09 6.36

289 954 2.74E−06 2.08 3.30E−05 1.90 1.20E−09 3.92 1.85E−08 3.69 1.09E−11 --- 1.28E−10 ---

Low thermal conductivity ratio, hK(x) = 1

1 132 4.18E−04 --- 1.69E−03 --- 2.79E−05 --- 1.35E−04 --- 1.54E−05 --- 7.88E−05 ---

4 548 1.04E−04 2.00 4.60E−04 1.87 2.05E−06 3.75 1.11E−05 3.59 2.83E−07 5.75 1.99E−06 5.29

18 124 2.52E−05 2.05 1.04E−04 2.15 8.27E−08 4.65 7.81E−07 3.84 2.67E−09 6.74 3.01E−08 6.07

71 844 6.73E−06 1.92 3.12E−05 1.75 5.57E−09 3.92 5.48E−08 3.86 2.81E−11 6.61 6.10E−10 5.66

289 954 1.65E−06 2.02 7.78E−06 1.99 3.96E−10 3.79 4.16E−09 3.69 7.92E−12 --- 9.97E−11 ---

High thermal conductivity ratio, hK(x) = 1

1 132 2.72E−04 --- 1.81E−03 --- 1.41E−05 --- 1.48E−04 --- 6.37E−06 --- 7.85E−05 ---

4 548 6.83E−05 1.99 4.94E−04 1.87 1.57E−06 3.15 1.20E−05 3.61 1.45E−07 5.44 2.15E−06 5.17

18 124 1.54E−05 2.15 1.11E−04 2.15 4.63E−08 5.10 8.43E−07 3.85 1.46E−09 6.65 3.25E−08 6.06

71 844 4.19E−06 1.89 3.29E−05 1.77 4.16E−09 3.50 5.91E−08 3.86 1.90E−11 6.31 6.60E−10 5.66

289 954 1.03E−06 2.02 8.30E−06 1.97 3.27E−10 3.65 4.50E−09 3.69 9.75E−12 --- 1.31E−10 ---

Low thermal conductivity ratio, hK(x) = 0.01

1 132 2.51E−05 --- 1.48E−04 --- 4.73E−07 --- 2.67E−06 --- 2.24E−07 --- 1.27E−06 ---

4 548 5.11E−06 2.29 2.06E−05 2.84 3.24E−08 3.85 1.57E−07 4.07 4.61E−09 5.59 2.77E−08 5.50

18 124 1.09E−06 2.24 4.44E−06 2.22 1.27E−09 4.68 1.10E−08 3.84 3.95E−11 6.88 4.52E−10 5.95

71 844 2.62E−07 2.06 1.02E−06 2.13 8.57E−11 3.92 7.70E−10 3.86 2.84E−12 3.82 4.78E−11 3.26

289 954 7.12E−08 1.87 2.58E−07 1.98 6.29E−12 3.75 5.85E−11 3.69 7.59E−12 --- 1.30E−10 ---

High thermal conductivity ratio, hK(x) = 0.01

1 132 4.19E−06 --- 2.39E−05 --- 1.91E−07 --- 2.46E−06 --- 9.31E−08 --- 1.27E−06 ---

4 548 1.04E−06 2.01 6.60E−06 1.85 2.05E−08 3.21 1.57E−07 3.95 2.57E−09 5.16 2.78E−08 5.50

18 124 2.27E−07 2.20 1.49E−06 2.16 7.35E−10 4.82 1.10E−08 3.85 2.25E−11 6.85 4.53E−10 5.95

71 844 7.83E−08 1.55 5.30E−07 1.50 5.46E−11 3.78 7.70E−10 3.86 2.39E−12 3.26 3.67E−11 3.65

289 954 2.35E−08 1.73 1.73E−07 1.61 5.13E−12 3.39 5.85E−11 3.69 6.37E−12 --- 1.06E−10 ---
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3.7. Conclusions

considering the same polynomial degrees and Method 5, as previously. The measured relative errors

and convergence orders are reported in Table 3.11.

The behaviour of the proposed method with uniform structured quadrilateral meshes is similar

to the previous situation with uniform Delaunay triangular meshes in terms of convergence order.

Therefore, the optimal second-, fourth-, and sixth-orders of convergence are effectively achieved with

polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms, and the results

support the capability and versatility of the proposed method to provide very high-order of convergence

with general polygonal meshes.

3.7 Conclusions

A very high-order accurate finite volume scheme is proposed to solve two-dimensional steady-state

conjugate heat transfer problems in arbritrary curved domains with the continuity and imperfect interface

conditions prescribed on arbitrary curved interfaces. The problem also consists of discontinuous velocity,

thermal conductivity, source term, and temperature.

A partitioning method is applied to the conjugate heat transfer problem resulting in a partitioned

problem that consists of Dirichlet and Neumann boundary value subproblems in the physical

subdomains. The Dirichlet-Neumann and Neumann-Neumann methods are applied to the continuity

and imperfect interface conditions, respectively. The thermal coupling between the subproblems

consists in providing the appropriate functions associated with the produced boundary conditions

such that the solution of the partitioned problem satisfies the interface conditions and, therefore,

corresponds to the solution of the conjugate heat transfer problem. The polynomial reconstruction

method is used to provide accurate local approximations of the unknown temperature functions in

general polygonal meshes. Specifically constrained polynomial reconstructions associated with the

boundary edges are computed to fulfil the prescribed boundary conditions in the subproblems, and

the ROD method is used to provide the appropriate linear constraints for the associated minimization

procedure in the least-squares sense. A finite volume method is used to discretize the subproblems,

and the very high-order accurate scheme consists in determining the numerical convective and

conductive heat fluxes on the straight edges evaluating the computed polynomial reconstructions for

the subproblems. The system of linear equations for the partitioned problem is given in terms of affine

residual operators, and a static condensation method is used to provide the approximate solution in

terms of only internal variables.

A comprehensive numerical benchmark is provided and comprises test cases for conjugate

heat transfer problems with the continuity and imperfect interface conditions prescribed on circular

and rose-shaped interfaces. Several thermal conductivity functions for the physical subdomains and

interfacial thermal conductance functions for the physical interface are considered to assess the

capability of the proposed method in terms of accuracy, convergence order, stability, and robustness.
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3.7. Conclusions

Table 3.11: Relative errors and convergence orders obtained in the rose-shaped interface with the imperfect

interface conditions test case with uniform structured quadrilateral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, hK(x) = 100

1 120 1.36E−03 --- 3.75E−03 --- 2.28E−04 --- 1.29E−03 --- 1.81E−04 --- 1.09E−03 ---

4 800 3.35E−04 1.93 9.32E−04 1.91 1.52E−05 3.72 1.30E−04 3.15 3.06E−06 5.60 1.69E−05 5.73

19 840 8.31E−05 1.96 2.38E−04 1.92 8.84E−07 4.01 7.38E−06 4.05 3.54E−08 6.29 3.12E−07 5.62

80 640 2.07E−05 1.98 6.02E−05 1.96 5.68E−08 3.92 3.57E−07 4.32 7.42E−10 5.51 6.66E−09 5.48

325 120 5.17E−06 1.99 1.52E−05 1.98 5.87E−09 3.26 2.13E−08 4.04 1.10E−11 6.05 9.29E−11 6.13

High thermal conductivity ratio, hK(x) = 100

1 120 2.78E−04 --- 1.40E−03 --- 2.40E−04 --- 2.03E−03 --- 1.58E−04 --- 7.87E−04 ---

4 800 6.90E−05 1.91 3.41E−04 1.94 1.47E−05 3.84 1.71E−04 3.40 3.11E−06 5.40 2.88E−05 4.54

19 840 1.72E−05 1.96 8.43E−05 1.97 7.99E−07 4.10 9.60E−06 4.06 3.67E−08 6.26 4.17E−07 5.97

80 640 4.29E−06 1.98 2.09E−05 1.99 5.05E−08 3.94 5.20E−07 4.16 5.16E−10 6.08 6.98E−09 5.84

325 120 1.06E−06 2.00 5.21E−06 2.00 4.32E−09 3.53 2.71E−08 4.24 9.68E−12 5.70 1.31E−10 5.70

Low thermal conductivity ratio, hK(x) = 1

1 120 4.05E−04 --- 1.38E−03 --- 6.15E−05 --- 2.36E−04 --- 7.14E−05 --- 3.22E−04 ---

4 800 1.00E−04 1.92 3.36E−04 1.94 3.42E−06 3.97 1.31E−05 3.97 1.08E−06 5.76 4.88E−06 5.76

19 840 2.48E−05 1.97 8.21E−05 1.98 2.26E−07 3.83 1.04E−06 3.58 1.72E−08 5.83 9.39E−08 5.57

80 640 6.17E−06 1.98 2.04E−05 1.99 1.76E−08 3.64 1.15E−07 3.13 2.45E−10 6.06 1.56E−09 5.84

325 120 1.54E−06 1.99 5.10E−06 1.99 1.79E−09 3.28 9.95E−09 3.52 4.13E−12 5.86 3.40E−11 5.49

High thermal conductivity ratio, hK(x) = 1

1 120 2.16E−04 --- 1.20E−03 --- 4.33E−05 --- 2.47E−04 --- 6.30E−05 --- 3.37E−04 ---

4 800 5.82E−05 1.80 3.52E−04 1.69 2.17E−06 4.11 1.58E−05 3.78 6.17E−07 6.36 4.73E−06 5.86

19 840 2.09E−05 1.44 1.72E−04 1.01 1.40E−07 3.87 1.27E−06 3.55 1.42E−08 5.31 1.02E−07 5.41

80 640 9.34E−06 1.15 8.19E−05 1.06 1.31E−08 3.38 1.32E−07 3.23 1.46E−10 6.53 1.69E−09 5.84

325 120 4.12E−06 1.17 2.50E−05 1.70 1.36E−09 3.25 1.11E−08 3.56 3.55E−12 5.33 3.76E−11 5.46

Low thermal conductivity ratio, hK(x) = 0.01

1 120 9.43E−06 --- 2.23E−05 --- 1.26E−06 --- 4.92E−06 --- 1.22E−06 --- 5.05E−06 ---

4 800 2.31E−06 1.93 5.27E−06 1.98 7.43E−08 3.89 3.03E−07 3.83 1.72E−08 5.85 7.48E−08 5.79

19 840 5.73E−07 1.97 1.48E−06 1.79 4.09E−09 4.09 2.32E−08 3.62 3.09E−10 5.66 1.34E−09 5.67

80 640 1.40E−07 2.01 3.87E−07 1.92 3.04E−10 3.71 2.22E−09 3.34 3.88E−12 6.24 2.24E−11 5.84

325 120 3.46E−08 2.00 1.49E−07 1.37 2.72E−11 3.46 1.67E−10 3.71 7.78E−13 --- 1.12E−11 ---

High thermal conductivity ratio, hK(x) = 0.01

1 120 3.89E−06 --- 2.09E−05 --- 9.04E−07 --- 4.93E−06 --- 9.97E−07 --- 5.06E−06 ---

4 800 9.67E−07 1.91 5.15E−06 1.92 4.51E−08 4.12 3.04E−07 3.83 7.96E−09 6.64 7.47E−08 5.79

19 840 2.52E−07 1.89 1.27E−06 1.97 2.29E−09 4.20 2.32E−08 3.63 2.13E−10 5.10 1.34E−09 5.66

80 640 6.36E−08 1.96 3.02E−07 2.05 1.99E−10 3.48 2.22E−09 3.35 2.05E−12 6.62 2.21E−11 5.86

325 120 2.60E−08 1.28 1.13E−07 1.40 1.95E−11 3.34 1.64E−10 3.74 1.06E−12 --- 8.66E−12 ---

156



3.7. References

Analytic solutions are provided, satisfying the prescribed boundary, and interface conditions and

the associated source terms are determined following the method of manufactured solutions. The

proposed method, in addition to some alternative methods, to prove the need for specific treatment

of curved domains, and different partitioning configurations, in the case of the continuity interface

conditions, are addressed. The method of verification consists in determining the relative errors and

the convergence orders in different norms obtained from the approximate solutions in successive

finer meshes. Firstly, the results obtained from the alternative methods prove that, indeed, a specific

treatment of the curved domains is necessary to preserve the optimal convergence orders of the

method. On the other side, the proposed method achieves very high-order of convergence without

non-physical oscillations in all the cases considered, even for discontinuous temperature on the

physical interface. The optimal convergence orders are achieved when the constrained polynomial

reconstructions associated with the boundary edges discretizing the physical interface have degree

d +1 while the remaining have degree d. Concerning the partitioning configurations in the case of

the continuity interface conditions, the results indicate that prescribing the Neumann condition in the

subproblem with the smoothest solution provides more accurate approximate solutions. However,

both partitioning configurations achieve the optimal convergence orders, and the differences in terms

of accuracy only become significant when the thermal conductivity ratio increases. Therefore, based

on the results, there is no particular reason for much concern about the partitioning configuration

used.

The proposed method proved to be notorious in terms of its capability to solve conjugate heat

transfer problems with intricate and complex phenomena on curved physical interfaces and provide

very high-order of convergence. The proposed method is also very versatile and promising for further

application in three-dimensional unsteady conjugate heat transfer problems and multiphysics problems

in fluid mechanics, solid mechanics, and electromagnetics, aiming towards complex engineering

applications. Moreover, non-smooth physical interfaces comprising geometrical singularities, such

as sharp-edges, cusps, and tips, can be encountered in engineering applications and can result in

numerical challenges that need to be addressed to properly preserve the accuracy, convergence order,

stability, and robustness of the proposed method. Verification and validation in these scenarios will be

required.
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CHAPTER4 Thermoplastic sheet extrusion cooling stage

simulation with a very high-order accurate finite

volume scheme

Abstract: Manufacturing technologies in the polymer processing industry demand rigorous control

of the involved physical variables to ensure that the produced parts meet the required specifications.

The numerical modelling is nowadays an indispensable tool for the engineering design of such

manufacturing technologies and the understanding of the complex physical phenomena acting in the

process. In the present work, a numerical approach is proposed to investigate the complex heat

exchanges in the thermoplastic sheet extrusion cooling stage, which requires solving a conjugate heat

transfer problem between a thermoplastic sheet and a metallic roll. The discretization method is based

on a finite volume method capable of providing a very high-order of convergence to achieve the required

accuracy of the approximate solution with the lowest possible computational cost. A code verification

benchmark based on manufactured solutions proves that the discretization method provides the

optimal convergence orders and an improved trade-off between accuracy and computational cost is

achieved with higher-orders of convergence. The capabilities of the proposed numerical approach

are assessed by running several simulations for the sheet extrusion cooling stage and comparing

the performance according to the convergence order of the discretization method and the aspect

ratio of the mesh. The results prove that higher-orders of convergence are computationally more

cost-effective than the classical second-order of convergence, and higher aspect ratios allow to improve

the calculation efficiency further.

Keywords: Polymer processing applications, Thermoplastic sheet extrusion, Conjugate heat transfer

problems, Very high-order accurate finite volume scheme, Method of manufactured solutions, High

aspect ratio meshes

This chapter was adapted from R. Costa, J.M. Nóbrega, S. Clain, and G.J. Machado, Thermoplastic sheet extrusion cooling
stage simulation with a very high-order accurate finite volume scheme, in preparation for Int. J. Heat Mass Tran. (2020)
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4.1 Introduction

The ever-increasing complex manufacturing technologies in nowadays polymer processing

industry, such as extrusion and injection moulding, demand strict control of many physical variables

throughout the manufacturing process to ensure that the products meet the required specifications.

Important thermodynamic phenomena, such as changes of physical state and heat transfer, occur

in these manufacturing technologies and, therefore, the temperature distribution has a relevant

importance in the process, among the other physical variables involved. For instance, a strictly

controlled melting of the raw polymeric material is essential to avoid an excessively high temperature

that might cause degradation and a permanent change of the chemical composition and the physical

properties. On the other side, the cooling of the molten polymer is not less critical since the

microstructure, and the physical properties of the final solidified product are mainly determined during

this stage. Therefore, rigorous control of the temperature throughout the entire process in these

manufacturing technologies is demanded to ensure the required quality of the products.

Constant cross-section plastic items, such as tubing, pipes, sheets, films, and also structural

components, are usually manufactured by extrusion, which has a prominent presence in nowadays

polymer processing industry. An illustration of a typical thermoplastic sheet extrusion line is provided

in Figure 4.1. The process is continuous and consists of an extrusion machine composed of a screw

rotating inside a heated barrel and gravity-fed with raw polymeric material from a top-mounted hopper

placed in the rear [1--3]. The rotating screw compresses and forces the molten polymer forward

through the barrel and several independently controlled heating units mounted in sequence gradually

increase the temperature necessary for the melting. The viscous dissipation is another important

thermodynamic phenomenon occurring inside the barrel, and the generated heat turns out more

difficult to control the temperature and increases the risk of overheating. A die is mounted in the

front of the barrel with openings corresponding to the desired product cross-section, through which

the molten polymer, subjected to compression loads, is forced to flow. After leaving the die, the

molten polymer is cooled and calibrated with specific cooling and calibration systems that ensure the

required shape of the final solidified product with high precision. Finally, a caterpillar haul-off system is

composed of puller rolls to provide continuous tension to the extruded profile, and a standard extrusion

line ends with treating, cutting, winding, and storing equipment if needed.

The cooling stage in extrusion is crucial to ensure that the profile meets the required

specifications, not only in terms of shape but also in terms of physical properties. Tubing and pipes

are usually cooled with chilled water baths inside sealed chambers subject to a carefully controlled

vacuum that avoids the molten polymer from collapsing or deforming. On the other side, a stack

of rotating metallic chilled rolls (also called calenders) is usually employed for sheets and films to

avoid the drying difficulties associated with hydrophilic materials, which would be wet in water baths.

Moreover, sheets and films are subject to a longitudinal stretch between the die opening and the rolls,

such that thickness and width can be adjusted from controlling the rolls rotation speed [4]. Rolls are
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Figure 4.1: Typical thermoplastic sheet extrusion line (adapted from C. Rauwendaal, R. Gonzalez-Nunez, D.

Rodrigue, Polymer processing: extrusion, in Encyclopedia of polymer science and technology, John Wiley & Sons

(2017)).

typically hollowed, with water or oil circulating internally, being the temperature of each roll in the stack

controlled separately to achieve the desired cooling rate gradually. Moreover, the surface of the rolls is

usually highly polished to provide smoothness to the sheet and maximize the heat exchange with the

roll. However, intentionally textured rolls are also employed to produce textured sheets. Contrarily to

flat sheets and films, tubular films are extruded from a cylindrical die, which makes it impossible to

use a stack of chilled rolls and, therefore, are usually cooled with only refrigerated air. Indeed, thinner

profiles are more easily cooled (notice that sheets are usually considered having a thickness above

0.25 mm [5]). A more detailed representation of the thermoplastic sheet extrusion cooling stage, in a

single chilled roll, is provided in Figure 4.2.

Although the cooling stage always aims at the solidification of the extruded sheet, the cooling

rate has a significant influence on the physical properties of the final solidified product. The cooling

rate strongly determines crystal growth and, consequently, the size of the crystallites present in the

final solidified product, which affects the density, optical and barrier properties, coefficient of friction,

impact behaviour, and other physical properties [5, 6]. A high cooling rate avoids larger crystallites and

is usually desired to increase the surface smoothness and transparency of the sheet [4]. Moreover,

it allows a higher extrusion speed increasing the productivity of the process and also avoids that

insufficiently cooled sheets remain stuck to the roll and have release problems [7]. However, a

high cooling rate creates higher internal residual stresses due to the drastic temperature difference

between the colder sheet surface (in contact with the roll) and the hotter sheet surface (in contact

with the surrounding air). Internal residual stresses are responsible for the shrinkage of the final

solidified product and might lead to the separation between layers in multilayered sheets. In practical

terms, the industry seeks to maximize the cooling rate that ensures an average temperature below

the solidification point to prevent subsequent melting and, simultaneously, a sufficiently uniform

temperature distribution to minimize internal residual stresses [8, 9]. Therefore, the cooling rate

is usually the limiting factor of the sheet extrusion and great attention to these generally conflicting

objectives is demanded, when aiming to optimize both the productivity and the quality of the
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Figure 4.2: Schematic representation of the thermoplastic sheet extrusion cooling stage (the arrows represent

the movement of the polymer sheet and the chilled roll).

process [8].

Several parameters are determinant for the cooling rate, namely the roll geometry (the rotation

speed, diameter, angles (points) of contact, and thickness), the cooling conditions (the temperature

and flow rate of the water inside the roll, the surrounding air temperature, and the natural or forced

convection effects), the extrusion conditions (the speed, temperature, and thickness of the extruded

sheet), and the metal and polymer physical properties (thermal conductivity, density, and specific heat

capacity) [8]. The roll rotation speed, diameter, and angles of contact determine the effective time and

length of contact (also called residence time) with the extruded sheet. On the other side, the thickness

has a low influence since the thermal conductivity of the steel is significantly higher than the one of

the polymer, meaning that heat is rapidly diffused. In that regard, the numerical simulation can be a

valuable approach to investigate the complex heat exchanges of the process and perform optimized

engineering design. The numerical approach enables an efficient determination of the influence

and the relative importance of the several physical parameters involved in the cooling stage, which

would be cumbersome, time-consuming, and expensive using the conventional fully experimental

trial-and-error approaches. Moreover, the temperature of the sheet surface in contact with the roll is

not fully accessible through experimental measurements, whereas the numerical approach does not

have such limitations. A literature review retrieves some works regarding the application of numerical

approaches in the optimization of the thermoplastic sheet extrusion [5, 10--12], however, substantial

and comprehensive developments in the cooling stage do not exist up to the authors’ knowledge.
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The simulation of the thermoplastic sheet extrusion cooling stage consists in a non-isothermal

process between materials with different physical properties and thermally coupled through a

non-adiabatic contact, called conjugate heat transfer problem. Heat transfer governing equations

are used to model the thermodynamics in each material, and the thermal coupling on the interface

is achieved prescribing specific interface conditions. A generally adopted approach is to consider

a perfect thermal contact between materials, for which the continuity of the temperature and the

conservation of the normal conductive heat flux is prescribed. Perfect thermal contacts do not account

for the effects of the surface roughness on the heat transfer through the interface and, therefore,

are often used as convenient idealizations that provide valid results in a large variety of situations.

On the contrary, the assumption of a perfect thermal contact is realistic in the case of the polymer

sheet in contact with the roll as the former is still molten (and has no surface roughness) and the

latter is intentionally highly polished. Moreover, the importance of the interface between thermally

coupled materials is more pronounced as the problem scale decreases since the relative interface

area, with resptect to the material volume, usually grows. Therefore, the effects of the conjugate heat

transfer in the thermoplastic sheet extrusion cooling stage have a significant influence on the complex

thermodynamics of the process.

The literature concerning discretization methods for conjugate heat transfer problems is vast

and diverse, including spectral methods, finite difference methods, finite element methods, and

finite volume methods, among others. Finite volume methods are a popular class of methods and

particularly interesting in the context of thermodynamic problems due to the intrinsic conservation

properties. The convergence order of the discretization method measures the rate at which the error

of the computed approximate solution decreases under mesh refinement. Classical discretization

methods provide at most a second-order of convergence, whereas very high-order of convergence

methods are scarce due to the increased complexity and laborious implementation. However, a very

high-order of convergence has shown to be a promising approach to solve complex problems and

obtain approximate solutions with higher accuracy at a reduced computational cost. For instance, R.

Costa et al., 2019 [13], proposed a very high-order accurate finite volume scheme capable of handling

several types of thermal contacts, general boundary conditions, discontinuous coefficients, complex

and curved geometries, and general polygonal meshes. Comprehensive numerical benchmarks prove

that the proposed discretization method is very versatile, effectively achieves up to the sixth-order of

convergence, and is more cost-effective in terms of accuracy than the classical second-order accurate

methods.

The purpose of the present work is to develop a reliable and efficient numerical approach to

investigate the complex heat exchanges involved in the thermoplastic sheet extrusion cooling stage.

For that purpose, a steady-state two-dimensional conjugate heat transfer model with the appropriate

boundary and interface conditions is proposed and solved with a very high-order accurate finite volume

scheme to provide reliable approximate solutions and efficient simulations. The developed numerical

approach is suitable for further parametric investigations aiming at assessing the influence of the
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physical parameters involved in the thermoplastic sheet extrusion cooling stage on the cooling rate.

Parametric investigations often require a large number of simulations and, therefore, the computational

efficiency of each simulation is of crucial importance since it might severely impact the feasibility of

the approach. In that regard, the very high-order of convergence is particularly interesting to reduce

the computational cost without loss of accuracy.

The remaining sections of the chapter are organized as follows. Section 2 presents the conjugate

heat transfer model, Section 3 recalls the very high-order accurate finite volume scheme, and Section

4 verifies the code and the discretization method in terms of accuracy and convergence order. Section

5 addresses the case study of the thermoplastic sheet extrusion cooling stage and the chapter is

completed in Section 6 with the conclusions and some perspectives for future work.

4.2 Mathematical formulation

The thermoplastic sheet extrusion cooling stage consists in a non-isothermal and steady-state

physical system involving materials with different physical properties and thermally coupled through

a non-adiabatic contact. Therefore, a steady-state two-dimensional conjugate heat transfer model

is considered for the problem comprising the sheet and the roll, whereas the heat transfer from

the system to the surroundings (air and water) is taken into account with the appropriate boundary

conditions.

Consider that the roll, the sheet, the water, the air, the inlet, and the outlet are identified with R,

S, W, A, I, and O, respectively. The domain for the problem, denoted as Ω, is partitioned into the

subdomain corresponding to the roll, denoted as ΩR, and the subdomain corresponding to the sheet,

denoted as ΩS (see Figure 4.3). The boundaries of subdomain ΩR are denoted as ΓR,W and ΓR,A

and correspond to the surfaces of the roll in contact with water and air, respectively. The boundaries of

subdomain ΩS are denoted as ΓS,I, ΓS,O, and ΓS,A and correspond to the inlet of the cooling stage,

to the outlet of the cooling stage, and to the surfaces of the sheet in contact with air, respectively.

The interface between subdomains ΩR and ΩS is denoted as ΓR,S or ΓS,R and corresponds to

the contact between the roll and the sheet. Notice that although heat is exchanged with the water

and the air, ΓR,W, ΓR,A, and ΓS,A are boundaries of the problem. Such an assumption provides

valid results prescribing the appropriate boundary conditions that take into account the effects of the

natural and forced heat convection. Moreover, for any point x on boundaries ΓR,W, ΓR,A, ΓS,I, ΓS,O,

and ΓS,A, vector functions nR,W B nR,W(x), nR,A B nR,A(x), nS,I B nS,I(x), nS,O B nS,O(x), and

nS,A B nS,A(x), respectively, provide the unit normal vectors outward to the associated subdomain,

ΩR or ΩS. Similarly, for any point x on interface ΓR,S (or ΓS,R), vector functions nR,S B nR,S(x) and

nS,R B nS,R(x) provide the unit normal vectors outward to subdomains ΩR and ΩS, respectively.

Notice that nR,S(x) = −nS,R(x) for any point x on interface ΓR,S.

Consider functions TR B TR(x) and TS B TS(x) standing for the temperature in subdomains
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Figure 4.3: Domain, boundaries, and interface for the thermoplastic sheet extrusion cooling stage.

ΩR and ΩS, respectively. The conjugate heat transfer problem consists in seeking unknown

temperature functions TR(x) and TS(x) in subdomains ΩR and ΩS, respectively, with governing

partial differential equations given as

∇ ·
(
ρRcR

p uRTR− κR∇TR
)
= 0, in ΩR, (4.1)

∇ ·
(
ρScS

puSTS− κS∇TS
)
= 0, in ΩS, (4.2)

where, in subdomain ΩP, coefficients ρP, cP
p , and κP are the density, the specific heat capacity, and

the thermal conductivity, respectively, where P stands both for the roll (P = R) and the sheet (P = S).

Moreover, vector function uP B uP(x) provide the velocity vectors in subdomain ΩP, P ∈ {R,S}.
The model is complemented with Dirichlet and Neumann boundary conditions, as follows. A

constant Dirichlet boundary condition is prescribed on boundary subset ΓS,I, to impose a uniform

temperature on the inlet of the domain. A homogeneous Neumann boundary condition is prescribed

on boundary subset ΓS,O, to impose a vanishing temperature normal derivative on the outlet of the

domain. A Neumann boundary condition as a function of the temperature is prescribed on boundary

subset ΓR,W, to impose forced heat convection on the inner roll surface in contact with water. Similarly,

Neumann boundary conditions as a function of the temperature are prescribed on boundaries ΓR,A

and ΓS,A, to impose natural heat convection on the external surface of the roll and the sheet in contact
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with air. The case study boundary conditions are given as

TS = T I, on ΓS,I, (4.3)

− κS∇TS ·nS,O = 0, on ΓS,O, (4.4)

− κR∇TR ·nR,W = hR,W
(
TR−TA

∞
)
, on ΓR,W, (4.5)

− κR∇TR ·nR,A = hR,A
(
TR−TW

∞
)
, on ΓR,A, (4.6)

− κS∇TS ·nS,A = hS,A
(
TS−TA

∞
)
, on ΓS,A, (4.7)

where T I is the temperature of the sheet immediately after leaving the die, TW∞ and TA∞ are the

temperature of the water and the air, respectively, and hR,W, hR,A, and hS,A are the heat transfer

coefficients between the roll and the water, between the roll and the air, and between the sheet and

the air, respectively.

The model is also complemented with the continuity interface conditions (also called

homogeneous jump interface conditions) on interface ΓR,S to impose the continuity of the

temperature and the conservation of the normal conductive heat flux, given as

TR = TS, on ΓR,S, (4.8)

− κR∇TR ·nR,S− κS∇TS ·nS,R = 0, on ΓR,S. (4.9)

Notice that the continuity interface conditions assume a perfect thermal contact between the surfaces

of the roll and the sheet, which is appropriate for the problem since both surfaces move at the same

speed an the roughness effects are negligible (other interface conditions should be imposed in the

case of imperfect thermal contacts).

4.3 Numerical discretization

To solve the conjugate heat transfer problem, general polygonal meshes MR and MS are

generated for subdomains ΩR and ΩS, respectively, and consist of nR and nS cells, respectively.

Cells are denoted as ci with index i ∈ {1, . . .,nR+ nS}, whereas edges between cell ci and another

cell c j with index j ∈ {1, . . .,nR+nS} \ {i} are denoted as ei j (in the case of a boundary edge, index

j is replaced with F). Moreover, for edge ei j ,
��ei j

�� is the associated length, si j is the associated unit

normal vector outward to cell ci, and qi j,r , r = 1, . . .,R are the associated quadrature points for an

R-points quadrature rule.

The discretization of the conjugate heat transfer problem follows the proposed method in R.

Costa et al., 2019 [13], which is shortly recalled herein. A partitioning method decomposes the

conjugate heat transfer problem into individual subproblems of heat transfer in each subdomain and
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converts the interface conditions into boundary conditions. On the interface, a Dirichlet boundary

condition imposes the temperature in one subproblem, and a Neumann boundary condition imposes

the normal conductive heat flux in the other. The thermal coupling between the subproblems

consists in providing the appropriate temperature and normal conductive heat flux determined from

the solution in the adjacent subdomain. Given that, the solution of the partitioned problem satisfies

the interface conditions and, therefore, corresponds to the solution of the conjugate heat transfer

problem. Moreover, since each subproblem consists in a governing equation with only boundary

conditions, the discretization is performed separately in each subdomain with the cost of an additional,

but straightforward and efficient, numerical treatment for the thermal coupling.

The finite volume method is considered for the discretization of the subproblems and consists

in applying the divergence theorem to the integral form of Equations (4.1) and (4.2) in each cell ci of

mesh MP, given as

∫
∂ci

(
ρPcP

p uPT P − κP∇T P
)
· si(x)dx = 0, (4.10)

for P ∈ {R,S}, where ∂ci stands for the cell boundary and si(x) is the associated outward unit normal

vector. Consider index set Ni gathering indices j ∈ {1, . . .,nR + nS} ∪ {F} \ {i} such that edge

ei j belongs to cell ci. Then, Equation (4.10) is rewritten in the discrete form in terms of numerical

integrals determined with an R-points quadrature rule with weights ζr , r = 1, . . .,R, given as

∑
j∈Ni

��ei j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ]
=O

(
hαi

)
, (4.11)

where hi = |ci |1/2, α is the convergence order of the quadrature rule, and Ci j,r and Di j,r stand for

the exact convective and conductive heat fluxes, respectively, at quadrature point qi j,r of edge ei j ,

given as

Ci j,r =
(
ρPcP

p uP
(
qi j,r

)
· si j

)
T P

(
qi j,r

)
, (4.12)

Di j,r = −κP∇T P
(
qi j,r

)
· si j . (4.13)

The numerical approximations to exact convective and conductive heat fluxes Ci j,r and Di j,r ,

respectively, are computed with the very high-order finite volume scheme proposed in R. Costa et al.,

2019 [13]. The scheme consists in determining the values and gradients of temperature function

T P(x) in Equations (4.12) and (4.13) from local polynomial reconstructions of degree d. An optimal

(d+1)th-order of convergence is expected using a polynomial degree d and, therefore, the scheme

is capable of achieving both the classical second-order of convergence (for degree d = 1) and a very

high-order of convergence (for degrees d > 1).

For each cell ci of mesh MP, consider Ti as the cell mean-value of temperature function
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T P(x), given as Ti = (1/|ci |)
∫

ci
T P(x)dx, where |ci | is the cell area. Then, for a given mesh element,

the polynomial reconstruction method consists in approximating, in the least-squares sense, the cell

mean-values in the vicinity to a polynomial function with coefficients to determine. Moreover, for

the mesh elements on the boundaries, the polynomial reconstruction method takes into account the

prescribed boundary conditions considering specific linear constraints in the associated least-squares

method. For each inner edge ei j , boundary edge eiF , and cell ci, the associated polynomial

reconstructions are denoted as T̃i j(x), T̂iF(x), and T̂i(x), respectively.

Consider the convention [a]+ =max(a,0) and [a]− =min(a,0) as an upwind indicator. Then,

the numerical convective and conductive heat fluxes are given as follows:

• For each inner edge ei j of mesh MP, numerical convective and conductive heat fluxes, denoted

as Ci j,r and Di j,r , respectively, at quadrature points qi j,r , r = 1, . . .,R, are given as

Ci j,r =
[
ρPcP

p uP
(
qi j,r

)
· si j

]+
T̂i

(
qi j,r

)
+

[
ρPcP

p uP
(
qi j,r

)
· si j

]−
T̂j

(
qi j,r

)
, (4.14)

Di j,r = −κP∇T̃i j

(
qi j,r

)
· si j . (4.15)

• For each boundary edge eiF of mesh MP, numerical convective and conductive heat fluxes,

denoted as CiF,r and DiF,r , respectively, at quadrature points qiF,r , r = 1, . . .,R, are given as

CiF,r =
[
ρPcP

p uP (
qiF,r

) · siF
]+

T̂i
(
qiF,r

)
+

[
ρPcP

p uP (
qiF,r

) · siF
]−

T̂iF
(
qiF,r

)
, (4.16)

DiF,r = −κP∇T̂iF
(
qiF,r

) · siF . (4.17)

Replacing exact convective and conductive heat fluxes CiF,r and DiF,r in Equation (4.11) with

corresponding numerical approximations CiF,r and DiF,r , respectively, an explicit system of linear

equations is assembled with one equation per cell. The variables to determine in the system of linear

equations correspond to approximations of the cell mean-values of temperature function T P(x) in

mesh MP, P ∈ {R,S}. Therefore, the associated number of degrees of freedom to determine is

DOF = nR+nS. The system of linear equations derived from the discretization method is solved with

a preconditioned version of the GMRES method, and the stopping criterion corresponds to a residual

tolerance.

4.4 Code verification

The proposed discretization method to solve conjugate heat transfer problems is implemented

in an in-house library written in Fortran, and verification of the code is performed in terms of accuracy,

convergence order, stability, robustness, and execution time. The method of verification is based

on manufactured solutions and consists in addressing a specific case of the conjugate heat transfer
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problem having an analytic solution that satisfies the governing equations and the prescribed boundary

and interface conditions. Simulations with successive finer meshes generated for the domain are

carried out, and the computed approximate solutions are compared with the analytic solution providing

the accuracy and the convergence orders under mesh refinement of the proposed discretization

method.

The solution of the system of linear equations derived from the discretization method provides

approximations of the cell mean-value of temperature functions T P(x) in meshes MP, P ∈ {R,S}.
Consider that for each cell ci of mesh MP, the associated approximate cell mean-values is denoted

as T∗i and the associated exact cell mean-value is denoted T i and given as

T i =
1
|ci |

∫
ci

T P(x)dx. (4.18)

Then, the errors in the L1- and L∞-norm, denoted as E1 and E∞, respectively, are determined as

E1 =

DOF∑
i=1

���T∗i −T i

���|ci |

DOF∑
i=1
|ci |

, (4.19)

E∞ =
DOFmax
i=1

���T∗i −T i

���. (4.20)

Consider two consecutively finer meshes with number of degrees of freedom DOF1 and DOF2 and

the computed approximate solutions provide errors E1,1 and E1,2, respectively, in the L1-norm and

errors E∞,1 and E∞,2, respectively, in the L∞-norm. Then, the convergence orders for the errors in

the L1- and L∞-norms, denoted as O1 and O∞, respectively, are given as

O1 = 2
���� ln

(
E1,1/E1,2

)
ln(DOF1/DOF2)

����, (4.21)

O∞ = 2
���� ln

(
E∞,1/E∞,2

)
ln(DOF1/DOF2)

����. (4.22)

The proposed discretization method is applied to the conjugate heat transfer problem considering

polynomial degrees d = 1,3 to verify whether the expected optimal second- and fourth-orders of

convergence are effectively achieved. Besides the errors and convergence orders, the execution time

of the simulations is also reported, denoted as TS, in seconds.

The addressed test case consists of an annular section centred at the origin with an amplitude

of α = π/4 replicating the thermal contact between the roll and the sheet (see Figure 4.4). The inner

layer of the geometry represents a roll section with a thickness of tR = 3 mm, and corresponds to

subdomain ΩR. In contrast, the outer layer represents a sheet section with a thickness of tS = 2 mm,
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and corresponds to subdomain ΩS. The internal boundary of the domain has a radius of rI = 97 mm,

the external boundary has a radius of rE = 102 mm, and the interface separating the roll and the

sheet has a radius of rM = 100 mm.

Figure 4.4: Geometry for the annular section test case.

The same angular speed of ωR = ωS = 0.1 rad/s is considered for both the roll and the

sheet and, therefore, there is no discontinuity in the corresponding linear velocity provided with vector

functions uR(x) and uS(x). The physical properties for the roll and the sheet are assumed those

corresponding to the steel and the polystyrene, respectively, as follows:

• Roll: thermal conductivity of κR = 30 W/(m·K), density of ρR = 7700 kg/m3, and specific heat

capacity of cR
p = 500 J/(K·kg).

• Sheet: thermal conductivity of κS = 0.2 W/(m·K), density of ρS = 900 kg/m3, and specific

heat capacity of cS
p = 1300 J/(K·kg).

The analytic solutions assigned to this test case (see Figure 4.5) are expressed in polar

coordinates (r, θ), with radius r2 = x2+ y2 and polar angle θ = arctan(y/x), given as

φP(r) = aP ln(r)+ bP, in ΩP, (4.23)

for P ∈ {R,S}, with parameters aR,bR,aS,bS ∈ R. Notice that, although the analytic solutions are

provided in polar coordinates, the problem is numerically solved in Cartesian coordinates. Contrarily

to the general case in the method of manufactured solutions, no artificial source terms are required in

the governing equations with these analytic solutions.

Figure 4.5: Analytic solution for the annular section test case.
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On the boundaries of each subdomain, specific boundary conditions are assigned to satisfy the

corresponding analytic solutions, as follows:

• A Dirichlet boundary condition is prescribed on the left boundaries of both subdomains,

corresponding to points with an angle of θ = −π/8, given as

TP = aP log(r)+ bP, on θ = −π/8. (4.24)

• A Homogeneous Neumann boundary condition is prescribed on the right boundaries of both

subdomains, corresponding to points with an angle of θ = π/8, given as

−κP∇T P ·nP = 0, on θ = π/8, (4.25)

where vector functions nP B nP(x) provide the unit normal vectors outward to associated

subdomain ΩP.

• A Neumann boundary condition as a function of the temperature is prescribed on the internal

boundary of subdomain ΩR, corresponding to points with a radius of r = rI, given as

−κR∇TR ·nR = hR,W
(
TR−TW

∞
)
, on r = rI, (4.26)

assuming a water temperature of TW∞ = 30 ◦C.

• A Neumann boundary condition as a function of the temperature is prescribed on the external

boundary of subdomain ΩS, corresponding to points with a radius of r = rE, given as

−κS∇TS ·nS = hS,A
(
TS−TA

∞
)
, on r = rE, (4.27)

assuming an air temperature of TA∞ = 20 ◦C.

The prescribed Neumann boundary conditions as a function of the temperature take into account

the effects of the forced and natural convection due to the water and air circulation. A specific

temperature is assumed on the internal and external boundaries such that the associated heat

transfer coefficients are determined, and the prescribed Neumann boundary conditions satisfy

the analytic solutions. The temperature of the internal and external boundaries are assumed of

TR,W = 40 ◦C and TS,A = 170 ◦C, respectively, for which the associated heat transfer coefficients

are determined as hR,W = κRaR/
rI
(
TR,W−TW∞

)
W/(K·m2) and hS,A = − κSaS/rE

(
TS,A−TA∞

)
W/(K·m2), respectively.

On the interface, the continuity interface conditions are prescribed and parameters aR, aS, bR,

and bS in the analytic solutions are determined such that the boundary conditions and the continuity
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interface conditions are simultaneously satisfied, and are determined as

aR = −cκS
(
TR,W−TS,A

)
, (4.28)

aS = −cκR
(
TR,W−TS,A

)
, (4.29)

bR = c
(
TR,WκR ln

(
rM
rE

)
−TR,WκS ln(rM)+TS,AκS ln(rI)

)
, (4.30)

bS = −c
(
TS,AκS ln

(
rM
rI

)
−TS,AκR ln(rM)+TR,WκR ln(rE)

)
, (4.31)

c =
1

κR ln
(
rM
rE

)
+ κS ln

(
rI
rM

) . (4.32)

Successively finer uniform structured quadrilateral meshes (with no curved elements) with

aspect ratios of AR = 1,2,5,10,20 are generated for each subdomain. The aspect ratio refers to

the outer cells in the subdomain corresponding to the sheet, whereas the size of the remaining

cells is adapted accordingly to obtain a structured mesh. Having meshes with unitary aspect ratio,

successively finer meshes with higher aspect ratios are generated merging cells proportionally in the

angular direction (see Figures 4.6 to 4.10). For each aspect ratio, four successively finer meshes

are generated with the coarsest denoted as M1, the coarsest medium as M2, the finest medium as

M3, and the finest as M4, having the number of cells presented in Table 4.1. Higher aspect ratios

are a promising approach to reduce the computational effort of the simulations when the solution

varies mostly in one specific direction or tangentially to a boundary or interface (as in the case of

boundary layers). Indeed, the analytic solutions assigned to this test case are invariant in the angular

direction, and similar behaviour is expected in the thermoplastic sheet extrusion cooling stage as a

limit situation for increasing extrusion speeds. Therefore, comparing the results between meshes with

different aspect ratios, the influence of the aspect ratio on the discretization method is assessed in

terms of accuracy, convergence order, and execution time.

Table 4.1: Number of cells in the structured quadrilateral meshes for the annular section test case.

Mesh AR = 1 AR = 2 AR = 5 AR = 10 AR = 20

M1 10 x 200 10 x 100 10 x 40 10 x 20 10 x 10

M2 20 x 400 20 x 200 20 x 80 20 x 40 20 x 20

M3 40 x 800 40 x 400 40 x 160 40 x 80 40 x 40

M4 80 x 1 600 80 x 800 80 x 320 80 x 160 80 x 80

The errors and convergence orders are reported in Table 4.2. As observed, the second-

and fourth-orders of convergence are effectively achieved, applying the discretization method with

polynomial degrees d = 1,3, respectively. The convergence orders follow the results obtained in
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Figure 4.6: Coarsest quadrilateral mesh with AR = 1 for the annular section test case.

Figure 4.7: Coarsest quadrilateral mesh with AR = 2 for the annular section test case.

Figure 4.8: Coarsest quadrilateral mesh with AR = 5 for the annular section test case.

Figure 4.9: Coarsest quadrilateral mesh with AR = 10 for the annular section test case.

Figure 4.10: Coarsest quadrilateral mesh with AR = 20 for the annular section test case.

previous numerical benchmarks, and the discretization method converges optimally, both in terms of

the L1- and L∞-norms. Moreover, the ratio between the errors in the L∞- and L1-norms obtained from

the same simulation has, in general, a magnitude order in the tens. Such a ratio typically indicates the

absence of spurious solutions, and the error distribution is relatively uniform in the domain.

The optimal converge orders are always achieved regardless of the mesh. However, accuracy

deterioration with increasing aspect ratio is observed, both in terms of the L1- and L∞-norms, being

more pronounced in the case of the fourth-order of convergence. Notice that the assigned analytic

solutions to this test case are invariant in the angular direction and, therefore, the same accuracy

would be expected in an ideal situation. However, the discretization method relies on local polynomial

reconstructions approximating the cell mean-values in the vicinity, which are computed from the
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Table 4.2: Errors, convergence orders, and execution time obtained in the annular section test case.

Second-order of convergence Fourth-order of convergence

Mesh E1 O1 E∞ O∞ TS [s] E1 O1 E∞ O∞ TS [s]

AR = 1

M1 8.60E−03 --- 5.68E−02 --- 0.10 8.64E−07 --- 1.41E−05 --- 0.10

M2 2.08E−03 2.05 1.25E−02 2.19 1.49 5.62E−08 3.94 8.47E−07 4.06 2.45

M3 7.86E−04 1.40 4.69E−03 1.41 48.56 5.11E−09 3.46 4.90E−08 4.11 112.56

M4 1.37E−04 2.52 1.09E−03 2.10 662.59 5.97E−10 3.10 5.78E−09 3.08 1 295.09

AR = 2

M1 1.58E−02 --- 1.60E−01 --- 0.03 5.35E−06 --- 1.87E−04 --- 0.03

M2 2.93E−03 2.44 4.01E−02 2.00 0.23 2.13E−07 4.65 6.71E−06 4.80 0.40

M3 5.60E−04 2.39 1.02E−02 1.98 3.36 2.20E−08 3.27 3.72E−07 4.17 13.68

M4 1.18E−04 2.25 2.61E−03 1.96 129.07 3.30E−09 2.74 3.76E−08 3.31 306.09

AR = 5

M1 7.06E−02 --- 1.01E+00 --- <0.01 2.64E−04 --- 6.36E−03 --- 0.01

M2 1.62E−02 2.13 2.54E−01 1.99 0.02 4.78E−06 5.79 1.51E−04 5.40 0.03

M3 3.70E−03 2.13 6.28E−02 2.01 0.50 1.97E−07 4.61 8.77E−06 4.11 1.13

M4 7.96E−04 2.22 1.55E−02 2.01 27.95 1.49E−08 3.72 4.97E−07 4.14 61.59

AR = 10

M1 2.78E−01 --- 4.20E+00 --- <0.01 5.57E−03 --- 1.14E−01 --- <0.01

M2 4.05E−02 2.78 1.05E+00 2.00 0.02 1.28E−04 5.44 2.51E−03 5.50 0.02

M3 7.07E−03 2.52 2.50E−01 2.07 0.18 4.43E−06 4.86 1.51E−04 4.06 0.26

M4 2.46E−03 1.52 5.93E−02 2.07 4.76 1.58E−07 4.81 8.69E−06 4.12 11.55

AR = 20

M1 1.56E+00 --- 1.85E+01 --- <0.01 1.34E−01 --- 1.96E+00 --- <0.01

M2 2.07E−01 2.91 4.38E+00 2.08 0.01 2.34E−03 5.84 3.98E−02 5.63 0.01

M3 3.86E−02 2.42 1.01E+00 2.12 0.06 9.37E−05 4.64 2.42E−03 4.04 0.07

M4 6.54E−03 2.56 2.32E−01 2.12 1.42 3.91E−06 4.58 1.41E−04 4.10 1.81

least-squares method. In turn, the reconstruction matrices in the least-squares method are mainly

geometric and, therefore, the associated condition numbers strongly depend on the structure of the

mesh. Indeed, the work of A. Jalali et al., 2013 [14], verified that the condition numbers of the

reconstruction matrices increase with increasing aspect ratio of the mesh and is asymptotically larger

for higher convergence orders. As a consequence, the discretization method suffers from deterioration

in terms of accuracy and stability.
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The number of GMRES iterations for the previous simulations is reported in Table 4.3. As

observed, the number of GMRES iterations and the execution time generally increase with increasing

convergence order of the discretization method. In fact, although polynomial reconstructions with

higher polynomial degrees provide more accuracy, denser coefficients matrices also results from the

larger stencils required for the least-squares method, having higher condition numbers. Consequently,

more GMRES iterations are needed to achieve the same residual tolerance, which, in turn, increase

the execution time of the simulations. On the other side, the number of GMRES iterations and the

execution time also increase with increasing aspect ratio of the mesh, comparing meshes with the

same number of cells. Moreover, such behaviour is observed comparing the results for the same

polynomial degree. Therefore, the higher condition number of the coefficients matrices is, again, a

possible explanation for such behaviour, but, in that case, due to the high disparity in the propagation

of information along each dimension.

Table 4.3: Number of GMRES iterations obtained in the annular section test.

Second-order of convergence Fourth-order of convergence

Mesh AR = 1 AR = 2 AR = 5 AR = 10 AR = 20 AR = 1 AR = 2 AR = 5 AR = 10 AR = 20

M1 179 88 39 31 21 188 97 64 48 43

M2 441 218 88 77 56 493 245 123 90 74

M3 3 415 464 257 184 168 6 024 1 481 353 225 172

M4 10 452 4 626 2 476 871 477 16 971 8 498 4 377 1 513 468

The execution time of the simulations are also reported in Table 4.2, whereas Figures 4.11

and 4.12 provides a plot of the errors in the L1- and L∞-norms as a function of the execution

time. Regardless of the aspect ratio of the mesh, the fourth-order of convergence always performs

more efficiently than the second-order of convergence and provides the same level of accuracy in

significantly less execution time. Therefore, the results support that higher-orders of convergence

provide more efficient trade-offs between accuracy and execution time. For instance, considering

AR = 1, to achieve an error of E1 = 10−6 ◦C in the L1-norm, the second- and fourth-orders of

convergence require a execution time of approximately TS = 100,000 s and TS = 0.1 s, respectively.

The second-order of convergence does not achieve such accuracy within the meshes considered for

this test case and, therefore, the indicated execution time is a prediction from the extrapolation of

the obtained error convergence. In any case, the second-order of convergence requires one day of

simulation in comparison with the minimal execution time, below one second, taken by the fourth-order

of convergence.

Higher aspect ratios deteriorate the accuracy of the approximate solutions for the reasons already

presented. However, they also reduce the number of degrees of freedom to determine and, ultimately,

the execution time. Given that, there is a trade-off between accuracy and execution time, which

depends on the aspect ratio of the mesh. From the results obtained, the trade-off seems to deteriorate
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1E−4 1E−3 1E−2 1E−1 1E+0 1E+1 1E+2 1E+3 1E+4
1E−10
1E−9
1E−8
1E−7
1E−6
1E−5
1E−4
1E−3
1E−2
1E−1
1E+0
1E+1

TS [s]

E 1
[◦ C

]

2nd-order, AR = 1
2nd-order, AR = 2
2nd-order, AR = 5
2nd-order, AR = 10
2nd-order, AR = 20
4th-order, AR = 1
4th-order, AR = 2
4th-order, AR = 5
4th-order, AR = 10
4th-order, AR = 20

Figure 4.11: L1-norm errors and execution time obtained in the annular section test case.
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Figure 4.12: L∞-norm errors and execution time obtained in the annular section test case.

with increasing aspect ratio of the mesh, both in the second- and fourth-orders of convergence.

However, a more pronounced deterioration is observed in the latter. Nonetheless, meshes with higher

aspect ratios can still further improve the efficiency of the fourth-order of convergence depending on

the application requirements in what concerns accuracy.

For instance, with the finest mesh with AR = 1, the second- and fourth-orders of convergence

provide an error in the L1-norm of approximately E1 = 10−4 ◦C and E1 = 10−9 ◦C, respectively.

Assuming that an error of E1 = 10−4 ◦C is required for a specific application, the fourth-order of

convergence might be considered excessively accurate and with no practical benefits, when compared

with the second-order of convergence, since latter requires half of the execution time. The standard

approach consists in reducing the number of degrees of freedom to obtain the same accuracy, which

usually provides a more efficient simulation given the better trade-off between accuracy and execution

time of higher-orders of convergence. In that case, with the coarsest mesh and maintaining the aspect
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ratio, the fourth-order of convergence provides an error of E1 = 10−6 ◦C, which is still significantly

below the required accuracy for the application. Notice that, besides providing a significantly more

accurate approximate solution, the associated execution time of TS = 0.1 s is already drastically lower

than the execution time of approximately TS = 663 s for the second-order of convergence, meaning

that improvement with a magnitude in the thousands is already obtained.

Further reduction in the number of cells maintaining the aspect ratio is not possible since a

minimum number of 5 cells in the radial direction in each subdomain is required to compute the

polynomial reconstructions. Therefore, the number of cells can only be reduced if the aspect ratio

of the mesh increases. In that case, for the fourth-order of convergence, an error of approximately

E1 = 10−4 ◦C is obtained with the coarsest mesh with AR = 5, with an associated execution time

of roughly TS = 0.01 s. Therefore, an astonishing improvement with a magnitude in the tens of

thousands is obtained, when compared with the second-order of convergence to achieve the same

accuracy. Although in both cases of the fourth-order of convergence the execution time is imperceptible

(TS = 0.1 s and TS = 0.01 s for the coarsest mesh with AR = 1 and AR = 5, respectively), there is a

factor of at least 10, which can be relevant in intensive parametric investigations where thousands of

simulations are carried out.

4.5 Case study

The thermoplastic sheet extrusion cooling stage is addressed solving numerically the model

introduced in Section 4.2 with the discretization method introduced in Section 4.3. The dimensions

of and the physical properties for the roll and the sheet are the following (see Figure 4.13). The

roll has an external radius of rR = 50 mm, a thickness of tR = 3 mm, and is made of steel with

thermal conductivity of κR = 30 W/(m·K), density of ρR = 7700 kg/m3, and specific heat capacity of

cR
p = 500 J/(K·kg). The thermoplastic sheet has a thickness of tS = 2 mm and is made of polystyrene

with thermal conductivity of κS = 0.2 W/(m·K), density of ρS = 900 kg/m3, and specific heat capacity

of cS
p = 1300 J/(K·kg). Moreover, a distance of dI = 40 mm is considered from the inlet of the

cooling stage to the roll. Moreover, the effective angle of contact between the roll and the sheet is

approximately α ≈ 0.8π rad, which results in a contact length of around 130 mm. After leaving the roll,

a distance of approximately dO = 34 mm until the outlet of the cooling stage is considered, such that

the variations of the temperature in the longitudinal direction of the sheet are negligible. The roll and

the sheet have the same angular speed of ωR = ωS = 0.2 rad/s (the equivalent extrusion speed is

0.6 m/min) and, therefore, there is no discontinuity in the corresponding linear velocity provided with

vector functions uR(x) and uS(x). To account for the effects of forced and natural heat convection,

heat transfer coefficients of hR,W = 10 W/(K·m2) between the roll and the water, hR,A = 6 W/(K·m2)

between the roll and the air, and hS,A = 4 W/(K·m2) between the sheet and the air are considered.

The temperature of the sheet on the inlet of the cooling stage is T I = 180 ◦C, the temperature of the

water is TW∞ = 30 ◦C, and the temperature of the air is TA∞ = 20 ◦C.
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Figure 4.13: Geometry notation for the thermoplastic sheet extrusion cooling stage.

Successively finer structured quadrilateral meshes (with no curved elements) with aspect ratios

of AR = 1,2,5,10 are generated for each subdomain of the geometry (see Figures 4.14 to 4.17). The

aspect ratio refers to the outer cells in the subdomain corresponding to the sheet, whereas the size of

the remaining cells is adapted accordingly to obtain a structured mesh. For each aspect ratio, three

successively finer meshes are generated with the coarsest denoted as M1, the medium as M2, and

the finest as M3, having the number of cells presented in Table 4.4. Regardless of the aspect ratio,

the coarsest, medium, and finest meshes have the same number of cells in the radial direction.

Table 4.4: Number of cells in the structured quadrilateral meshes for the thermoplastic sheet extrusion cooling

stage.

Mesh AR = 1 AR = 2 AR = 5 AR = 10

M1 8 122 4 248 1 859 960

M2 32 488 16 992 7 436 3 840

M3 129 952 67 968 29 744 15 360

Local mesh refinement is required at the initial contact point between the roll and sheet to

provide sufficient resolution of the high temperature gradients arising in the vicinity and to avoid

subsequent numerical instabilities and spurious solutions. Notice that Neumann boundary conditions

as a function of the temperature are imposed immediately before the initial contact point, whereas
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Figure 4.14: Detail of the coarsest structured quadrilateral mesh with AR = 1 for the thermoplastic sheet

extrusion cooling stage.

Figure 4.15: Detail of the coarsest structured quadrilateral mesh with AR = 2 for the thermoplastic sheet

extrusion cooling stage.

Figure 4.16: Detail of the coarsest structured quadrilateral mesh with AR = 5 for the thermoplastic sheet

extrusion cooling stage.

Figure 4.17: Detail of the coarsest structured quadrilateral mesh with AR = 10 for the thermoplastic sheet

extrusion cooling stage.

the continuity interface conditions take place immediately after. Therefore, the initial contact point

becomes a numerical singularity, although it does not represent an issue for the discretization method

since boundary and interface conditions are not satisfied at the vertices of the mesh (or the corners

of the geometry). However, such a situation does not allow a smooth temperature transition from the

sheet to the roll and, therefore, the former has a substantially higher temperature than the latter. The

same applies to the conductive heat flux since the natural heat convection implies different values

on the boundaries of the roll and the sheet, although the conservation is imposed from the initial

contact point forward. Notice that higher extrusion speeds result in higher temperature gradients and,

therefore, the local mesh refinement should be applied accordingly.
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The proposed numerical approach is verified assessing the accuracy and execution time provided

with the second- and fourth-orders of convergence for the discretization method and meshes with the

different aspect ratios. Since there is no exact solution for the thermoplastic sheet extrusion cooling

stage, an approximate reference solution is computed considering the discretization method with a

sixth-order of convergence and the finest mesh (M3) with AR = 1 (see Figure 4.18). From an industrial

perspective, the thermoplastic sheet extrusion cooling stage has to ensure an average temperature

below the solidification point and, simultaneously, a sufficiently uniform temperature distribution, to

minimize the level of thermal residual stresses. Then, the optimization of the process seeks to satisfy

these two conditions maximizing the cooling rate to increase productivity and achieve the desired

physical properties of the sheet. In that regard, the verification of the proposed numerical approach

consists in assessing the temperature distribution on boundary subset ΓS,O, which is assumed as

the outlet of the cooling stage (see Figure 4.3). Since the outcome of the simulations consists of

approximate cell mean-values, an interpolation method based on polynomial reconstructions is used to

determine the temperature profile on boundary subset ΓS,O. The polynomial degree of the interpolation

is set according to the convergence order of the discretization method to avoid accuracy deterioration,

such that linear and cubic interpolations are used in the case of the second- and fourth-orders of

convergence, respectively. The same interpolation procedure is used to provide a profile of the radial

conductive heat flux on boundary subset ΓS,O (in the normal direction the conductive heat flux given

the prescribed homogeneous Neumann boundary condition). Since the conductive heat flux is a

quantity derived from the temperature gradient, it also provides a measure of the level of the thermal

residual stresses along with the thickness.

The obtained temperature and conductive heat flux profiles are provided in Figures 4.19 to 4.22

(r corresponds to the position along the width of the sheet starting from the inner corner). As observed,

regardless of the aspect ratio of the mesh, both the temperature and the conductive heat flux converges

asymptotically to the reference profiles as successively finer meshes are used. Moreover, the profiles

obtained with the fourth-order of convergence are noticeably closer to the reference profiles when

gather to those obtained with the second-order of convergence and the differences are difficult to

perceive for lower aspect ratios. Therefore, these results strongly support that a discretization method

with a higher-order of convergence does provide significantly more accurate approximate solutions for

the same mesh. Increasing the aspect ratio of the mesh does indeed deteriorate the approximate

solution accuracy, as expected from the results obtained in the code verification benchmark. It is

particularly noticeable in the case of the second-order of convergence. Indeed, since the fourth-order of

convergence provides significantly more accurate approximate solutions, beyond the requirements of

the application, the visual perception of the accuracy deterioration when the aspect ratio of the mesh

increases is less evident. Therefore, contrary to the second-order of convergence, higher-orders of

convergence have the capability of reducing the computational effort using meshes with higher aspect

ratios without perceived accuracy deterioration.

The average and standard deviation associated with the previous temperature and conductive
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4.5. Case study

Figure 4.18: Reference solution for the thermoplastic sheet extrusion cooling stage.

heat flux profiles are determined, and the corresponding errors are provided, having the values

obtained from the reference profiles, as follows. In exact terms, the average and standard deviation of

the temperature on boundary subset ΓS,O, denoted as T
E

and σE
T , respectively, are given as

T
E
=

1��ΓS,O
��
∫
ΓS,O

TS(x)dx, (4.33)

σE
T =

(
1��ΓS,O

��
∫
ΓS,O

(
TS(x)−T

E)2
dx

)1/2
, (4.34)

where
��ΓS,O

�� stands for the length of the boundary subset, the same as the sheet thickness. Similarly,

the average and standard deviation of the conductive heat flux on boundary subset ΓS,O, denoted as

F
E

and σE
F , respectively, are given as

F
E
=

1��ΓS,O
��
∫
ΓS,O

(
−κS∇TS(x) · tS,O

)
dx, (4.35)
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(a) Temperature profile. (b) Conductive heat flux profile.

Figure 4.19: Temperature and conductive heat flux profiles with meshes with AR = 1 for the thermoplastic

sheet extrusion cooling stage.
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(a) Temperature profile. (b) Conductive heat flux profile.

Figure 4.20: Temperature and conductive heat flux profiles with meshes with AR = 2 for the thermoplastic

sheet extrusion cooling stage.

σE
F =

(
1��ΓS,O

��
∫
ΓS,O

(
−κS∇TS(x) · tS,O−F

E)2
dx

)1/2
, (4.36)

where tS,O stands for the tangential vector on boundary subset ΓS,O.

Consider edges eiF on boundary subset ΓS,O with length |eiF |, tangent vector tiF , and

quadrature points qiF,r , r = 1, . . .,R, for a Gaussian quadrature rule with weights ξr , where R is

the number of quadrature points required to obtain the same convergence order as the discretization

method. For each edge, a polynomial reconstruction, denoted as T̃iF(x), is computed and corresponds

to the best approximation in the least-squares sense of the cell mean-values in the vicinity provided

in the approximate solution. Given that, the approximate average and standard deviation of the
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(a) Temperature profile. (b) Conductive heat flux profile.

Figure 4.21: Temperature and conductive heat flux profiles with meshes with AR = 5 for the thermoplastic

sheet extrusion cooling stage.
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(a) Temperature profile. (b) Conductive heat flux profile.

Figure 4.22: Temperature and conductive heat flux profiles with meshes with AR = 10 for the thermoplastic

sheet extrusion cooling stage.

temperature on boundary subset ΓS,O, denoted as T and σT , respectively, are given as

T =
1��ΓS,O

��
∑

eiF∈ΓS,O

|eiF |
[

R∑
r=1

ξrT̃iF
(
qiF,r

) ]
, (4.37)

σT =
©­«

1��ΓS,O
��

∑
eiF∈ΓS,O

|eiF |
[

R∑
r=1

ξr

(
T̃iF

(
qiF,r

) −T
)2

]ª®¬
1/2

. (4.38)

Similarly, the approximate average and standard deviation of the conductive heat flux on boundary

subset ΓS,O, denoted as F and σF , respectively, are given as

F =
1��ΓS,O

��
∑

eiF∈ΓS,O

|eiF |
[

R∑
r=1

ξr

(
−κS∇T̃iF

(
qiF,r

) · tiF )]
, (4.39)
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σF =
©­«

1��ΓS,O
��

∑
eiF∈ΓS,O

|eiF |
[

R∑
r=1

ξr

(
−κS∇T̃iF

(
qiF,r

) · tiF −F
)2

]ª®¬
1/2

. (4.40)

In particular, for the reference solution, the reference average and standard deviation of the temperature

are denoted as T
∗

and σ∗T , respectively, whereas for the conductive heat flux are denoted as F
∗

and

σ∗F , respectively. Then, for each simulation, the errors of the average and standard deviation of the

temperature, denoted as ET and EσT , respectively, and of the conductive heat flux, denoted as EF

and EσF , respectively, are given as

ET = T −T
∗
, (4.41)

EσT = σT −σ∗T, (4.42)

EF = F −F
∗
, (4.43)

EσF = σF −σ∗F, (4.44)

(4.45)

Then, the relative errors with respect to the reference average and standard deviation are also provided,

in percentage, denoted as RT , RσT , RF , and RσF , respectively, and given as

RT =
ET

T
∗ ×100, (4.46)

RσT =
EσT
σ∗T
×100, (4.47)

RF =
EF

F
∗ ×100, (4.48)

RσF =
EσF

σ∗F
×100. (4.49)

To determine the errors, the reference values obtained for the average and standard deviation

of the temperature and conductive heat flux are T
∗
= 151.911727 ◦C, σ∗T = 0.503300 ◦C,

F
∗
= −88.893056 W/m2, and σ∗F = 366.387595 W/m2. Then, the errors, relative errors, and

execution time are reported in Table 4.5 for meshes with AR = 1. As observed, the fourth-order of

convergence provides significantly more accurate results in terms of average and standard deviation

of both the temperature and the conductive heat flux than the second-order of convergence. In

general, the errors convergence under mesh refinement, which is in accordance with the behavior

observed for the profiles in Figures 4.19 to 4.22. Both the second- and fourth-orders of convergence

provide relative errors of the average and standard deviation of the temperature below 10%, even

with the coarsest mesh, although the latter is significantly more accurate. However, the second-order

of convergence provides relative errors of approximately 20% and 14% for the average and standard
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deviation, respectively, of the conductive heat flux with the coarsest mesh. On the other side,

the fourth-order of convergence provides corresponding relative errors of approximately 3% and 6%,

which are already below the limit of 10%. The second-order of convergence achieves such accuracy

with the medium mesh, taking approximately 111 s for the simulation, whereas the fourth-order of

convergence takes only 10 s with the coarsest mesh. Therefore, for the same accuracy level, the

fourth-order of convergence allows a significant computational gain with a ratio of improvement of

around 11. Although the second-order of convergence takes only a few minutes, which is feasible for

a single simulation, such computational gain would have a significant impact in intensive parametric

investigations where thousands of simulations are required. Moreover, notice that the computational

gain is more pronounced as more accurate results are required for the thermoplastic sheet extrusion

cooling stage.

The errors, relative errors, and execution time are reported in Tables 4.6 to 4.8 for meshes with

AR = 2,5,10, respectively. In general, increasing the aspect ratio of the mesh does deteriorate the

accuracy of the average and standard deviation of both the temperature and the conductive heat flux,

which follows the conclusions drawn in the code verification benchmark. However, as in the case of

meshes with AR = 1, the fourth-order of convergence is capable of still providing relative errors below

10%, contrarily to the second-order of convergence. For instance, to provide a relative error of both

the average and the standard deviation of the conductive heat flux below 10%, the second-order of

convergence requires the finest mesh with AR = 10. On the other side, the coarsest mesh is sufficient

for the fourth-order of convergence, taking approximately 0.05 s in comparison with around 14 s in

the case of the second-order of convergence. Once again, a significant computational gain is achieved

with a noticeable ratio of approximately 280. Moreover, even if there is some level of accuracy

deterioration, increasing the aspect ratio of the mesh for the fourth-order of convergence does reduce

the computational cost when the provided error still falls below the accuracy requirements for the

application. Notice that these results follow the conclusions drawn in the code verification benchmark.

Therefore, generating meshes with a higher aspect ratio for the fourth-order of convergence is a useful

strategy to improve further the computational efficiency of the proposed numerical approach for the

thermoplastic sheet extrusion cooling stage.

Although the accuracy of the average and standard deviation of the temperature does not

seem critical, regardless of the convergence order or the aspect ratio of the mesh, the fourth-order

of convergence is still capable of providing significantly more accurate results. Therefore, it turns out

more reliable and safe to carry out the simulations for the thermoplastic sheet extrusion cooling stage

with a higher-order of convergence. However, higher extrusion speeds and non-linear conjugate heat

transfer models with temperature-dependent physical properties, such as the thermal conductivity,

might deteriorate the approximate solution accuracy and, in that scenario, the benefits of using

higher-orders of convergence to predict the average and standard deviation of the temperature are

more evident. Nevertheless, these scenarios require further developments and investigations.
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Table 4.5: Errors, relative errors, and execution time obtained with meshes with AR = 1 for the thermoplastic

sheet extrusion cooling stage.

Mesh ET [◦C] RT [%] EσT [◦C] RσT [%] EF

[
W/m2] RF [%] EσF

[
W/m2] RσF [%] TS [s]

Second-order of convergence

M1 −2.60E−02 0.017 −3.56E−03 0.708 −1.76E+01 19.778 −4.967E+01 13.555 5.68

M2 −1.29E−02 0.009 −8.04E−03 1.598 −3.12E+00 3.506 −1.744E+01 4.760 111.13

M3 −5.47E−03 0.004 −3.78E−03 0.751 6.24E−01 0.702 −8.546E+00 2.332 3 105.59

Fourth-order of convergence

M1 7.13E−03 0.005 1.24E−03 0.245 2.42E+00 2.724 2.319E+01 6.331 10.41

M2 2.46E−03 0.002 −2.59E−05 0.005 4.51E−01 0.507 9.639E+00 2.631 159.46

M3 7.38E−04 <0.001 2.10E−05 0.004 3.81E−02 0.043 −6.911E−03 0.002 4 061.44

Table 4.6: Errors, relative errors, and execution time obtained with meshes with AR = 2 for the thermoplastic

sheet extrusion cooling stage.

Mesh ET [◦C] RT [%] EσT [◦C] RσT [%] EF

[
W/m2] RF [%] EσF

[
W/m2] RσF [%] TS [s]

Second-order of convergence

M1 −8.66E−02 0.057 −5.38E−02 10.684 −2.49E+01 28.051 −6.311E+01 17.225 0.65

M2 −1.66E−02 0.011 −6.61E−04 0.131 −1.15E+01 12.957 −1.421E+01 3.879 15.70

M3 −2.74E−03 0.002 1.27E−03 0.252 −3.65E+00 4.108 −6.553E+00 1.788 410.86

Fourth-order of convergence

M1 1.26E−02 0.008 1.05E−03 0.209 2.64E+00 2.971 2.289E+01 6.247 1.11

M2 2.33E−03 0.002 1.13E−04 0.023 4.38E−01 0.492 9.820E+00 2.680 21.44

M3 1.63E−03 0.001 −3.11E−05 0.006 3.46E−02 0.039 −4.185E−03 0.001 712.68

4.6 Conclusions

A numerical approach is proposed and verified to investigate the thermodynamics in the

thermoplastic sheet extrusion cooling stage. The approach consists in solving a steady-state

two-dimensional conjugate heat transfer problem with the appropriate boundary and interface

conditions between a polymeric sheet and a metallic roll. The problem is discretized with a finite

volume method capable of providing a very high-order of convergence, which improves the accuracy

of the approximate solutions and reduce the computational cost of the simulations. The degree of the

polynomial reconstructions in the discretization method determines the convergence order, such that

for a degree d an optimal (d+1)th-order of convergence is expected.

A code verification benchmark based on manufactured solutions is provided to assess the

accuracy, convergence orders, and execution time of the discretization method according to the

aspect ratio of the mesh. The results obtained prove that for polynomial degrees d = 1,3 the optimal
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Table 4.7: Errors, relative errors, and execution time obtained with meshes with AR = 5 for the thermoplastic

sheet extrusion cooling stage.

Mesh ET [◦C] RT [%] EσT [◦C] RσT [%] EF

[
W/m2] RF [%] EσF

[
W/m2] RσF [%] TS [s]

Second-order of convergence

M1 −1.55E−01 0.102 −9.74E−02 19.360 −3.97E+01 44.622 −7.029E+01 19.184 0.12

M2 −5.44E−02 0.036 −2.12E−02 4.210 −6.42E+00 7.228 −3.882E+01 10.595 1.76

M3 −1.30E−02 0.009 −8.58E−04 0.171 4.79E+00 5.394 −2.046E+01 5.583 55.54

Fourth-order of convergence

M1 2.17E−02 0.014 1.46E−03 0.289 3.32E+00 3.738 2.256E+01 6.157 0.10

M2 7.50E−03 0.005 −1.11E−04 0.022 9.43E−01 1.061 9.577E+00 2.614 2.91

M3 2.28E−03 0.002 −1.98E−04 0.039 5.43E−02 0.061 1.440E−02 0.004 93.80

Table 4.8: Errors, relative errors, and execution time obtained with meshes with AR = 10 for the thermoplastic

sheet extrusion cooling stage.

Mesh ET [◦C] RT [%] EσT [◦C] RσT [%] EF

[
W/m2] RF [%] EσF

[
W/m2] RσF [%] TS [s]

Second-order of convergence

M1 −1.72E−01 0.113 −5.19E−02 10.303 −6.41E+01 72.134 −2.547E+01 6.951 0.04

M2 −6.29E−02 0.041 −3.26E−02 6.483 −7.34E+00 8.257 −4.301E+01 11.738 0.44

M3 −1.03E−02 0.007 −7.55E−03 1.500 8.04E+00 9.045 −2.634E+01 7.190 14.21

Fourth-order of convergence

M1 4.34E−02 0.029 4.40E−03 0.873 2.58E+00 2.898 2.289E+01 6.247 0.05

M2 3.12E−02 0.021 −3.53E−04 0.070 1.53E+00 1.719 9.326E+00 2.545 0.83

M3 1.24E−02 0.008 −5.35E−04 0.106 1.55E−01 0.174 −3.497E−02 0.010 19.54

second- and fourth-orders of convergence are effectively achieved. Moreover, the latter provides

significantly more accurate approximate solutions with the same mesh. Furthermore, the fourth-order

of convergence provides approximate solutions with the same accuracy as the second-order of

convergence but with significantly coarser meshes, which turns out to be computationally more

efficient. Therefore, the better trade-off between accuracy and computational cost of higher-orders of

convergence allows improving the efficiency of the proposed numerical approach. On the other side,

accuracy deterioration is observed when increasing the aspect ratio of the mesh in both convergence

orders since the reconstruction matrices have higher condition numbers. However, when the accuracy

provided with meshes with unitary aspect ratio falls below the application requirements, increasing the

aspect ratio is a valid strategy to improve the efficiency with the fourth-order of convergence further.

Several simulations for the thermoplastic sheet extrusion cooling stage are carried out to assess

the capabilities of the proposed numerical approach according to the convergence order of the
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discretization method and the aspect ratio of the mesh. The profile, average, and standard deviation

of both the temperature and the conductive heat flux on the outlet of the cooling stage are used

for verification purposes. Moreover, the errors associated with the average and standard deviation

are determined, and the execution time is reported for each simulation. The results support that,

for the same mesh, the fourth-order of convergence provides a significantly more accurate average

and standard deviation of both the temperature and the conductive heat flux than the second-order

of convergence. Moreover, the fourth-order of convergence provides the same accuracy as the

second-order of convergence with coarser meshes, which turns out to be computationally more

efficient. Additionally, meshes with higher aspect ratios allow to improve further the efficiency of the

proposed numerical approach with the fourth-order of convergence and provide the same accuracy

as the second-order of convergence. Using a discretization method with higher-orders of convergence

and meshes with higher aspect ratios, the proposed numerical approach is an efficient computational

tool to investigate the heat exchanges in the thermoplastic sheet extrusion cooling stage.

Further developments might comprise polymeric materials having temperature-dependent

physical properties considering non-linear conjugate heat transfer models and parametric investigations

on the thermoplastic sheet extrusion cooling stage, aiming at the optimization of the process. In any

case, an increased computational effort is required, for which the proposed numerical approach will

be a valuable tool.
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CHAPTER5 Efficient very high-order accurate polyhedral mesh

finite volume scheme for 3D conjugate heat transfer

problems in curved domains

Abstract: The conjugate heat transfer problem is found in many engineering applications consisting

of non-isothermal solids and fluids in contact with different physical properties. The discretization

method of these problems must guarantee that the interface conditions are properly satisfied, which

becomes challenging to obtain a very high-order of convergence. The three-dimensional case with

arbitrary curved domains is particularly challenging to treat as the standard approaches to preserve

the optimal converge order become cumbersome with the use of curved meshes and non-linear

transformations. Moreover, the implementation of discretization methods with very high-order of

convergence is critical for the three-dimensional case as the computational cost of conventional

algorithms often grows exponentially with the problem dimension. A very high-order accurate finite

volume scheme in general polyhedral meshes is proposed to solve three-dimensional conjugate heat

transfer problems in arbitrary curved domains. The use of polyhedral mesh elements overcomes the

shortcomings of the standard curved mesh approaches, preserves the accuracy and the convergence

order, is more simple to implement, and is computationally efficient. Moreover, the implementation

of the proposed method is addressed and optimized to provide the same approximate solution at a

reduced computational cost. A comprehensive numerical benchmark addressing several situations

of the conjugate heat transfer problem is provided and verifies that the optimal convergence order is

effectively achieved. A computational benchmark proves that substantial performance improvements

are obtained from the proposed optimization, which represents a significant advance towards less

demanding and more efficient numerical simulations.

Keywords: Conjugate heat transfer problems, Arbitrary curved three-dimensional domains, Polyhedral

unstructured meshes, Polynomial reconstruction method, Very high-order accurate finite volume

scheme, Implicit and explicit formulation

This chapter was adapted from R. Costa, J.M. Nóbrega, S. Clain, and G.J. Machado, Efficient very high-order accurate
polyhedral mesh finite volume scheme for 3D conjugate heat transfer problems in curved domains, in preparation for J.
Comput. Phys. (2020)
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5.1 Introduction

The conjugate heat transfer is found in many engineering problems. It corresponds to the

heat transfer in solid-solid, solid-fluid, and fluid-fluid interfaces between non-isothermal materials

with different physical properties. The conjugate model consists in solving the convective and

conductive transport of thermal energy in each material domain subjected to interface conditions. For

perfect thermal contacts, these interface conditions impose the continuity of the temperature and

the conservation of the heat flux, whereas other interface conditions are used for imperfect thermal

contacts. Comprehensive literature is found concerning numerical methods to solve conjugate heat

transfer problems and, in general, discretization methods with first- and second-orders of convergence

are easily accessible and practical to implement. However, obtaining very high-order of convergence

(here defined as more than the second-order of convergence) becomes a challenging task since the

interface conditions have to be properly satisfied within the same error magnitude usually requires

more elaborated methods.

The three-dimensional case with arbitrary curved domains is particularly challenging to treat

since the conventional discretization methods do not handle the geometrical mismatch properly

between the mesh and the boundaries and interfaces, providing a second-order of convergence at

most. In that regard, several approaches arise to preserve the optimal convergence order. The

most common is the isoparametric elements in the finite element method that consists in using

curved mesh elements to follow the curved boundaries and interfaces, but also require non-linear

transformations for the finite element basis and quadrature rules for the integration in the curved mesh

elements [1, 2]. Unfortunately, generating curved meshes for arbitrary domains require cumbersome

and computationally intensive algorithms [3--6], the non-linear transformations are complex to perform,

and the quadrature rules are difficult to obtain [7--11], which becomes even more challenging in the

three-dimensional case.

The development of approaches that only rely on polygonal or polyhedral mesh elements is

a recent topic of increasing interest to avoid the drawbacks of methods such as the isoparametric

elements. Many techniques have been developed, namely within the immersed boundary method,

and a comprehensive literature review on the topic is found in Fernández-Fidalgo et al., 2020 [12]. In

the framework of the finite volume discretization, the reconstruction for off-site data (ROD) method is

a recent approach proposed in Costa et al., 2018 [13, 14], and is capable of preserving the optimal

convergence order using polygonal meshes in arbitrary curved domains. The method consists in

computing polynomial reconstructions from the least-squares method constrained with specific linear

equations to fulfil the prescribed boundary conditions at collocation points on the associated curved

boundaries.

The method was successfully applied to solve conjugate heat transfer problems in

two-dimensional domains with perfect and imperfect thermal contacts [15] but the three-dimensional

case has not been addressed yet. Moreover, the literature concerning the three-dimensional
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conjugate heat transfer problems case is very scarce, where no method is known to provide a very

high-order convergence regardless of the geometry of the domain. Indeed, the three-dimensional case

represents an increased challenge in what concerns the implementation of the methods and the need

for powerful computational resources for the simulations. Nevertheless, realistic problems in

engineering not always can be reduced to two-dimensions, making it imperative to extend and verify

such approaches in three-dimensional geometries carefully for practical use. Moreover, the

implementation of the methods is also a critical point in the three-dimensional case given the

exponential growth of the computational cost with the increasing dimension of the problem. Therefore,

careful optimization of the algorithm is of crucial importance to obtain substantial computational gains

in terms of execution time and memory usage, also demanding less powerful computational

resources and lower energy expenditure.

The novelties of the present work are split into a numerical part and computational part. The

numerical part consists in the extension to the three-dimensional case of the very high-order accurate

finite volume method to solve the steady-state conjugate heat transfer problem in arbitrary curved

domains. Moreover, the Robin boundary condition is used as a general approach to prescribing the

fundamental Dirichlet and Neumann boundary conditions assigning the appropriate coefficients. The

computational part consists in addressing the implementation of the proposed method in terms of

computational efficiency and provide performance improvements that reduce the execution time and

the memory usage of the simulations. The optimization consists in deriving equations for the several

steps of the implicit formulation of the proposed method that provide the same result at a reduced

computational cost. Moreover, an explicit formulation of the proposed method providing a coefficients

matrix and right-hand side vector is obtained from the optimization.

The remaining sections of the chapter are organized as follows. Section 2 presents the conjugate

problem model and the equivalent partitioned problem model with the appropriate thermal coupling.

Section 3 is dedicated to the finite volume discretization of the partitioned problem model and the

numerical treatment of the thermal coupling. Section 4 provides an optimization of the implementation

of the proposed method. Section 5 and Section 6 are dedicated to a comprehensive numerical and

computational benchmark, respectively. The chapter is completed in Section 7 with the conclusions

and some perspectives for future work.

5.2 Mathematical formulation

The steady-state conjugate heat transfer problem is addressed in three dimensions and

formulated with the Cartesian coordinate system considering x B (x, y, z). For the sake of simplicity

and without loss of generality, a partition with only two subdomains is considered and treated. Still,

the problem is easily extended for the case of multiple subdomains.
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5.2.1 Conjugate problem model

Let Ω denote an open bounded arbitrary curved domain in R3 with boundary ΓR, partitioned

into two non-overlapping subdomains, ΩS, S ∈ {A,B}, sharing a common interface, denoted as

ΓC. The boundary and the interface are regular and closed surfaces and admit a regular local

parameterization. Boundary ΓR is partitioned into two non-overlapping subsets (where one of the two

can be the empty set as in the case of two concentric subdomains), denoting as ΓR,S the boundary of

subdomain ΩS, such that ΓR = ΓR,A∪ΓR,B. For each subdomain ΩS, let ΓS denote the respective

boundary, consisting of boundaries and interface subsets of domain Ω, namely ΓS = ΓR,S ∪ΓC.

Moreover, for any point x on boundary ΓS, vector nS B nS(x) B
(
nS

x(x),nS
y(x),nS

z (x)
)

stands for

the unit outward normal vector to subdomain ΩS. Notice that if x ∈ ΓC, therefore, nA(x) = −nB(x).
The conjugate heat transfer problem consists in seeking temperature function φS(x) in

subdomain ΩS with governing partial differential equation given as

∇ ·
(
uSφS − κS∇φS

)
= f S, in ΩS, (5.1)

where uS B uS(x) B
(
uS

x(x),uS
y(x),uS

z (x)
)

is the velocity vector function multiplied by the heat

capacity and density of the associated material, κS B κS(x) is the thermal conductivity function, and

f S B f S(x) is the heat source function (a negative value implies a heat sink) defined in subdomain

ΩS. All given and unknown functions are assumed to be regular and bounded in the associated

subdomains, although the velocity, thermal conductivity, and heat source can be discontinuous on the

interface. Moreover, function uS(x) is tangent to interface ΓC, that is, uS(x) ·nS(x) = 0, such that

there is no mass transfer from one subdomain to the other.

Remark 20 The term regular is used to indicate that the function belongs to spaces Ck+1, with k ≥ d,

when polynomial reconstruction of degree d is used to achieve a (d +1)-order accurate scheme. In

other words, the function is continuous and has, at least, continuous first k +1 derivatives.

The model problem is complemented with Robin boundary conditions on boundary subsets

ΓR,S, given as

αR,SφS + βR,S
(
−κS∇φS ·nS

)
= gR,S, on ΓR,S, (5.2)

where αR,S B αR,S(x), βR,S B βR,S(x), and gR,S B gR,S(x) are given regular and bounded

coefficient functions. Notice that, the Robin boundary condition provides a general approach to

prescribe the Dirichlet boundary condition setting coefficient functions αR,S(x) , 0 and βR,S(x) = 0
and the Neumann boundary condition assigning coefficient functions αR,S(x) = 0 and βR,S(x) , 0.

Moreover, having a general approach to prescribe boundary conditions, a unique numerical treatment

is provided simplifying both the proposed method and the algorithm.
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The model problem is also complemented with the continuity interface conditions (or

homogeneous jump interface conditions) on interface subset ΓC, given as

φA = φB,

− κA∇φA ·nA− κB∇φB ·nB = 0,




on ΓC,
(5.3)

(5.4)

which imposes the continuity of the temperature and the conservation of the conductive heat flux.

Notice that, for adjacent materials with different thermal conductivities, the normal derivative of the

temperature on the interface can be discontinuous due to the conservation of the conductive heat flux.

5.2.2 Partitioned problem model

Following the approach in Costa et al., 2019 [15], the procedure to solve the conjugate heat

transfer problem consists in a partitioning method (called the Dirichlet-Neumann method) that replaces

the interface conditions with Dirichlet and Neumann boundary conditions on the interface. Then, a

subproblem in each subdomain is formulated with only boundary conditions, and the thermal coupling

between subproblems consists in providing the appropriate values to the boundary conditions such

that the heat transfer is recovered.

The boundaries of subdomains ΩS correspond to some partition of the boundary of domain Ω

and the interface ΓC. Therefore, for notation convenience, ΓF,S, F ∈ {R,C}, denotes the subsets

of the partitioned boundaries of subdomains ΩS such that ΓS = ΓR,S ∪ΓC,S. In that way, boundary

subset ΓC,S of subdomains ΩS correspond to interface subset ΓC of domain Ω and, therefore,

ΓC,A = ΓC,B = ΓC.

Subproblem PS consists in seeking temperature function φS(x) in subdomain ΩS with governing

partial differential equation and boundary conditions given as

PS :



∇ ·

(
uSφS − κS∇φS

)
= f S, in ΩS,

αF,SφS + βF,S
(
−κS∇φS ·nS

)
= gF,S, on ΓF,S,

(5.5)

(5.6)

where αF,S B αF,S(x), βF,S B βF,S(x), and gF,S B gF,S(x) are regular and bounded functions

on boundary subset ΓF,S. On boundary subsets ΓR,S, functions αR,S B αR,S(x), βR,S B βR,S(x),
and gR,S B gR,S(x) are prescribed from the conjugate problem model. On boundary subsets ΓC,S,

functions αC,S B αC,S(x), βC,S B βC,S(x), and gC,S B gC,S(x) were not prescribe and, therefore,

are unknown in the partitioned problem model.

To recover the appropriate thermal coupling between the subproblems and following the

approach in Costa et. al, 2019 [15], the continuity interface conditions (5.3) and (5.4) prescribed

on interface subset ΓC are replaced with a Dirichlet boundary condition for subproblem PA and a

199



5.3. Finite volume discretization

Neumann boundary condition for subproblem PB. However, since a Robin boundary condition is

prescribed on the entire boundary of the subdomains for a general approach, coefficient functions on

boundary subset ΓC,A are assigned as αC,A(x) = 1 and βC,A(x) = 0 and on boundary subset ΓC,B

are assigned as αC,B(x) = 0 and βC,B(x) = 1. On the other hand, associated boundary condition

functions gC,A(x) and gC,B(x) are given as

gC,A B φB, on ΓC,A, (5.7)

gC,B B −κA∇φA ·nB, on ΓC,B, (5.8)

which depend on temperature functions φB(x) and φA(x), respectively. Since the temperature

functions are also unknown, a numerical treatment to determine the unknown boundary condition

functions for the thermal coupling is required.

The benefit of the partitioning approach is that each subproblem consists in seeking temperature

function φS(x) in subdomain ΩS with only boundary conditions. Therefore, each subproblem is

discretized separately, whereas, boundary condition functions gC,A(x) and gC,B(x) on the interface

are considered for the data transfer and require a specific treatment to recover the appropriate thermal

coupling. Boundary condition functions gC,A(x) and gC,B(x) are assigned such that the solution of

the partitioned problem satisfies the continuity interface conditions and, therefore, corresponds to the

solution of the conjugate heat transfer problem.

Remark 21 The Dirichlet-Neumann method applied for the continuity interface conditions yields

two asymmetric subproblems with a Dirichlet boundary condition on boundary subset ΓC,A and a

Neumann boundary condition on boundary subset ΓC,B. The opposite situation, a Neumann boundary

condition on boundary subset ΓC,A and a Dirichlet boundary condition on boundary subset ΓC,B, is

equally possible and equivalent in terms of thermal coupling but may have accuracy and robustness

implications. Although both partitioning configurations are addressed in the numerical benchmark,

only the former is used for the method presentation.

5.3 Finite volume discretization

The domain of the conjugate heat transfer problem is discretized with polyhedral meshes,

conformal on the interface, although the boundary value subproblems in the partitioned problem

model are discretized separately. The finite volume method is used for the generic discretization

of the subproblems, where an extension of the method proposed in Costa et al., 2019 [15], to

three-dimensional domains and Robin boundary conditions was developed to provide a very high-order

of convergence.
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5.3.1 Polyhedral mesh

A general polyhedral mesh denoted as MS discretizes each subdomain ΩS and consists of nS

non-overlapping convex polyhedral cells (tetrahedra, prisms, hexahedra, etc.). Cells are denoted as ci

with i ∈ IA = {1, . . .,nA} for cells belonging to mesh MA and i ∈ IB = {nA+1, . . .,nA+nB} for

cells belonging to mesh MB and, therefore, the index of each cell is unique.

Inner faces are denoted as fi j , i, j ∈ IS, and correspond to the common faces between two

adjacent cells ci and c j , j , i, belonging to mesh MS and, therefore, fi j = ci ∩ c j . Boundary faces

are denoted as fiF , i ∈ IF,S, and correspond to the faces of cells ci belonging to mesh MS that

approximate boundary subsets ΓF,S (for the sake of simplicity, each cell has at most one boundary

face). Subset IF,S ⊂ IS gathers the indices and nF,S is the number of the cells belonging to mesh

MS with a boundary face approximating boundary subset ΓF,S.

The vertices of the boundary faces fall on the surfaces of the associated boundary subsets

and, in particular, on boundary subsets ΓC,S are common to both meshes (conformal meshes on the

interface). In that case, for each boundary face fiC corresponding to a face of cell ci, with i ∈ IC,A

and belonging to mesh MA, there is a counterpart boundary face f jC corresponding to a face of cell

c j , with j ∈ IC,B and belonging to mesh MB, such that faces fiC and f jC share the same vertices

and are geometrically equivalent (same shape and location).

Table 5.1 introduces the geometric properties for the cells and faces and Figure 5.1 provides a

schematic representation. Notice that inner face fi j is also denoted as f ji and, therefore, reference

and quadrature points are the same, that is, mi j =m ji and qi j,r = q ji,r , whereas outward unit normal

vectors are antisymmetric, that is, si j = −s ji. Similarly, for counterpart boundary faces fiC and f jC,

symmetric outward unit normal vectors are assigned, that is, siC = −s jC.

Table 5.1: Notation and geometric properties for the cells and faces.

Mesh elements Notation Properties Definition Choice

Cells
ci ⊂ ΩS

∆

S ∈ {A,B}

∂ci Boundary

|ci | Volume

mi =
(
mi,x,mi,y,mi,z

)
Reference point (can be any point in ci) Centroid

qi,q =
(
qi,q,x,qi,q,y,qi,q,z

)
Quadrature points, q = 1, . . .,Q Gaussian

Ni Indices of the adjacent cells and boundary subset

Inner faces
fi j ⊂ ΩS

∆

S ∈ {A,B}

| fi j | Area

mi j =
(
mi j,x,mi j,y,mi j,z

)
Reference point (can be any point on fi j ) Centroid

qi j,r =
(
qi j,r,x,qi j,r,y,qi j,r,z

)
Quadrature points, r = 1, . . .,R Gaussian

si j =
(
si j,x, si j,y, si j,z

)
Outward unit normal vector from cell ci to cell cj

Boundary faces

fiF ⊂ ΓF,S
∆

F ∈ {R,C}
S ∈ {A,B}

| fiF | Area

miF =
(
miF,x,miF,y,miF,z

)
Reference point (can be any point on fiF ) Centroid

qiF,r =
(
qiF,r,x,qiF,r,y,qiF,r,z

)
Quadrature points, r = 1, . . .,R Gaussian

siF =
(
siF,x, siF,y, siF,z

)
Outward unit normal vector from ci
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mi m jmi j

qi j,1

qi j,2

qi j,3

qi j,4
miF

qiF,1

qiF,2

qiF,3

qiF,4

ci c j

fi jfiF

si j

siF

Figure 5.1: Notation and geometric properties for the cells and faces.

The term computational is used to distinguish the physical subdomains, boundaries, and

boundary subsets, denoted as ΩS, ΓS, and ΓF,S, respectively, from the corresponding discretized

subdomains, boundaries, and boundary subsets, denoted as ΩS
∆

, ΓS
∆

, and ΓF,S
∆

, respectively,

composed of the associated mesh elements. Since meshes MS are composed of polyhedral cells,

computational subdomains ΩS
∆

do not fully overlap associated curved physical subdomains ΩS. For

fine enough meshes, a geometrical mismatch with magnitude order O
(
h2) is then expected between

the physical and the computational boundaries, where h is the characteristic mesh size. Such a

geometrical mismatch leads to an accuracy deterioration and provides, at most, a second-order of

convergence for the method if the appropriate treatment is not used.

5.3.2 Generic scheme

The generic discretization of subproblems PS with the finite volume method consists in applying

the divergence theorem to the integral form of Equation (5.5) in each cell ci in associated computational

subdomain ΩS
∆

, given as

∫
∂ci

(
uS(x)φS(x)− κS(x)∇φS(x)

)
· si(x)dx =

∫
ci

f S(x)dx, (5.9)

where ∂ci stands for the cell boundary and si(x) is the associated outward unit normal vector.

A R-points quadrature rule with weights ζr , r = 1, . . .,R, is used to approximate the integrals

on the polygonal faces and a Q-points quadrature rule with weights ξq, q = 1, . . .,Q, is used

to approximate the integrals in the polyhedral cells. Gaussian quadrature rules are considered

with weights that provide the approximate mean-values of the functions to evaluate. Given that,

Equation (5.9) is rewritten in the discrete form in terms of numerical integrals, given as

∑
j∈Ni

�� fi j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci | =O
(
hαi

)
, (5.10)

where hi = |ci |1/3 and α is the convergence order of the quadrature rule. Moreover, fi stands for the

approximate mean-value of source term function f S(x) in cell ci and Ci j,r and Di j,r stand for the

physical convective and conductive heat fluxes, respectively, at the quadrature points of face fi j , given

202



5.3. Finite volume discretization

as

Ci j,r =
(
uS

(
qi j,r

)
· si j

)
φS

(
qi j,r

)
, (5.11)

Di j,r = −κS
(
qi j,r

)
∇φS

(
qi j,r

)
· si j . (5.12)

Notice that, for inner faces fi j = f ji, the conservation of the convective and conductive

heat fluxes is intrinsically preserved within the finite volume method, that is, Ci j,r = −Cji,r and

Di j,r = −D ji,r , since the associated quadrature points coincide and the associated unit normal

vectors are symmetric, that is, qi j,r = q ji,r and si j = −s ji.

5.3.3 Polynomial reconstructions

Temperature functions are approximated with piecewise cell mean-values in the associated

computational subdomain, such that for cell ci in computational subdomain ΩS
∆

, the associated cell

mean-value is denoted as φi and defined as

φi ≈ 1
|ci |

∫
ci
φS(x)dx, (5.13)

and vector ΦS ∈ RnS gathers the values for computational subdomain ΩS
∆

.

A polynomial function of degree d, denoted as ϕ(x), is written in a compacted form as

ϕ(x) = η ·pd(x−m) =
d∑
α=0

d−α∑
β=0

d−α−β∑
γ=0

ηαβγ(x−mx)α
(
y−my

) β(z−mz)γ, (5.14)

where pd(x) is a basis vector including all three-dimensional monomials up to degree d, m =(
mx,my,mz

)
is a reference point, and vector η ∈ Rn gathers the polynomial coefficients, with

n = (d+1)(d+2)(d+3)/6.

The polynomial reconstruction method requires seeking, through a minimization procedure,

polynomial coefficients vector η that provides the best approximation of polynomial function ϕ(x)
to the cell mean-values in the vicinity of a given mesh element (cell or face) and belonging to the

same subdomain. The linear least-squares method is the standard minimization procedure and

consists in minimizing the sum of the squared residuals that correspond to the difference between the

cell mean-values of the polynomial function and the cell mean-values of the associated temperature

function. For that purpose, consider the prototype weighted cost functional from Rn to R, denoted as

F(η), given as

F(η) =
∑
k∈S

ωk

[
1
|ck |

∫
ck
ϕ(x)dx−φk

]2

. (5.15)
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Without loss of accuracy, the integrals are evaluated numerically using quadrature rules of the same

order as the polynomial degree. S is a stencil gathering the indices of s cells in the vicinity of the

reference point (s ≈ 3.5n for the sake of robustness and stability), and ωk , k ∈ S , are positive weights

given as ωk = ω(dk) = 1
/(
(σdk)δ +1

)
, where δ,σ ∈ R are given parameters and dk = |mk −m|.

Vector ω ∈ Rs gathers the weights associated with the cells with an index in the stencil.

For unconstrained polynomial reconstructions, the minimization procedure consists in seeking

unique vector η̃ ∈ Rn that minimizes functional F(η) in the least-squares sense, that is, η̃ =

arg minη F(η). The optimal polynomial reconstruction is then written as ϕ̃(x) = η̃ · pd(x−m). The

normal equations method [16] is used to derive the unconstrained least-squares method and perform

the associated minimization procedure in the present work.

For constrained polynomial reconstructions, functional F(η) is minimized in the least-squares

sense under a linear constraint to exactly fulfill. Denoting a linear constraint functional from Rn to R as

G(η), the minimization procedure consists in seeking unique vector η̂ ∈ Rn that minimizes functional

F(η) in the least-squares sense under constraint equation G(η) = 0, that is, η̂ = arg minη F(η)
subject to G(η) = 0. The optimal polynomial reconstruction is written as ϕ̂(x) = η̂ · pd(x−m). The

so-called linearly constrained Lagrange multipliers method [17] is used to derive the constrained

least-squares method and perform the associated minimization procedure in the present work.

Unconstrained polynomial reconstructions are associated with the inner faces, whereas

constrained polynomial reconstructions are associated with the boundary faces and the cells, as

follows:

• Unconstrained polynomial reconstructions ϕ̃i j(x) = η̃i j · pd
(
x−mi j

)
are computed for each

inner face fi j in computational subdomain ΩS
∆

. For the minimization procedure, the parameters

are assigned as η B ηi j , mB mi j , S B Si j , and ω B ωi j .

• Constrained polynomial reconstructions ϕ̂i(x) = η̂i · pd(x−mi) are computed for each cell ci

in computational subdomain ΩS
∆

. For the minimization procedure, the parameters are assigned

as η B ηi, m B mi, S B Si, and ω B ωi, and the linear constraint consists in preserving

mean-value φi in cell ci. Therefore, constraint functional G(η)B Gi
(
ηi

)
is given as

Gi
(
ηi

)
=

1
|ci |

∫
ci
ϕi(x)dx−φi . (5.16)

• Constrained polynomial reconstructions ϕ̂iF(x) = η̂iF · pd(x−miF) are assigned for each

boundary face fiF on computational boundary subset ΩF,S
∆

. For the minimization procedure,

the parameters are assigned as η B ηiF , mB miF , S B SiF , and ω B ωiF , and the linear

constraint consists in fulfilling the prescribed boundary condition function with point-value giF

at given collocation point piF =
(
piF,x, piF,y, piF,z

)
with unit vector viF =

(
viF,x,viF,y,viF,z

)
.
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Therefore, constraint functional G(η)B GiF
(
ηiF

)
is given as

GiF
(
ηiF

)
= αF,S(piF)ϕiF(piF)+ βF,S(piF)

(
−κS(piF)∇ϕiF(piF) · viF

)
−giF . (5.17)

The ROD method is used to avoid the deterioration of the accuracy and convergence order of the

method and consists in defining collocation point piF B biF and unit vector viF B niF = nS(biF)
belonging to associated curved physical boundary subset ΓF,S. Collocation point biF derived

from the projection of face centroid miF onto the associated physical boundary subset.

5.3.4 Very high-order accurate scheme

The very high-order accurate scheme consists in providing numerical approximations to physical

convective and conductive heat fluxes Ci j,r and Di j,r , respectively, from the values and gradients of

the polynomial reconstructions. Consider the convention [a]+ =max(a,0) and [a]− =min(a,0) as

an upwind indicator. The numerical convective and conductive heat fluxes are given as follows:

• For each inner face fi j in computational subdomain ΩS
∆

, numerical convective and conductive

heat fluxes, denoted as Ci j,r and Di j,r , respectively, at quadrature points qi j,r , r = 1, . . .,R,

are given as

Ci j,r =
[
uS

(
qi j,r

)
· si j

]+
ϕ̂i

(
qi j,r

)
+

[
uS

(
qi j,r

)
· si j

]−
ϕ̂ j

(
qi j,r

)
, (5.18)

Di j,r = −κS
(
qi j,r

)
∇ϕ̃i j

(
qi j,r

)
· si j . (5.19)

• For each boundary face fiF on computational boundary subset ΓF,S
∆

, numerical convective and

conductive heat fluxes, denoted as CiF,r and DiF,r , respectively, at quadrature points qiF,r ,

r = 1, . . .,R, are given as

CiF,r =
[
uS (qiF,r

) · siF
]+
ϕ̂i

(
qiF,r

)
+

[
uS (qiF,r

) · siF
]−
ϕ̂iF

(
qiF,r

)
, (5.20)

DiF,r = −κS (qiF,r
)∇ϕ̂iF

(
qiF,r

) · siF . (5.21)

Notice that only polynomial reconstructions computed for the subproblem associated with the

inner or boundary faces are used to determine the numerical approximations of the physical heat fluxes.

Moreover, the prescribed boundary conditions are taken into account to compute the constrained

polynomial reconstructions associated with the boundary faces, and no explicit reference appears in

the discretization scheme, which handles only two situations, inner or boundary faces.
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5.3.5 Boundary variables

In Equation (5.17), point-value giF stands for the value at collocation point piF of the Robin

boundary condition function to fulfill, which is determined as follows:

• For each boundary face fiR on computational boundary subset ΓR,S, point-value giF B giR is

given as giR = g
R,S(piR) and is explicitly determined from boundary condition function gR,S(x).

• For each boundary face fiC on computational boundary subset ΓC,A
∆

, point-value giF B giC is

given as giC = g
C,A (

piC
)

and can not be explicitly determined since boundary condition function

gC,A(x) is implicitly defined in Equation (5.7). Therefore, point-value giC is implicitly determined

with the evaluation of polynomial reconstruction ϕ̂ j(x), associated to the counterpart boundary

face f jC on computational boundary subset ΓC,B, at collocation point piC, given as

giC = ϕ̂ j
(
piC

)
. (5.22)

Notice that αC,A(x) = 1 and βC,A(x) = 0 and the linear constraint for the minimization

procedure corresponds to the Dirichlet boundary condition.

• For each boundary face f jC on computational boundary subset ΓC,B
∆

, point-value giF B g jC is

given as g jC = g
C,B

(
p jC

)
and can not be explicitly determined since boundary condition function

gC,B(x) is implicitly defined in Equation (5.8). Therefore, point-value g jC is implicitly determined

with the evaluation of polynomial reconstruction ϕ̂iC(x), associated to the counterpart boundary

face fiC on computational boundary subset ΓC,A, at collocation point p jC with associated unit

normal vector v jC, given as

g jC = −κA
(
p jC

)
∇ϕ̂iC

(
p jC

)
· v jC. (5.23)

Notice that αC,B(x) = 0 and βC,B(x) = 1 and the linear constraint for the minimization

procedure corresponds to the Neumann boundary condition.

5.3.6 Residual operators

The cell mean-values of temperature functions φS(x) are gathered in vectors ΦS ∈ RnS and

the point-values of boundary condition functions gF,S(x) are gathered in vectors ΨF,S ∈ RnF,S , that

is, ΦS = [φi]i∈IS andΨF,S = [giF]i∈IF,S . The equations derived from proposed method, that is, the

discretization of the subproblems and the numerical treatment of the thermal coupling, are rewritten

in terms of the residual of affine operators, as follows:

• For each cell ci in computational subdomain ΩS
∆

, Equation (5.10) derived from the discretization
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of the subproblems is rewritten with the numerical heat fluxes as Ri = 0 with residual given as

Ri =
∑
j∈Ni

�� fi j
��
[

R∑
r=1

ζr
(
Ci j,r +Di j,r

) ] − fi |ci |. (5.24)

The residuals defined in Equation (5.24) for cells ci in computational subdomain ΩS
∆

with only

inner faces are gathered in the vector form with affine residual operator RS (ΦS) from RnS to

RnS−nR,S−nC,S
. The residuals defined in Equation (5.24) for cells ci in computational subdomain

ΩS
∆

with a boundary face fiF on computational boundary subset ΓF,S
∆

are gathered in the

vector form with affine residual operator RF,S (ΦS,ΨF,S) from RnS+nF,S to RnF,S .

• For each boundary face fiC on computational boundary subset ΓC,A
∆

and counterpart boundary

face f jC on computational boundary subset ΓC,B
∆

, Equations (5.22) and (5.23) derived from the

numerical treatment of the thermal coupling are rewritten as GiC = 0 and G jC = 0, respectively,

with residuals given as

GiC = ϕ̂ j
(
piC

) −giC, (5.25)

G jC = −κA
(
p jC

)
∇ϕ̂iC

(
p jC

)
· v jC−g jC. (5.26)

The residuals defined in Equation (5.25) for boundary face fiC on computational boundary

subset ΓC,A
∆

are gathered in the vector form with affine residual operator GC,A
(
ΨC,A,ΦB

)
from RnC,A+nB

to RnC,A
. The residuals defined in Equation (5.26) for counterpart boundary face

f jC on computational boundary subset ΓC,B
∆

are gathered in the vector form with affine residual

operator GC,B
(
ΨC,B,ΦA,ΨC,A

)
from RnC,B+nA+nC,A

to RnC,B
.

5.3.7 Implicit formulation

The cell mean-value of temperature functions φS(x) in vectorsΦS are unknown and correspond

to the internal variables for the proposed method while the point-values of boundary condition functions

gC,S(x) in vectorsΨC,S are also unknown but correspond to the boundary variables for the proposed

method. On the other side, boundary conditions functions gR,S(x) are given and, therefore, vectors

ΨR,S only gather provided point-values. Therefore, the number of degrees of freedom to determine

is DOF = nA+nB+nC,A+nC,B. The internal and boundary variables for the proposed method are

gathered in global vector Φ ∈ RDOF , given as Φ =
[
ΦA,ΦB,ΨC,A,ΨC,B]T

.

The implicit system of linear equations for the solution of the partitioned problem is formed

gathering residual operators (5.24) and (5.26) in vector form in affine global residual operator R(Φ)
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from RDOF to RDOF , written as

R(Φ) =



RA
(
ΦA

)
RR,A

(
ΦA,ΨR,A

)
RC,A

(
ΦA,ΨC,A

)
RB

(
ΦB

)
RR,B

(
ΦB,ΨC,B

)
RC,B

(
ΦB,ΨC,B

)
GC,A

(
ΨC,A,ΦB

)
GC,B

(
ΨC,B,ΦA,ΨC,A

)



. (5.27)

The solution of the implicit affine system given as R(Φ) = 0 provides vector Φ∗ ∈ RDOF that

corresponds to the approximate solution of the conjugate heat transfer problem in terms of internal

and boundary variables. An iterative free-matrix algorithm, such as the GMRES method, supplemented

with a preconditioning matrix, is used to solve the implicit system of linear equations. A static

condensation method provides an implicit system of linear equations only in terms of internal variables,

as implemented in Costa et al., 2019 [15].

5.4 Implementation improvements

Most of the execution time of a simulation spent on the computation on the linear system

solution rather than on the initialization procedures, such as the generation of mesh, computation of

quadrature rules and preconditioning matrices, among others. The implicit formulation of the proposed

method requires an iterative free-matrix algorithm where each iteration consists in providing an input

vector Φ (in the case of the GMRES method it corresponds to the last vector in the Krylov subspace)

and computing the global residual operator R(Φ). A simple implementation of the proposed method

in an implicit formulation through a global residual operator comprises the following steps:

• Step 1 -- compute the coefficients vector of the polynomial reconstructions for each cell, inner

face, and boundary face.

• Step 2 -- determine the values and gradients of the polynomial reconstructions at the quadrature

points on the faces and the collocation points.

• Step 3 -- evaluate the numerical heat fluxes on each inner and boundary face and the boundary

variables at each collocation point.

208



5.4. Implementation improvements

• Step 4 -- compute the residual for the cells and the relation of the thermal coupling for each

boundary variable.

Such simple implementation is not computationally efficient since several parameters and

matrices in the proposed method are computed repeatedly without output variation at each iteration

of the GMRES method. An optimized implementation is proposed deriving equations in each of these

steps that perform the same operations and provide the same result with a reduced computational cost

and, therefore, improving the performance of the proposed method. Moreover, an explicit formulation

of the proposed method is derived where a sparse matrix of coefficients and a right-hand side vector

replace the global residual operator.

5.4.1 Step 1

An optimization of step 1 is proposed to reduce the computational cost of computing the

coefficients vector of the polynomial reconstructions for each cell, inner face, and boundary face.

5.4.1.1 Optimization

Several types of polynomial reconstructions for the finite volume scheme and the numerical

treatment of the thermal coupling are required, namely, unconstrained polynomial reconstruction

ϕ̃i j(x) for each inner face fi j in computational subdomain ΩS
∆

, constrained polynomial reconstruction

ϕ̂i(x) for each cell ci in computational subdomain ΩS
∆

, and constrained polynomial reconstruction

ϕ̂iF(x) for each boundary face fiF on computational boundary subset ΓF,S
∆

, given as

ϕ̃i j(x) = η̃i j ·pd
(
x−mi j

)
, (5.28)

ϕ̂i(x) = η̂i ·pd(x−mi), (5.29)

ϕ̂iF(x) = η̂iF ·pd(x−miF). (5.30)

Polynomial coefficients vectors η̂i, η̃i j , and η̂iF are computed performing the associated

minimization procedure (unconstrained or constrained) at each iteration of the iterative free-matrix

algorithm. However, the least-squares method reads to a linear method system where the matrices

do not depend on the solution and can be computed at an earlier stage (see Appendix A). Polynomial

coefficients vectors η̂i, η̃i j , and η̂iF can be computed respectively as

η̃i j = M̃i jbi j, (5.31)

η̂i = M̂ibi, (5.32)

η̂iF = M̂iFbiF +giF n̂iF . (5.33)
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5.4.1.2 Implementation

Matrices M̃i j,M̂i,M̂iF ∈ Rn×s and vector n̂iF ∈ Rn depend on geometrical parameters, namely

the mesh, the polynomial degree, and the linear constraint in the latter cases. On the other side,

vectors bi j ∈ Rs, bi ∈ Rs+1, and biF ∈ Rs gather the cell mean-values (internal variables) associated

to the cells with an index in stencils Si j , Si, and SiF , respectively, and giF is a boundary variable.

Therefore, matrices M̃i j , M̂i, and M̂iF and vector n̂iF are computed in advance at the pre-processing

stage, stored in memory, and used in step 1.

The computational cost of the additional pre-processing stage is low, when compared with the

cost of the iterative free-matrix method to solve the system of linear equations. The cost becomes

negligible, especially when the number of iterations is high, as in slow convergence problems or

even in non-linear and unsteady problems. On the other hand, the computational cost of the global

residual operator drastically decreases since it avoids performing the minimization procedure for each

polynomial reconstruction at every iteration. Indeed, the least-squares method is computationally

heavy due to the cumbersome operations required to compute matrices M̃i j , M̂i, and M̂iF and vector

n̂iF , when compared with the matrix-vector products required to compute polynomial coefficients

vectors η̂i, η̃i j , and η̂iF with Equations (5.31) to (5.33). Therefore, the overall performance of the

proposed method is improved, reducing the execution time of the simulation.

5.4.1.3 Computational complexity

The computational complexity of the algorithm for the global residual operator, after optimization

of step 1, is estimated to provide an insight on the computational gains with the subsequent

optimizations. At this stage, the most critical part of the algorithm concerns the calculation of the

polynomial coefficients vectors with Equations (5.31) to (5.33), for which the corresponding number of

floating-point operations and computational complexity are reported in Table 5.2. The computational

complexity is estimated in terms of n, assuming s = 3n and taking only the highest polynomial term.

Table 5.2: Floating-point operations and computational complexity for the calculation of the polynomial

coefficients vectors.

Equation Product dimensions Floating-point operations Computational complexity

(5.31) (n× s)× s n(2s−1) O
(
6n2)

(5.32) (n×(s+1))× (s+1) n(2s+1) O
(
6n2)

(5.33) (n× s)× s, 1×n n(2s) O
(
6n2)

After the calculation of the polynomial coefficients vectors, the numerical convective and

conductive fluxes on the faces are determined. For that, the polynomial basis vector and the associated

Jacobian matrix are necessary at each quadrature point, which can be determined with a minimum
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number of 3(n−4) and 9(n−4) floating-point operations, respectively, using the Horner’s rule. Then,

the values and gradients of the polynomial reconstructions are obtained multiplying the polynomial

basis vector and the associated Jacobian matrix by the corresponding polynomial coefficients vectors,

which demand 2n−1 and 3(2n−1) floating-point operations, respectively. Finally, the computational

cost of the residuals assembling for the cells can be neglected since it takes considerably fewer

floating-point operations than the remaining algorithm. For the same reason, the evaluation of the

polynomial reconstructions at the collocation points is not considered. Therefore, the calculation of the

numerical convective and conductive fluxes has a computational complexity of O(20n) per quadrature

point, the same as O(20Rn) per face. Indeed, the calculation of the polynomial coefficients vectors

is the most expensive part of the algorithm, with a computational complexity of O
(
6n2) per face and

cell, therefore growing quadratically with n.

5.4.2 Step 2

An optimization of step 2 is proposed to reduce the computational cost of determining the

values and gradients of the polynomial reconstructions at the quadrature points on the faces and the

collocation points.

5.4.2.1 Optimization

From the numerical scheme and the numerical treatment of the thermal coupling, the values of

polynomial reconstruction ϕ̂i(x) and ϕ̂iF(x) and the gradients of polynomial reconstructions ϕ̃i j(x)
and ϕ̂iF(x) are determined, either at quadrature or collocation points, given as

ϕ̂i(x) = η̂i ·pd(x−mi), (5.34)

ϕ̂iF(x) = η̂iF ·pd(x−miF), (5.35)

∇ϕ̃i j(x) =
(
η̃T

i j∇pd
(
x−mi j

) )T
, (5.36)

∇ϕ̂iF(x) =
(
η̂T

iF∇pd(x−miF)
)T
, (5.37)

where ∇pd(x) is the Jacobian matrix associated to polynomial basis function pd(x). Having the

polynomial coefficient vectors given in Equations (5.31) and (5.33), then, Equations (5.34) and (5.37)

are rewritten and rearranged such that vectors bi j , bi and biF and boundary variable giF are put in

evidence, given as

ϕ̂i(x) =
(
M̂ibi

)T
pd(x−mi)

= pT
d (x−mi)M̂ibi,

(5.38)
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ϕ̂iF(x) =
(
M̂iFbiF + n̂iFgiF

)T
pd(x−miF)

= pT
d (x−miF)M̂iFbiF +giFpT

d (x−miF )̂niF,

(5.39)

∇ϕ̃i j(x) =
((

M̃i jbi j

)T
∇pd

(
x−mi j

) )T

= ∇pT
d
(
x−mi j

)
M̃i jbi j,

(5.40)

∇ϕ̂iF(x) =
((

M̂iFbiF +giF n̂iF

)T
∇pd(x−miF)

)T

= ∇pT
d (x−miF)M̂iFbiF +giF∇pT

d (x−miF )̂niF,

(5.41)

where vector pT
d (x) and matrix ∇pT

d (x) are the transposes of vector pd(x) and matrix ∇pd(x),
respectively. For any point x, function ĉiF(x), vector functions âi(x), âiF(x), ĉiF(x), and matrix

functions Ãi j(x) and ÂiF(x), are defined respectively as

ĉiF(x) = pT
d (x−miF )̂niF, (5.42)

âi(x) = pT
d (x−mi)M̂i, (5.43)

âiF(x) = pT
d (x−miF)M̂iF, (5.44)

ĉiF(x) = ∇pT
d (x−miF )̂niF, (5.45)

Ãi j(x) = ∇pT
d
(
x−mi j

)
M̃i j, (5.46)

ÂiF(x) = ∇pT
d (x−miF)M̂iF . (5.47)

Then, Equations (5.38) and (5.41) are rewritten with the functions defined in Equations (5.42) to (5.47),

given respectively as

ϕ̂i(x) = âi(x) ·bi, (5.48)

ϕ̂iF(x) = âiF(x) ·biF +giF ĉiF(x), (5.49)

∇ϕ̃i j(x) = Ãi j(x)bi j, (5.50)

∇ϕ̂iF(x) = ÂiF(x)biF +giF ĉiF(x). (5.51)

5.4.2.2 Implementation

Vector functions âi(x), âiF(x), and ĉiF(x), matrix functions Ãi j(x) and ÂiF(x), and function

ĉiF(x) only depend on geometrical parameters, namely the mesh, the polynomial degree, the linear

constraint, stencil size and weights for the cost functional in the least-squares method, and point x.

Substituting point x with quadrature or collocation points, provide an expression that is computed

212



5.4. Implementation improvements

in advance at the pre-processing stage, stored in memory, and used in step 2 and, therefore,

the optimization eliminates steps 1 from the implementation of the global residual operator. More

specifically, the following vectors, matrices, and scalars are computed in advance at the pre-processing

stage and stored in memory:

• For each inner face fi j in computational subdomain ΩS
∆

, numerical convective and conductive

heat fluxes in Equations (5.18) and (5.19) use the values of polynomial reconstructions ϕ̂i(x)
and ϕ̂ j(x) and the gradient of polynomial reconstruction ϕ̃i j(x) at quadrature points qi j,r ,

r = 1, . . .,R, computed from Equations (5.48) and (5.50) having vectors âi

(
qi j,r

)
and â j

(
qi j,r

)
and matrix Ãi j

(
qi j,r

)
computed in advance.

• For each boundary face fiF on computational boundary subset ΓF,S
∆

, numerical convective

and conductive heat fluxes in Equations (5.20) and (5.21) use the values of polynomial

reconstructions ϕ̂ j(x) and ϕ̂iF(x) and the gradient of polynomial reconstruction ϕ̂iF(x) at

quadrature points qF j,r , r = 1, . . .,R, computed from Equations (5.48), (5.49), and (5.51)

having vectors âi
(
qiF,r

)
, âiF

(
qiF,r

)
, ĉiF

(
qiF,r

)
, matrix ÂiF

(
qiF,r

)
and value ĉiF

(
qiF,r

)
computed in advance.

• For each boundary face fiC on computational boundary subset ΓC,A
∆

, boundary variables in

Equation (5.22) requires the value of polynomial reconstruction ϕ̂ j(x), associated to counterpart

boundary face f jC on computational boundary subset ΓC,B
∆

, at collocation point piC, computed

from Equation (5.48) having vector âiC
(
piC

)
computed in advance.

• For each boundary face f jC on computational boundary subset ΓC,B
∆

, boundary variables

in Equation (5.23) requires the gradient of polynomial reconstruction ϕ̂iC(x), associated to

counterpart boundary face fiC on computational boundary subset ΓC,A
∆

, at collocation point

p jC, computed from Equation (5.51) having matrix ÂiC

(
p jC

)
and vector ĉiC

(
p jC

)
computed

in advance.

The computational cost of the additional pre-processing stage is negligible, when compared

with the cost of the iterative free-matrix method to solve the system of linear equations. On the

other hand, the computational cost of the global residual operator is drastically reduced since the

matrix-vector products in Equations (5.31) to (5.33), to compute the polynomial coefficients vectors of

the polynomial reconstructions, in addition to the products in Equations (5.34) to (5.37), to compute

the values and the gradients at the quadrature and collocation points, are substituted with simple

dot products in Equations (5.48) to (5.51). Since the latter equations have a substantially lower

computational cost, the overall performance of the proposed method is improved and, consequently,

the execution time of the simulation is reduced.
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5.4.2.3 Computational complexity

The computational complexity of the algorithm for the global residual operator, after optimization

of both steps 1 and 2, is estimated in terms of n, assuming s = 3n and taking only the highest

polynomial term. The evaluation of the values and gradients of the polynomial reconstructions

with Equations (5.48) to (5.51) is now the most expensive calculation of the algorithm, for which

the corresponding number of floating-point operations and computational complexity are reported in

Table 5.3.

Table 5.3: Floating-point operations and computational complexity for the calculation of the values and gradients

of the polynomial reconstructions.

Equation Product dimensions Floating-point operations Computational complexity

(5.48) s+1 2s+1 O(6n)

(5.49) s, 1 2s O(6n)

(5.50) (3× s)× s 3(2s−1) O(18n)

(5.51) (3× s)× s, 3 3(2s−1)+3 O(18n)

Having the values and gradients of the polynomial reconstructions in hand, the calculation of

the numerical convective and conductive fluxes for the faces, followed by the residuals assembling for

the cells, is inexpensive compared with the remaining algorithm. For the same reason, the evaluation

of the polynomial reconstructions at the collocation points is not considered. Since each quadrature

point on the faces requires one polynomial reconstruction value and gradient evaluations, then the

algorithm has a computational complexity of O(24n) per quadrature point, the same as O(24Rn) per

face. Compared with the optimization for step 1 only, the computational complexity of the algorithm

grows linearly, instead of quadratically, with n.

Remark 22 The expected computational gains obtained from these optimizations cannot be deduced

based on a direct comparison of the estimated computational complexity for the algorithm. Indeed,

besides the floating-point operations, many other factors are at stake and have a rather difficult

effect on the algorithm to take into account, such as cache management and compiler vectorization.

Nevertheless, these predictions emphasize the importance of optimizing the algorithm to improve the

computational efficiency of the proposed method.

5.4.3 Step 3

An optimization of step 3 is proposed to reduce the computational cost of evaluating the

numerical heat fluxes on each inner and boundary face and the boundary variables at each collocation

point.
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5.4.3.1 Optimization

For each inner or boundary face fi j in computational subdomain ΩS
∆

, the associated mean-value

of the numerical convective and conductive heat fluxes, denoted as Ci j and Di j , respectively, are

given as

Ci j =

R∑
r=1

ζrCi j,r, (5.52)

Di j =

R∑
r=1

ζrDi j,r . (5.53)

Affine expressions for the mean-values of the numerical heat fluxes as a function of the the cell

mean-values are derived for the inner and boundary faces. Similarly is performed for the boundary

variables.

5.4.3.1.1 Inner faces

For each inner face fi j in computational subdomain ΩS
∆

, Equations (5.52) and (5.53) are

rewritten from Equations (5.18) and (5.19) as

Ci j =

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]+
ϕ̂i

(
qi j,r

)
+

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]−
ϕ̂ j

(
qi j,r

)
, (5.54)

Di j =

R∑
r=1

ζr

(
−κS

(
qi j,r

))
∇ϕ̃i j

(
qi j,r

)
· si j . (5.55)

Polynomial reconstructions ϕ̂i(x) and ϕ̂ j(x) evaluations at quadrature points qi j,r in Equation (5.54)

are determined with Equation (5.48), whereas the gradients of polynomial reconstruction ϕ̃i j(x)
at quadrature points qi j,r in Equation (5.55) are determined with Equation (5.50). Therefore, the

mean-value of the numerical convective and conductive heat fluxes are rewritten as

Ci j =

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]+ (̂
ai

(
qi j,r

)
·bi

)

+

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]− (̂
a j

(
qi j,r

)
·b j

)
,

(5.56)

Di j =

R∑
r=1

ζr

(
−κS

(
qi j,r

)) ((
Ãi j

(
qi j,r

))T
bi j

)
· si j . (5.57)
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Rearranging Equations (5.56) and (5.57), vectors aC+i j ,a
C−
i j ,a

D
i j ∈ Rs are defined respectively as

aC+i j =

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]+
âi

(
qi j,r

)
, (5.58)

aC−i j =

R∑
r=1

ζr

[
uS

(
qi j,r

)
· si j

]−
â j

(
qi j,r

)
, (5.59)

aDi j =

R∑
r=1

ζr

(
−κS

(
qi j,r

))
Ãi j

(
qi j,r

)
si j, (5.60)

such that vectors bi, b j and bi j are put in evidence. Then, Equations (5.56) and (5.57) are rewritten

in an affine form with the cell mean-values, given as

Ci j = aC+i j ·bi +aC−i j ·b j, (5.61)

Di j = aDi j ·bi j . (5.62)

5.4.3.1.2 Boundary faces

For each boundary face fiF in computational boundary subset ΓF,S
∆

, Equations (5.52) and (5.53)

are rewritten from Equations (5.20) and (5.21) as

CiF =

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]+
ϕ̂i

(
qiF,r

)
+

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]−
ϕ̂iF

(
qiF,r

)
, (5.63)

DiF =

R∑
r=1

ζr

(
−κS (qiF,r

) )∇ϕ̂iF
(
qiF,r

) · siF, (5.64)

Polynomial reconstructions ϕ̂i(x) and ϕ̂iF(x) evaluations at quadrature points qiF,r in Equation (5.63)

are determined with Equation (5.48) and (5.49), respectively, whereas the gradients of polynomial

reconstruction ϕ̃iF(x) at quadrature points qiF,r in Equation (5.64) are determined with Equation (5.51).

Therefore, the mean-value of the numerical convective and conductive heat fluxes are rewritten as

CiF =

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]+ (̂ai

(
qiF,r

) ·bi
)

+

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]− (̂aiF

(
qiF,r

) ·biF +giF ĉiF
(
qiF,r

) )
,

(5.65)

DiF =

R∑
r=1

ζr

(
−κS (qiF,r

) ) ((
ÂiF

(
qiF,r

) )T
biF +giF ĉiF

(
qiF,r

) ) · siF . (5.66)
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Rearranging Equations (5.65) and (5.66), vectors aC+iF ,a
C−
iF ,a

D
iF ∈ Rs and values cC−iF ,c

D
iF ∈ R are

defined respectively as

aC+iF =

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]+âi

(
qiF,r

)
, (5.67)

aC−iF =

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]−âiF

(
qiF,r

)
, (5.68)

aDiF =
R∑

r=1
ζr

(
−κS (qiF,r

) )
ÃiF

(
qiF,r

)
siF, (5.69)

cC−iF =

R∑
r=1

ζr
[
uS (qiF,r

) · siF
]−

ĉiF
(
qiF,r

)
, (5.70)

cDiF =
R∑

r=1
ζr

(
−κS (qiF,r

) )
ĉiF

(
qiF,r

) · siF, (5.71)

such that vectors bi and biF and boundary variable giF are put in evidence. Then, Equations (5.65)

and (5.66) are rewritten in an affine form with the cell mean-values and boundary variables, given as

CiF = aC+iF ·bi +aC−iF ·biF +giFcC−iF , (5.72)

DiF = aDiF ·biF +giFcDiF . (5.73)

5.4.3.1.3 Boundary variables

For each boundary face fiC on computational boundary subset ΓC,A
∆

and counterpart boundary

face f jC on computational boundary subset ΓC,B
∆

, boundary variables giC and g jC at collocation

points piC and p jC, respectively, are given in Equations (5.22) and (5.23), respectively. Polynomial

reconstructions ϕ̂ j(x) evaluation at collocation point piC is determined with Equation (5.48), whereas

the gradient of polynomial reconstruction ϕ̂iC(x) at collocation point p jC is determined with

Equation (5.51). Therefore, Equations (5.22) and (5.23) are rewritten as

giC = â j
(
piC

) ·b j, (5.74)

g jC = −κA
(
p jC

) ((
ÂiC

(
p jC

))T
biC+giCĉiC

(
p jC

))
· v jC. (5.75)

Rearranging Equations (5.74) and (5.75), vectors aBiC,a
B
jC ∈ Rs and value cBiC ∈ R are defined

respectively as

aBiC = â j
(
piC

)
, (5.76)
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aBjC = −κS
(
p jC

)
ÂiC

(
p jC

)
v jC, (5.77)

cBjC = −κS
(
p jC

)
ĉiC

(
p jC

)
· v jC, (5.78)

such that vectors b j and biC and boundary variable giC are put in evidence. Then, Equations (5.74)

and (5.75) are rewritten in an affine form with the cell mean-values, given as

giC = aBiC ·b j, (5.79)

g jC = aBjC ·biC+giCcBjC. (5.80)

5.4.3.2 Implementation

Vectors aC+i j , aC−i j , aDi j , aC+iF , aCiF, j , aDiF , aBiC, and aBjC together with scalars cC−iF , cDiF , and

cBiC only depend on geometrical parameters, namely the mesh, the polynomial degree, the linear

constraint, stencil size and weights for the cost functional in the least-squares method, and quadrature

or collocation points. On the other side, vectors bi j , bi, and biF gather the cell mean-values (internal

variables) associated to the cells with an index in stencils Si j , Si, and SiF , respectively, and giF is

a boundary variable. Therefore, vectors aC+i j , aC−i j , aDi j , aC+iF , aCiF, j , aDiF , aBiC, and aBjC together with

scalars cC−iF , cDiF , and cBiC are computed in advance at the pre-processing stage, stored in memory,

and used in step 4 and, therefore, the optimization eliminates steps 1 and 2 from the implementation

of the global residual operator.

The computational cost of the additional pre-processing stage is negligible, when compared

with the cost of the iterative free-matrix method to solve the system of linear equations. On the

other hand, the computational cost of the global residual operator is drastically reduced since it

replaces the dot products in Equations (5.54), (5.55), (5.63), and (5.64) with only one dot product

in Equations (5.61), (5.62), (5.72), and (5.73), respectively. Since the latter equations have a lower

computational cost, with a factor of around R, the overall performance of the proposed method is

improved and, consequently, the execution time is reduced.

5.4.3.3 Computational complexity

The computational complexity of the algorithm for the global residual operator is straightforward

to estimate after optimization of steps 1 to 3. Indeed, the calculation of the numerical convective and

conductive fluxes requires, roughly speaking, a single dot product of dimension s or s+1 for each.

Notice that, the residuals assembling for the cells and the calculation of the boundary variables are

inexpensive compared with the remaining algorithm, and, for such reason, they are not taken into

account. Therefore, assuming s = 3n and taking only the highest polynomial term, the complexity of

the algorithm is O(12n) per face and grows linearly with n.
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5.4.4 Step 4

An optimization of step 4 is proposed to reduce the computational cost of computing the

residual for the cells. Similarly, the relation of the thermal coupling for the boundary variables is also

calculated in an improved way. An explicit formulation of the proposed method with a system of linear

equations in terms of the cells mean-values and boundary variables is provided replacing the global

residual operator.

5.4.4.1 Local and global mappings

For each mesh element, S is a stencil gathering the global indices of s cells in the vicinity of

the reference point, with S ⊂ {1, . . .,nS}. For the least-squares method, local index ` ∈ {1, . . ., s} is

a fixed and unique position specified beforehand for each global index k ∈ S , which ascertains the

associated rows in the coefficients matrix derived from the cost functional and the associated positions

in the vector of the cell mean-values. A global index mapping is defined as the correspondence from

local index ` to global index k, denoted as `
G→ k, whereas a local index mapping is defined as the

opposite operation, denoted as k L→ `.

A global vector mapping consists in transforming any local vector a ∈ Rs into global vector

b ∈ RnS , having entries b[k] = a[`] with index mapping from local to global indices `
G→ k and the

remaining entries are zeros. The global vector mapping operation is performed with matrix S ∈ RnS×s

defined as a binary matrix with the entries S[k, `] = 1 with index mapping from local to global indices

`
G→ k and the remaining entries are zeros. Therefore, all columns are non-null having a single

non-null entry, whereas only the rows corresponding to global indices k are non-null (matrix S is full

column rank by construction). In turn, a local vector mapping consists in transforming any global

vector c ∈ RnS into local vector a ∈ Rs, having entries a[`] = c[k] with index mapping from global to

local indices k L→ ` (there are no remaining entries in that case). The local vector mapping operation is

performed with matrix ST ∈ Rs×nS defined as the transpose of matrix S for the global vector mapping

(matrix ST is full row rank by construction).

Remark 23 For instance, consider a mesh with 6 cells and the associated cell mean-values are

gathered in vector ΦS = (a,b,c,d, e, f ). Consider that a mesh element has stencil S = {1,4,5}
and, therefore, the vector from the least-squares method gathering the associated cell mean-values is
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a = (a,d, e). The global vector mapping operation is performed with matrix S given as

S =



1 0 0

0 0 0

0 0 0

0 1 0

0 0 1

0 0 0



, (5.81)

The global vector mapping applied to vector a and the local vector mapping applied to vector ΦS,

which recovers vector a, are given respectively as

Sa =



1 0 0

0 0 0

0 0 0

0 1 0

0 0 1

0 0 0





a

d

e


=



a

0

0

d

e

0



, (5.82)

STΦS =



1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0





a

b

c

d

e

f



=



a

b

c


. (5.83)

Property 1 Any two vectors a,d ∈ Rs satisfy the property a · d = [Sa] · [Sd] for matrix S ∈ RnS×s

associated with a global vector mapping. Indeed, the entries in vectors a and c are mapped to the

same positions in vectors Sa and Sc, whereas the remaining entries are .

Property 2 Any two vectors a,d ∈ Rs and vector ΦS satisfy the property [Sa] · [Sd] = [Sa] ·ΦS

provided that d = STΦS for matrix S ∈ RnS×s associated with a global vector mapping. Indeed,

[Sa] · [Sd] = aTSTSd = aTSTSSTΦS and the full rank implies that STSST = ST since a local vector

mapping applied after a global vector mapping does not lose information (the original vector is

obtained if applied matrix STS). Therefore, aTSTSSTΦS = aTSTΦS = [Sa] ·ΦS and the property

[Sa] · [Sd] = [Sa] ·ΦS holds.
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For each cell ci in computational subdomain ΩS
∆

, for each inner face fi j in computational

subdomain ΩS
∆

, and for each boundary face fiF on computational boundary subset ΓF,S
∆

, the matrices

associated to the global vector mappings are defined according to associated stencils Si, Si j , and

SiF , respectively, and are denoted as Si, Si j , and SiF ∈ RnS×s, respectively.

Vector ΨF,S gathers the boundary variables for each boundary face fiF on computational

boundary subset ΓF,S
∆

, such that there is an index ` ∈ {1, . . .,nF,S} providing ΨF,S[`] = giF . In

that regard, vector eiF ∈ RnF,S is defined having a single non-null entry eiF[`] = 1 and the remaining

entries are zeros, such that giF = eiF ·ΨF,S.

5.4.4.2 Optimization

From Properties 1 and 2, the mean-value of the numerical heat fluxes and boundary variables

are rewritten in a global vector mapping representation, as follows:

• For each inner face fi j in computational subdomain ΩS
∆

, Equations (5.61) and (5.62) are

rewritten as

Ci j =
(
SiaCi j,i

)
· (Sibi)+

(
S jaCi j, j

)
· (S jb j

)
, (5.84)

Di j =
(
Si jaDi j

)
· (Si jbi j

)
. (5.85)

Since bi = ST
i Φ

S, b j = ST
jΦ

S, and bi j = ST
i jΦ

S, Equations (5.84) and (5.85) are rewritten as

Ci j =
(
SiaCi j,i +S jaCi j, j

)
·ΦS, (5.86)

Di j =
(
Si jaDi j

)
·ΦS . (5.87)

• For each boundary face fiF on computational boundary subset ΓF,S
∆

, Equations (5.72)

and (5.73) are rewritten as

CiF =
(
SiaCiF,i

)
· (Sibi)+

(
SiFaCiF,iF

)
· (SiFbiF)+ (eiFgiF) ·

(
eiFcCiF

)
, (5.88)

DiF =
(
SiFaDiF

)
· (SiFbiF)+

(
eiFcDiF

)
· (eiFgiF). (5.89)

Since bi = ST
i Φ

S, biF = ST
iFΦ

S, and giF = eT
iFΨ

F,S, Equations (5.88) and (5.89) are rewritten

as

CiF =
(
SiaCiF,i +SiFaCiF,iF

)
·ΦS +

(
eiFcCiF

)
·ΨF,S, (5.90)

DiF =
(
SiFaDiF

)
·ΦS +

(
eiFcDiF

)
·ΨF,S . (5.91)
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• For each boundary face fiC on computational boundary subset ΓC,A
∆

and counterpart boundary

face f jC on computational boundary subset ΓC,B
∆

, Equations (5.79) and (5.80) are rewritten as

giC =
(
S jaBiC

)
· (S jb j

)
, (5.92)

g jC =
(
SiCaBjC

)
· (SiCbiC)+ (eiCgiC) ·

(
eiCcBjC

)
. (5.93)

Since b j = ST
jΦ

B, biC = ST
iCΦ

A, and giC = eT
iCΨ

C,A, Equations (5.92) and (5.93) are

rewritten as

giC =
(
S jaBiC

)
·ΦB, (5.94)

g jC =
(
SiCaBjC

)
·ΦA+

(
eiCcBjC

)
·ΨC,A. (5.95)

Then, the equations derived from the discretization of the subproblems and the numerical

treatment of the thermal coupling are rewritten in terms of affine residual operators, as follows:

• For each cell ci in computational subdomain ΩS
∆

with only inner faces, the residual given in

Equation (5.24) is rewritten from Equations (5.86) and (5.87) as

Ri =
∑
j∈Ni

�� fi j
��( (SiaCi j,i +S jaCi j, j

)
·ΦS +

(
Si jaDi j

)
·ΦS

)
− fi |ci |, (5.96)

Defining vector ri ∈ RnS as

ri =
∑
j∈Ni

�� fi j
��(SiaCi j,i +S jaCi j, j +Si jaDi j

)
, (5.97)

then, Equation (5.96) is rewritten as

Ri = ri ·ΦS − fi |ci |. (5.98)

• For each cell ci in computational subdomain ΩS
∆

with a boundary face fiF on computational

boundary subset ΓF,S
∆

, the residual given in Equation (5.24) is rewritten from Equations (5.90)

and (5.91) as

Ri =
∑

j∈Ni\F

�� fi j
��( (SiaCi j +S jaCi j, j

)
·ΦS +

(
Si jaDi j

)
·ΦS

)

+ | fiF |
((

SiaCiF,i +SiFaCiF,iF
)
·ΦS +

(
eiFcCiF

)
·ΨF,S

+
(
SiFaDiF

)
·ΦS +

(
eiFcDiF

)
·ΨF,S

)
− fi |ci |.

(5.99)
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Defining vectors ri, ti ∈ RnS as

ri =
∑

j∈Ni\F

�� fi j
��(SiaCi j,i +S jaCi j, j +Si jaDi j

)

+ | fiF |
(
SiaCiF,i +SiFaCiF,iF +SiFaDiF

)
,

(5.100)

ti = | fiF |
(
eiFcCiF + eiFcDiF

)
, (5.101)

then, Equation (5.99) is rewritten as

Ri = ri ·ΦS + ti ·ΨF,S − fi |ci |. (5.102)

• For each boundary face fiC on computational boundary subset ΓC,A
∆

and counterpart boundary

face f jC on computational boundary subset ΓC,B
∆

, the residuals given in Equations (5.25)

and (5.26), respectively, are rewritten from Equations (5.94) and (5.95) as

GiC =
(
S jaBiC

)
·ΦB−giC, (5.103)

G jC =
(
SiCaBjC

)
·ΦA+

(
eiCcBjC

)
·ΨC,A−g jC. (5.104)

Notice that giC = eiC ·ΨC,A and g jC = e jC ·ΨC,B. Defining vectors qiC ∈ RnB
and q jC ∈ RnA

as

qiC = S jaBiC, (5.105)

q jC = SiCaBjC, (5.106)

w jC = eiCcBjC, (5.107)

then, Equations (5.103) and (5.104) are rewritten as

GiC = qiC ·ΦB− eiC ·ΨC,A, (5.108)

G jC = q jC ·ΦA+w jC ·ΨC,A− e jC ·ΨC,B. (5.109)

5.4.4.3 Explicit formulation

Having the residuals of the implicit formulation of the proposed method given as dot products

with vectors ΦS and vectors ΨF,S in evidence, then, the associated residual operators can be

assembled in matrix form, as follows:

• The residuals defined in Equation (5.98) for cells ci in computational subdomain ΩS
∆

with only

inner faces are rewritten in vector form with matrix RS ∈ R(nS−nR,S−nC,S)×nS composed of rows

223



5.4. Implementation improvements

corresponding to vectors ri and vector f S ∈ RnS−nR,S−nC,S
with entries fi |ci |, given as

RS
(
ΦS

)
= RSΦS − f S . (5.110)

• The residuals defined in Equation (5.102) for cells ci in computational subdomain ΩS
∆

with a

boundary face fiF on computational boundary subset ΓF,S
∆

are rewritten in vector form with

matrix RF,S ∈ RnF,S×nS composed of rows corresponding to vectors ri, matrix TF,S ∈ RnF,S×nF,S

composed of rows corresponding to vectors ti, and vector f S ∈ RnS with entries fi |ci |, given as

RF,S
(
ΦS,ΨF,S

)
= RF,SΦS +TF,SΨF,S − f F,S . (5.111)

• The residuals defined in Equation (5.108) for face fiC on computational boundary subset ΓC,A
∆

are rewritten in vector form with matrix QC,A ∈ RnC,A× nB
composed of rows corresponding to

vectors qiC, and identity matrix IC,A ∈ RnC,A×nC,A
, given as

GC,A
(
ΨC,A,ΦB

)
= QC,AΦB− IC,AΨC,A. (5.112)

• The residuals defined in Equation (5.109) for face f jC on computational boundary subset ΓC,B
∆

are rewritten in vector form with matrix QC,B ∈ RnC,B×nA
composed of rows corresponding to

vectors q jC, matrix WC,B ∈ RnC,B×nC,A
composed of rows corresponding to vectors wiC, and

identity matrix IC,B ∈ RnC,B×nC,B
, given as

GC,B
(
ΨC,B,ΦB,ΨC,A

)
= QC,BΦA+WC,BΨC,A− IC,BΨC,B. (5.113)

The explicit formulation consists in gathering in matrix form the residual operators given in

Equations (5.110) to (5.113). Then, the system of linear equations from RDOF to RDOF is written as



RA 0 0 0

RR,A 0 0 0

RC,A 0 TC,A 0

0 RB 0 0

0 RR,B 0 0

0 RC,B 0 TC,B

0 QC,A −IC,A 0

QC,B 0 WC,B −IC,B





ΦA

ΦB

ΨC,A

ΨC,B


=



fA

fR,A

fC,A

fB

fR,B

fC,B

0

0



−



0

TR,AΨR,A

0

0

TR,BΨR,B

0

0

0



, (5.114)

where 0 indicate null vectors or matrices with the required sizes (vectors ΨR,S are known and,

therefore, are written on the right-hand side). As for the implicit formulation, an iterative free-matrix
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algorithm, such as the GMRES method, supplemented with a preconditioning matrix, is used to solve

the explicit system of linear equations (5.114).

A static condensation of the explicit formulation is easily derived and provides a system of

linear equations in terms of only internal variables. VectorsΨC,S are replaced with the corresponding

expressions in terms of vectors ΦS, and the condensed explicit formulation is given as



RA 0

RR,A 0

RC,A TC,AQC,A

0 RB

0 RR,B

TC,BQC,B
(
RC,B+TC,BWC,BQC,A

)




ΦA

ΦB


=



fA

fR,A

fC,A

fB

fR,B

fC,B



−



0

TR,AΨR,A

0

0

TR,BΨR,B

0



. (5.115)

5.4.4.4 Implementation

The explicit formulation corresponds to linear equations (5.114) or its condensed form (5.115)

and is solved with an iterative method. The associated matrix gathers blocks composed of vectors ri,

ti, qiC, q jC, and w jC derived from the global vector mappings applied to vectors of very small size,

when compared with the number of variables. Therefore, the associated matrix is very sparse (the

same is valid for the condensed form), which is useful from the implementation viewpoint to avoid a

substantial number of unnecessary multiplications and save a large amount of memory. Moreover,

an explicit formulation with a sparse matrix and a right-hand side vector, replacing the global residual

operator, brings advantages over the implicit formulation. Indeed, the number of multiplications and

additions becomes smaller, the computational overhead due to loop management in steps 1 to 3 is

avoided, and the cache is used more efficiently. Therefore, the overall performance of the proposed

method is improved, reducing the execution time of the simulation. Another important advantage is

that having the matrix in hand, it turns out more practical to design better preconditioning matrices.

5.5 Numerical benchmark

The verification of the proposed method is based on the numerical analysis in terms of

accuracy, convergence order, stability, and robustness to solve conjugate heat transfer problems in

arbitrary three-dimensional curved domains. For that purpose, analytic solutions φS(x) are obtained

in associated physical subdomains ΩS such that the continuity interface conditions are fulfilled

on the interface subsets. Moreover, functions gR,S(x) are obtained from the analytic solutions to

prescribe the Robin boundary conditions on physical boundary subsets ΓR,S. Following the method of

manufactured solutions [18--21], source term functions f S(x) are determined to satisfy Equation (5.1)
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in associated physical subdomains ΩS given the velocity vector functions uS(x) and the thermal

conductivity functions κS(x). Notice that only smooth solutions and source terms of the steady-state

three-dimensional conjugate heat transfer problem are considered in the present work. The method of

verification consists in running simulations with successive finer polyhedral meshes generated for the

curved domains. The approximate solutions computed from the proposed method are compared with

the analytic ones and, therefore, the accuracy and convergence orders under mesh refinement are

determined.

The system of linear equations is solved in the condensed form with the GMRES method

where the number of degrees of freedom is DOF = nA+ nB corresponding to the approximate cell

mean-values of the temperature functions. For each cell ci in computational subdomain ΩS
∆

, the error

of approximate cell mean-value φ∗i is determined having the exact cell mean-value given as

φi =
1
|ci |

∫
ci
φS(x)dx. (5.116)

Then, the relative errors in the L1- and L∞-norm, denoted as E1 and E∞, respectively, are determined

as

E1 =

DOF∑
i=1

��φ∗i −φi

��|ci |

DOF∑
i=1
|ci |

, (5.117)

E∞ =
DOFmax
i=1

��φ∗i −φi

��. (5.118)

Consider two meshes for the same domain with different characteristic sizes, a number of

degrees of freedom of DOF1 and DOF2, respectively, associated relative errors in the L1-norm

of E1,1 and E1,2, respectively, and associated relative errors in the L∞-norm of E∞,1 and E∞,2,

respectively. Then, the convergence orders for the relative errors in the L1- and L∞-norms, denoted

as O1 and O∞, respectively, are given as

O1 = 3
���� ln

(
E1,1/E1,2

)
ln(DOF1/DOF2)

����, (5.119)

O∞ = 3
���� ln

(
E∞,1/E∞,2

)
ln(DOF1/DOF2)

����. (5.120)

In the case of the continuity interface conditions, the partitioning method prescribes either

a Dirichlet boundary condition in one subproblem and a Neumann boundary condition in the

other, resulting in two possible partitioning configurations (see Remark 21). These two partitioning

configurations are referred to as configurations DN and ND and are defined as follows:

226



5.5. Numerical benchmark

• DN: a Neumann boundary condition is prescribed on physical interface subset ΓC,A in

subproblem PA while a Dirichlet boundary condition is prescribed on physical interface subset

ΓC,B in subproblem PB.

• ND: a Dirichlet boundary condition is prescribed on physical interface subsetΓC,A in subproblem

PA while a Neumann boundary condition is prescribed on physical interface subset ΓC,B in

subproblem PB.

Specific test cases are addressed with both partitioning configurations, and the obtained approximate

solutions are compared in terms of accuracy and convergence orders, establishing their behaviour

with respect to the physical properties of the problem.

The weighting function to perform the minimization procedure in the polynomial reconstruction

method is set with parameters δ = 2 and σ = 5h, where h is the characteristic size of the reference

mesh element (face or cell). The optimal parameters are chosen to provide stability and robustness to

the least-squares method.

5.5.1 Spherical shell domain test case

The first test case consists of a spherical shell with two layers and spherical boundaries and

interface centred at the axis origin (see Figure 5.2). The inner layer corresponds to physical subdomain

ΩA and the outer layer corresponds to physical subdomain ΩB. The internal and external spherical

surfaces have radius rI = 0.5 and rE = 1, respectively, while the middle spherical surface has radius

rM = 0.75.

The analytic solutions assigned to this test case are expressed in spherical coordinates (r, θ, ϕ),
with radius r2 = x2 + y2 + z2, polar angle θ = arccos(z/r), and azimuthal angle θ = arctan(y/x),
given as

φS(r, θ, ϕ) =
(

aS

r
+ bS

)
sin

(
nS
θ θ

)
sin5(θ)cos

(
nS
ϕϕ

)
, in ΩS, (5.121)

for S ∈ {A,B}, with parameters aA,bA,aB,bB ∈ R and nA
θ ,n

A
ϕ ,n

B
θ ,n

B
ϕ ∈ N. Notice that, although

the analytic solutions are provided in spherical coordinates, the problem is numerically solved in

Cartesian coordinates. The associated source term functions are obtained after substituting analytic

solutions (5.121) into Equation (5.1).

The internal and external surfaces of physical subdomains ΩA and ΩB, respectively, correspond

to physical boundary subsets ΓR,A and ΓR,B, respectively. Physical boundary subset ΓR,A is assigned

with an homogeneous Dirichlet boundary condition, while physical boundary subset ΓR,B is assigned

with a periodic Dirichlet boundary condition with boundary condition function given as

gR,B(θ, ϕ) =
(

aB

rE
+ bB

)
sin

(
nB
θ θ

)
sin5(θ)cos

(
nB
ϕϕ

)
, on ΓD,B, (5.122)
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(a) Full view. (b) Cross-section view.

Figure 5.2: Physical domain for the spherical shell domain test case.

where coefficient functions αR,A(x) = 1, βR,A(x) = 0, αR,B(x) = 1, and βR,B(x) = 0 are assigned on

the latter such that the Robin boundary conditions corresponds to the Dirichlet one.

The middle surface between physical subdomains ΩA and ΩB corresponds to physical interface

subset ΓC, where the continuity interface conditions are prescribed. Parameters aA,aB,bA,bB are

determined such that the boundary conditions and the continuity interface conditions are simultaneously

satisfied. Constant thermal conductivity functions κA(x) and κB(x) are assigned and parameters are

determined as

aA = cκBrIrMrE, (5.123)

aB = cκArIrMrE, (5.124)

bA = −cκBrMrE, (5.125)

bB = −crE

(
κArI+ κ

B(rM− rI)
)
, (5.126)

c = κA(rIrM− rIrE)+ κB(rIrE− rMrE). (5.127)

Density and heat capacity functions are assigned constant while the velocity vector fields are

tangent to the surfaces such that no convection occurs through the boundaries and interface, given in

spherical coordinates as

uS(r, θ) = ωSr sin(θ)ϕ̂, in ΩS, (5.128)
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(a) Full view. (b) Cross-section view.

Figure 5.3: Uniform Delaunay tetrahedral meshes for the spherical shell domain test case.

(a) Full view. (b) Cross-section view.

Figure 5.4: Uniform structured hexahedral meshes for the spherical shell domain test case.
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for S ∈ {A,B}, with parameters ωA,ωB ∈ R.

The test case is addressed with parameters nA
θ = nA

ϕ = nB
θ = nB

ϕ = 5, ρA = ρB = 1, cA
p = cB

p = 1.

The analytic solutions only depend on these parameters and on the thermal conductivity functions

(through parameters aA, bA, aB, and bB), which are assigned according to the following cases:

• Low thermal conductivity ratio case: κA(x) = 1 and κB(x) = 2 (see Figure 5.5).

• High thermal conductivity ratio case: κA(x) = 1 and κB(x) = 100 (see Figure 5.6),

where the ratio is defined as κB(x)/κA(x). Parameters ωA and ωB in the velocity functions are

assigned according to the following cases:

• Low thermal convection case: ωA = 1 and ωB = −1.

• High thermal convection case: ωA = 100 and ωB = −100.

Successively finer uniform Delaunay tetrahedral meshes or uniform structured prismatic meshes

(with no curved elements) are used to discretize each physical subdomain (see Figure 5.3 and 5.4) and

the simulations are carried out for configurations DN and ND and for polynomial degrees d = 1,3,5.

5.5.1.1 Low thermal convection case

The low thermal convection case combined with the low and high thermal conductivity ratio cases

are addressed, and simulations are carried out with successive finer uniform Delaunay tetrahedral

meshes, polynomial degrees d = 1,3,5, and configurations DN and ND. The relative errors and

convergence orders are reported in Table 5.4. Notice that configuration DN prescribes the Neumann

boundary condition in subproblem PA (with the highest thermal conductivity), while the Dirichlet

boundary condition is prescribed in subproblem PB (with the lowest thermal conductivity). In contrast,

configuration ND prescribes the opposite situation.

In both thermal conductivity ratio cases, and regardless of the partitioning configuration, the

second-, fourth-, and sixth-orders of convergence are effectively achieved with polynomial degrees

d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. Additionally, the accuracy obtained

with configurations DN and ND is comparable for the same case and polynomial degree, whereas

the difference seems to reduce for lower thermal conductivity ratios. On the other side, the thermal

conductivity ratio has a low influence on the accuracy, which supports that the proposed method is

robust and stable regardless of the strength of the thermal interaction between physical subdomains.

Although the partitioning configuration seems of minor importance in what concerns the

accuracy and the convergence orders, the same comparative analysis is carried out in terms of the

residual convergence in the GMRES method to solve the associated system of linear equations. The

GMRES stopping criteria corresponds to a tolerance parameter for the residual convergence assigned
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(a) Full view. (b) Cross-section view.

Figure 5.5: Analytic solution for the spherical shell domain test case with a low thermal conductivity ratio.

(a) Full view. (b) Cross-section view.

Figure 5.6: Analytic solution for the spherical shell domain test case with a high thermal conductivity ratio.
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according to the characteristic mesh size and the polynomial degree, such that unnecessarily lower

residuals, for the expected approximate solution accuracy, are avoided. Additionally, a maximum

number of 200 000 iterations is also set.

The number of GMRES iterations is reported in Table 5.5. In the low thermal conductivity ratio

case, the number of iterations is comparable between configurations DN and ND regardless of the

polynomial degree. However, the former requires, in general, slightly fewer iterations. Similarly, in the

high thermal conductivity ratio case, configuration DN requires fewer iterations than configuration ND,

regardless of the polynomial degree. However, in that case, the difference is more considerable for

polynomial degree d = 5 and increases as the mesh characteristic size decreases. Configuration ND

requires more iterations, possibly due to the higher condition number of the associated coefficients

matrices. Since both partitioning configurations provide comparable results in terms of accuracy

and convergence order, configuration DN performs more efficiently than configuration ND. Therefore,

based on the previous results, the Dirichlet and Neumann boundary conditions resulted from the

partitioning method for the continuity interface condition, should be prescribed in the subproblem with

the lower and higher thermal conductivity, respectively.

The relative errors as a function of the associated solution time, denoted as TS (in seconds

(s)), are plotted in Figure 5.7. As observed, the solution time for the same mesh increases for

increasing polynomial degree since the sizes of the matrices and vectors involved in the polynomial

reconstructions are higher. On the other side, to achieve the same accuracy, the fourth-order of

convergence is always significantly faster than the second-order of convergence and, in turn, the

sixth-order of convergence is substantially faster than the former. For instance, to achieve a relative

error of E1 = 10−6 in the L1-norm, the second-, fourth-, and sixth-orders of convergence require

approximately 107 s, 100 s, and 10 s, respectively. For the second-order of convergence, roughly

four months are required (extrapolating the associated relative error curve), while only a few seconds

are needed with the fourth- and sixth-orders of convergence. Moreover, to achieve such accuracy, the

second-order of convergence also implies to generate and store massive mesh composed of billions to

trillions of cells, for which the amount of memory exceeds the nowadays computer limitations. Indeed,

the benefit of using very high-order of convergence is to achieve the same accuracy as second-order

of convergence but with substantially coarser meshes and significantly faster simulations.

Structured meshes are useful for specific situations, and different mesh elements than

tetrahedrons can be used. The same test case is addressed with successive finer uniform structured

prismatic meshes to check whether the proposed method can handle other types of polyhedral meshes.

The relative errors and convergence orders are reported in Table 5.6.

As observed, in both thermal conductivity ratio cases, the second-, fourth-, and sixth-orders of

convergence are effectively achieved with polynomial degrees d = 1,3,5, respectively, both in terms

of the L1- and L∞-norms, with configuration DN. Therefore, the results support the capability of the

proposed method to handle structured meshes composed of triangular prisms. The results obtained

with configuration ND are not provided for the sake of simplicity, but the same behaviour as for uniform
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Table 5.4: Relative errors and convergence orders obtained in the spherical shell domain test case with a low

thermal convection and uniform Delaunay tetrahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, configuration DN

80 829 3.61E−03 --- 2.97E−02 --- 1.16E−04 --- 1.26E−03 --- 1.24E−05 --- 1.46E−04 ---

254 516 1.67E−03 2.01 1.41E−02 1.95 2.46E−05 4.06 2.43E−04 4.30 1.14E−06 6.23 1.41E−05 6.13

726 929 8.14E−04 2.06 8.31E−03 1.51 5.75E−06 4.16 6.86E−05 3.62 1.23E−07 6.38 1.52E−06 6.36

2 290 543 3.76E−04 2.02 4.61E−03 1.54 1.23E−06 4.03 1.85E−05 3.43 1.21E−08 6.05 2.70E−07 4.52

Low thermal conductivity ratio, configuration ND

80 829 3.41E−03 --- 2.84E−02 --- 1.11E−04 --- 1.22E−03 --- 1.17E−05 --- 1.51E−04 ---

254 516 1.58E−03 2.01 1.45E−02 1.75 2.33E−05 4.09 2.79E−04 3.86 1.07E−06 6.25 1.44E−05 6.15

726 929 7.68E−04 2.07 8.32E−03 1.59 5.40E−06 4.18 7.19E−05 3.88 1.15E−07 6.37 1.52E−06 6.44

2 290 543 3.55E−04 2.02 4.34E−03 1.70 1.15E−06 4.04 1.87E−05 3.53 1.13E−08 6.07 2.74E−07 4.47

High thermal conductivity ratio, configuration DN

80 829 4.42E−03 --- 4.68E−02 --- 1.70E−04 --- 2.34E−03 --- 2.06E−05 --- 2.83E−04 ---

254 516 2.04E−03 2.03 1.91E−02 2.34 3.61E−05 4.06 4.91E−04 4.08 1.95E−06 6.17 3.23E−05 5.68

726 929 9.85E−04 2.08 1.09E−02 1.60 8.36E−06 4.18 1.49E−04 3.40 2.09E−07 6.37 3.41E−06 6.43

2 290 543 4.56E−04 2.01 6.03E−03 1.56 1.79E−06 4.03 3.16E−05 4.06 2.15E−08 5.95 4.64E−07 5.21

High thermal conductivity ratio, configuration ND

80 829 3.56E−03 --- 3.21E−02 --- 1.32E−04 --- 1.48E−03 --- 1.58E−05 --- 2.16E−04 ---

254 516 1.63E−03 2.04 1.63E−02 1.78 2.75E−05 4.10 3.75E−04 3.59 1.51E−06 6.14 2.51E−05 5.63

726 929 7.85E−04 2.09 9.46E−03 1.55 6.26E−06 4.23 8.86E−05 4.12 1.61E−07 6.40 2.16E−06 7.00

2 290 543 3.61E−04 2.03 4.94E−03 1.70 1.32E−06 4.07 2.09E−05 3.77 1.59E−08 6.04 3.44E−07 4.80

Table 5.5: Number of GMRES iterations obtained in the spherical shell domain test case with a low thermal

convection and uniform Delaunay tetrahedral meshes.

Low thermal conductivity ratio High thermal conductivity ratio

Configuration DN Configuration ND Configuration DN Configuration ND

DOF d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5

80 829 32 72 192 37 79 137 29 51 74 37 80 384

254 516 46 106 206 50 119 213 42 82 106 51 119 453

726 929 63 153 281 68 170 310 60 123 149 73 173 5 468

2 290 543 97 242 423 104 269 402 91 191 212 108 268 67 512
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(a) Relative error in the L1-norm. (b) Relative error in the L∞-norm.

Figure 5.7: Relative errors and solution time obtained in the spherical shell domain test case with a low thermal

convection, low thermal conductivity ratio, configuration DN, and uniform Delaunay tetrahedral meshes.

Delaunay tetrahedral meshes is observed.

Table 5.6: Relative errors and convergence orders obtained in the spherical shell domain test case with a low

thermal convection, configuration DN, and uniform structured prismatic meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio

76 176 3.44E−03 --- 2.37E−02 --- 1.52E−04 --- 1.28E−03 --- 4.57E−05 --- 6.79E−04 ---

235 224 1.63E−03 1.99 1.14E−02 1.95 3.82E−05 3.67 3.07E−04 3.80 4.72E−06 6.04 1.25E−04 4.51

710 976 7.80E−04 2.00 5.35E−03 2.05 9.59E−06 3.75 7.15E−05 3.95 5.31E−07 5.92 1.57E−05 5.61

2 154 720 3.87E−04 1.89 2.67E−03 1.88 2.22E−06 3.96 1.76E−05 3.79 6.36E−08 5.74 3.05E−06 4.43

High thermal conductivity ratio

76 176 4.19E−03 --- 3.19E−02 --- 2.23E−04 --- 2.38E−03 --- 8.15E−05 --- 1.46E−03 ---

235 224 2.00E−03 1.97 1.55E−02 1.92 5.45E−05 3.75 5.89E−04 3.72 7.87E−06 6.22 1.55E−04 5.97

710 976 9.42E−04 2.04 6.54E−03 2.34 1.34E−05 3.81 1.43E−04 3.85 8.96E−07 5.89 1.95E−05 5.62

2 154 720 4.78E−04 1.83 3.28E−03 1.87 3.08E−06 3.98 3.14E−05 4.09 1.04E−07 5.82 3.79E−06 4.43

5.5.1.2 High thermal convection case

The high thermal convection case combined with the low and high thermal conductivity

ratio cases are addressed, and simulations are carried out with successive finer uniform Delaunay

tetrahedral meshes, polynomial degrees d = 1,3,5, and configurations DN and ND. The relative

errors and convergence orders are reported in Table 5.7. Notice that configuration DN prescribes

the Neumann boundary condition in subproblem PA (with the highest thermal conductivity), while the

Dirichlet boundary condition is prescribed in subproblem PB (with the lowest thermal conductivity). In

contrast, configuration ND prescribes the opposite situation.

234



5.5. Numerical benchmark

As in the previous case, in both thermal conductivity ratios cases and regardless of the

partitioning configuration, the second-, fourth-, and sixth-orders of convergence are effectively achieved

with polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. The accuracy

is also comparable between configurations DN and ND and has a low dependency on the strength of

the thermal interaction between physical subdomains. Moreover, the results preserve the essentially

non-oscillatory behaviour with any polynomial degree and the when thermal convection increases,

when compared to the previous case. Comparing the relative errors in the L1- and L∞-norms for the

same approximate solution, a ratio of around ten is obtained, regardless of the polynomial degree.

Such ratio indicates that the relative error distribution is relatively even in the physical subdomains

and that the interface treatment is not deteriorating the accuracy, either locally or globally. The

results support that the proposed method is robust and stable with very high-order of convergence for

convection-dominant cases.

The number of GMRES iterations are reported in Table 5.8. More iterations are required in

comparison with the low thermal convection case, possibly due to the increased condition number of the

associated matrices of coefficients. In the low thermal conductivity ratio case, the number of iterations

is comparable between configurations DN and ND regardless of the polynomial degree. However, in

general, a few more iterations are required for the latter configuration, as observed previously. On

the other side, polynomial degree d = 5 also requires a considerably higher number of iterations with

configuration ND than with configuration DN, indicating that higher condition numbers are involved,

and the latter partitioning configuration is less stable. The results support the previous conclusions

concerning the performance of the proposed method with the different partitioning configurations. That

is, although comparable accuracy and convergence orders are obtained, regardless of the partitioning

configuration, the resulting Dirichlet boundary condition should be prescribed in the subproblem

with the lower thermal conductivity (and the resulting Neumann boundary condition in the other

subproblem). Such configuration avoids a significant performance deterioration in terms of residual

convergence in the GMRES method.

Remark 24 One simulation attains the maximum number of iterations without achieving the tolerance

parameter for the residual convergence. In that case, the approximate solution is computed since

a substantially higher number of iterations (>200 000) would be required, therefore becoming very

time-consuming. However, with the purpose to determine the corresponding relative errors reported in

Table 5.4, the approximate solution is computed providing an initial guess to the GMRES method that

corresponds to the exact solution. Since the exact and approximate solutions are relatively close, the

residual convergence is substantially faster. Still, the obtained number of iterations can not be taken

into account for the analysis since such initial guess is not available in practical problems.

The same test case is addressed with successive finer uniform structured prismatic meshes

and the relative errors and convergence orders are reported in Table 5.9.

In both thermal conductivity ratio cases, the second-, fourth-, and sixth-orders of convergence
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Table 5.7: Relative errors and convergence orders obtained in the spherical shell domain test case with a high

thermal convection and uniform Delaunay tetrahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, configuration DN

80 829 2.27E−03 --- 2.42E−02 --- 8.88E−05 --- 9.75E−04 --- 1.12E−05 --- 1.29E−04 ---

254 516 1.06E−03 2.00 1.10E−02 2.06 1.81E−05 4.16 2.25E−04 3.84 9.88E−07 6.36 1.51E−05 5.63

726 929 5.30E−04 1.98 6.90E−03 1.34 4.29E−06 4.12 5.72E−05 3.91 1.07E−07 6.35 1.38E−06 6.83

2 290 543 2.53E−04 1.94 3.38E−03 1.87 9.46E−07 3.95 1.43E−05 3.62 1.12E−08 5.90 2.60E−07 4.36

Low thermal conductivity ratio, configuration DN

80 829 2.39E−03 --- 2.26E−02 --- 9.01E−05 --- 8.77E−04 --- 1.11E−05 --- 1.33E−04 ---

254 516 1.12E−03 2.00 1.09E−02 1.91 1.78E−05 4.25 2.69E−04 3.09 9.27E−07 6.50 1.18E−05 6.33

726 929 5.58E−04 1.98 6.81E−03 1.34 4.14E−06 4.16 5.61E−05 4.49 1.00E−07 6.36 1.42E−06 6.07

2 290 543 2.63E−04 1.96 3.35E−03 1.85 9.01E−07 3.99 1.42E−05 3.59 9.97E−09 6.03 2.57E−07 4.46

High thermal conductivity ratio, configuration DN

80 829 3.83E−03 --- 4.41E−02 --- 1.47E−04 --- 2.20E−03 --- 1.84E−05 --- 2.55E−04 ---

254 516 1.78E−03 2.00 1.81E−02 2.34 3.14E−05 4.04 4.43E−04 4.19 1.76E−06 6.14 3.14E−05 5.48

726 929 8.65E−04 2.06 1.02E−02 1.65 7.28E−06 4.17 1.41E−04 3.28 1.89E−07 6.37 3.25E−06 6.48

2 290 543 4.04E−04 1.99 5.03E−03 1.84 1.58E−06 3.99 3.04E−05 4.00 2.11E−08 5.74 4.49E−07 5.18

High thermal conductivity ratio, configuration ND

80 829 3.38E−03 --- 3.20E−02 --- 1.28E−04 --- 1.48E−03 --- 1.56E−05 --- 2.22E−04 ---

254 516 1.55E−03 2.03 1.62E−02 1.78 2.65E−05 4.12 3.75E−04 3.58 1.46E−06 6.18 2.51E−05 5.71

726 929 7.49E−04 2.09 9.39E−03 1.57 6.02E−06 4.24 8.84E−05 4.13 1.56E−07 6.41 2.16E−06 7.01

2 290 543 3.46E−04 2.02 4.93E−03 1.69 1.28E−06 4.04 2.08E−05 3.79 1.56E−08 6.02 3.44E−07 4.81

Table 5.8: Number of GMRES iterations obtained in the spherical shell domain test case with a high thermal

convection and uniform Delaunay tetrahedral meshes.

Low thermal conductivity ratio High thermal conductivity ratio

Configuration DN Configuration ND Configuration DN Configuration ND

DOF d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5

80 829 69 142 312 70 155 232 61 119 167 69 148 887

254 516 103 244 367 105 261 370 100 205 261 111 256 4 468

726 929 154 387 619 156 410 582 145 324 389 161 409 69 429

2 290 543 237 670 955 246 722 921 236 529 579 263 685 >200 000
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are effectively achieved with polynomial degrees d = 1,3,5, respectively, both in terms of the L1-

and L∞-norms, with configuration DN. On the other side, configuration ND provides the behaviour

observed previously. As supported by the previous results, the proposed method is capable of

handling a three-dimensional domain successfully with curved boundaries and interface. Moreover,

the method shows no specific limitations in treating unstructured and structured meshes, conduction

and convection dominant cases, low and high thermal conductivity ratio cases, and always provides a

very high-order of convergence.

Table 5.9: Relative errors and convergence orders obtained in the spherical shell domain test case with a high

thermal convection, configuration DN, and uniform structured prismatic meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio

76 176 1.44E−03 --- 1.53E−02 --- 1.03E−04 --- 7.78E−04 --- 3.92E−05 --- 6.93E−04 ---

235 224 7.42E−04 1.77 8.28E−03 1.63 2.63E−05 3.63 2.44E−04 3.08 3.88E−06 6.16 1.19E−04 4.69

710 976 3.98E−04 1.69 4.33E−03 1.76 7.07E−06 3.56 6.36E−05 3.65 4.19E−07 6.03 1.57E−05 5.50

2 154 720 2.11E−04 1.72 2.17E−03 1.87 1.71E−06 3.85 1.62E−05 3.70 5.20E−08 5.65 2.85E−06 4.62

High thermal conductivity ratio

76 176 3.47E−03 --- 2.76E−02 --- 2.02E−04 --- 2.34E−03 --- 6.87E−05 --- 1.21E−03 ---

235 224 1.67E−03 1.93 1.35E−02 1.90 5.12E−05 3.66 5.83E−04 3.69 7.31E−06 5.96 1.49E−04 5.58

710 976 8.05E−04 1.99 6.02E−03 2.19 1.28E−05 3.75 1.42E−04 3.83 8.42E−07 5.86 1.95E−05 5.51

2 154 720 4.12E−04 1.81 3.11E−03 1.79 2.97E−06 3.96 3.12E−05 4.10 9.86E−08 5.80 3.54E−06 4.61

5.5.2 Wavy sleeve domain test case

The second test case consists of a non-trivial parameterized geometry that resembles a wavy

sleeve with two layers and non-trivial parameterized curved boundaries and interface centred at the

axis origin (see Figure 5.8). The domain is obtained applying a diffeomorphic transformation to

a cylindrical shell with two layers centered at the axis origin, defined as (r′, θ′, z′) ∈ Ω′ = {r′ ∈
[rI,rE], θ′ ∈ [0,2π], z′ ∈ [zB, zT]}. The inner layer corresponds to physical subdomain ΩA, the outer

layer corresponds to physical subdomain ΩB, the lateral internal and external surfaces of the cylinder

have radius rI = 0.5 and rE = 1, the milddle surface has radius rM = 0.75, and the bottom and top

surfaces have applicates zB = −0.25 and zT = 0.25, respectively. The diffeomorphic transformation

consists in a periodic mapping from domain Ω′ onto domain Ω given in cylindrical coordinates as

Ω′→ Ω :



r′

θ′

z′


→



r

θ

z


=



T(r′, θ′, z′)
θ′

z′


, (5.129)
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where function T(r′, θ′, z′) is a mapping with parameters αθ, βθ, αz, βz ∈ R that converts radius

r′ ∈ Ω′ into radius r ∈ Ω, given as

T(r′, θ′, z′) = r′
(
1+ βθ cos(αθθ′)

) (
1+ βz sin

(
αz

(
z′− zB
zT− zB

)))
. (5.130)

For a reversed mapping, function T−1(r, θ, z) converts a given radius r ∈ Ω into a radius r′ ∈ Ω′.

(a) Full view. (b) Cross-section view.

Figure 5.8: Physical domain for the wavy sleeve domain test case.

Unit normal vector function on the boundaries and interface, nS B nS(θ, z), are obtained

applying the chain rule to function T(r, θ, z) and is given in cylindrical coordinates as

nS(θ, z) = ±1
c



cos(θ) sin(θ) 0

sin(θ) −cos(θ) 0

0 0 −1





T(r∗, θ, z)
∂θT(r∗, θ, z)

T(r∗, θ, z)∂zT(r∗, θ, z)


, on ΓS, (5.131)

for S ∈ {A,B}, where the resulting vector is expressed in Cartesian coordinates and c is the

normalization constant, given as

c =
√
(T(r∗, θ, z))2+ (∂θT(r∗, θ, z))2+ (T(r∗, θ, z)∂zT(r∗, θ, z))2. (5.132)

The sign in vector function nA(θ, z) is negative on the internal surface and positive on the middle

surface, whereas the sign in vector function nB(θ, z) is positive on the external surface and negative on

the middle surface. Notice that nB = −nA on the middle surface. Radius r∗ is also assigned according
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(a) Full view. (b) Cross-section view.

Figure 5.9: Uniform Delaunay tetrahedral meshes for the wavy sleeve domain test case.

(a) Full view. (b) Cross-section view.

Figure 5.10: Uniform hexahedral structured meshes for the wavy sleeve domain test case.
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to the surface, namely r∗ = rI for the internal surface, r∗ = rE for the external surface and r = rM for the

middle surface. Partial derivatives ∂θT(r, θ, z) = ∂T(r, θ, z)/∂θ and ∂zT(r, θ, z) = ∂T(r, θ, z)/∂z

are given as

∂θT(r, θ, z) = r
(
−αθβθ sin(αθθ)

) (
1+ βz sin

(
αz

(
z− zB
zT− zB

)))
, (5.133)

∂zT(r, θ, z) = r
(
1+ βθ cos(αθθ)

) (
αz

(
1

zT− zB

)
βz cos

(
αz

(
z− zB
zT− zB

)))
. (5.134)

The analytic solutions assigned to domain Ω are expressed in cylindrical coordinates and are

obtained applying the same diffeomorphic transformation, T−1(r, θ, z), to analytic solutions assigned

to domain Ω′. More precisely, the analytic solutions are given as

φS(r, θ, z) = ψS
(
T−1(r, θ, z), θ, z

)
, in ΩS, (5.135)

for S ∈ {A,B}, where functions ψS(r′, θ′, z′) are defined on cylinder domain Ω′ and are given as

ψA(r′, θ′, z′) = ξA
(
2r′−(rM+ rI)

rM− rI

)
cos

(
nA
θ θ
′
)
sin

(
nA

z

(
z′− zB
zT− zB

))
, in Ω′A, (5.136)

ψB(r′, θ′, z′) = ξB
(

r′− rE
rE− rM

)
cos

(
nB
θ θ
′
)
sin

(
nB

z

(
z′− zB
zT− zB

))
, in Ω′B, (5.137)

with parameters nA
θ ,n

A
z ,n

B
θ ,n

B
z ∈ N, and univariate functions ξS(γ) are given as

ξA(γ) = aA
(
exp

(
dAγ

)
+ exp

(
−dAγ

)
+ bA

)
, in [−1,1], (5.138)

ξB(γ) = aB
(
exp

(
dBγ

)
+ exp

(
−dBγ

)
+ bB

)
+ cB(cos(πγ)+1), in [−1,1], (5.139)

with parameters aA,bA,aB,bB,cB,dA,dB ∈ R. Notice that, although the analytic solutions are

provided in cylindrical coordinates, the problem is numerically solved in Cartesian coordinates.

The associated source term functions are obtained after substituting analytic solutions (5.135) into

Equation (5.1).

The bottom surfaces of physical subdomains ΩA and ΩB correspond to physical boundary

subsets ΓR,A and ΓR,B, respectively, and both are assigned with an homogeneous Dirichlet boundary

condition, for which coefficient functions αR,A(x) = 1 and βR,A(x) = 0 are assigned on the former

and coefficient functions αR,B(x) = 1 and βR,B(x) = 0 are assigned on the latter such that the

Robin boundary conditions recovers the Dirichlet boundary conditions. The top surfaces of physical

subdomains ΩA and ΩB correspond to physical boundary subsets ΓR,A and ΓR,B, respectively,

and both are assigned with an homogeneous Neumann boundary condition (adiabatic surfaces), for

which coefficient functions αR,A(x) = 0 and βR,A(x) = 1 are assigned on the former and coefficient

functions αR,B(x) = 0 and βR,B(x) = 1 are assigned on the latter such that the Robin boundary
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conditions recovers the Neumann boundary conditions. The internal surface of physical subdomain

ΩA and external surface of physical subdomain ΩB also correspond to physical boundary subsets

ΓR,A and ΓR,B, respectively, and both are assigned with a Neumann boundary condition, with

boundary condition functions given as

gR,S(θ, z) = −κS(r, θ, z)∂ψ
S(T(r, θ, z), θ, z)

∂r′
∇T−1(r, θ, z) ·nS(r, θ, z), in ΓN,S, (5.140)

for S ∈ {A,B}, for which coefficient functions αR,A(x) = 0 and βR,A(x) = 1 are assigned on the

former and coefficient functions αR,B(x) = 0 and βR,B(x) = 1 are assigned on the latter such that the

Robin boundary conditions recovers the Neumann boundary conditions.

The middle surface between physical subdomains ΩA and ΩB corresponds to physical interface

subset ΓC where the continuity interface conditions are prescribed. Parameters aA,aB,bA,bB,cB

are determined such that the boundary conditions and the continuity interface conditions are

simultaneously satisfied. Constant thermal conductivity functions κA(x) and κB(x) are assigned and

parameters are determined as

aA = −exp
(
dA

) (
exp

(
dA

)
−1

)−2
, (5.141)

bA = −exp
(
−dA

) (
exp

(
2dA

)
+1

)
, (5.142)

aB =
(
2κAdA exp

(
dB

) (
exp

(
dA

)
+1

))
(
κBdB

(
exp

(
dA

)
−1

) (
exp

(
2dB

)
−1

))−1
,

(5.143)

bB = −exp
(
−dB

) (
exp

(
2dB

)
+1

)
, (5.144)

cB =

(
κAdA

κBdB

) (
1+ exp

(
dA

))
(
1− exp

(
dB

)) ((
1− exp

(
dA

)) (
1+ exp

(
dB

)))−1
+

1
2
.

(5.145)

Density and heat capacity functions are constant while the velocity vector fields are tangent to

the surfaces such that no convection occurs through the boundaries and interface, given in cylindrical

coordinates as

uS(r, z) = ωSr
(
αz

(
1

zT− zB

)
βz cos

(
αz

(
z− zB
zT− zB

))) (
1+ βz sin

(
αz

(
z− zB
zT− zB

)))−1
r̂

+ωS ẑ, in ΩS,

(5.146)

for S ∈ {A,B}, with parameters ωA,ωB ∈ R.

The test case is addressed with parameters αθ = 8, βθ = 0.05, αz = 5π/2, βz = 0.05,
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nA
θ = nB

θ = 5, nA
z = nB

z = 7π/2, dA = dB = 1. The analytic solutions only depend on these

parameters and on the thermal conductivity functions (through parameters aA, bA, aB, and bB),

which are assigned according to the following cases:

• Low thermal conductivity ratio case: κA(x) = 1 and κB(x) = 2 (see Figure 5.11).

• High thermal conductivity ratio case: κA(x) = 1 and κB(x) = 100 (see Figure 5.12),

where the ratio is defined as κB(x)/κA(x). Parameters ωA and ωB in the velocity functions are

assigned according to the following cases:

• Low Péclet number ratio case: ωA = 1 and ωB = 2.

• High Péclet number ratio case: ωA = 100 and ωB = 1,

where the ratio is defined as PeB/PeA, with PeS =ωS/κS, S ∈ {A,B}, the Péclet number in physical

subdomain ΩS (the characteristic dimension is unitary).

Successively finer uniform Delaunay tetrahedral meshes or uniform structured hexahedral

meshes (with no curved elements) are used to discretize each physical subdomain (see Figure 5.9

and 5.10) and the simulations are carried out for configurations DN and ND and for polynomial

degrees d = 1,3,5.

5.5.2.1 Low Péclet number ratio case

The low Péclet number ratio case combined with the low and high thermal conductivity

ratio cases are addressed, and simulations are carried out with successive finer uniform Delaunay

tetrahedral meshes, polynomial degrees d = 1,3,5, and configurations DN and ND. The corresponding

Péclet numbers are PeA = 1 and PeB = 1 for the former combination and PeA = 1 and PeB = 0.02
for the latter combination. The relative errors and convergence orders are reported in Table 5.10.

Notice that configuration DN prescribes the Neumann boundary condition in subproblem PA (with the

highest thermal conductivity), while the Dirichlet boundary condition is prescribed in subproblem PB

(with the lowest thermal conductivity). Again, configuration ND prescribes the opposite situation.

In both thermal conductivity ratio cases and regardless of the partitioning configuration, the

second-, fourth-, and sixth-orders of convergence are effectively achieved with polynomial degrees

d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. Following the previous cases, the

accuracy provided from configurations DN and ND is comparable regardless of the polynomial degree,

where the difference is exceptionally negligible for lower thermal conductivity ratios, that is, higher

thermal interaction. Additionally, the impact of the thermal conductivity ratio on the accuracy is also

low.
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(a) Full view. (b) Cross-section view.

Figure 5.11: Analytic solution for the wavy sleeve domain test case with a low thermal conductivity ratio.

(a) Full view. (b) Cross-section view.

Figure 5.12: Analytic solution for the wavy sleeve domain test case with a high thermal conductivity ratio.
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The number of GMRES iterations are reported in Table 5.11. In both thermal conductivity ratio

cases, the number of iterations obtained with both partitioning configurations is comparable using

polynomial degrees d = 1,3. With polynomial degree d = 5 and in the low thermal conductivity

ratio case, a considerably higher number of iterations is required with configuration ND than with

configuration DN. The results differ from the previous test case, where the number of iterations is

comparable with both partitioning configurations and any polynomial degree. On the other side, in

the high thermal conductivity ratio case, a larger number of iterations are required with configuration

ND than with configuration DN and, indeed, the former becomes computationally very demanding.

In general, more iterations are required in the low thermal conductivity ratio case than with the

high thermal conductivity ratio case for the same partitioning configuration and polynomial degree.

Indeed, such behaviour is expected since, in the former case, the thermal interaction between physical

subdomains is stronger.

Similar to the previous case, the same test case is addressed with successive finer uniform

structured hexahedral meshes. The relative errors and convergence orders are reported in Table 5.12.

In both thermal conductivity ratio cases, the second-, fourth-, and sixth-orders of convergence

are effectively achieved with polynomial degrees d = 1,3,5, respectively, both in terms of the L1- and

L∞-norms, with configuration DN. Once again, configuration ND provides similar behaviour as before

with uniform Delaunay tetrahedral meshes and is not reported for the sake of compactness. Notice

that no specific treatment is given according to the type of mesh elements. In that way, besides

its capability to provide very high-order of convergence, the results also support the versatility and

simplicity of the proposed method to handle general polyhedral meshes generated for curved domains.

5.5.2.2 High Péclet number ratio case

The high Péclet number ratio case combined with the low and high thermal conductivity

ratio cases are addressed, and simulations are carried out with successive finer uniform Delaunay

tetrahedral meshes, polynomial degrees d = 1,3,5, and configurations DN and ND. The corresponding

Péclet numbers are PeA = 100 and PeB = 0.5 for the former combination and PeA = 100 and

PeB = 0.01 for the latter combination. The relative errors and convergence orders are reported in

Table 5.13. Notice that configuration DN prescribes the Neumann boundary condition in subproblem

PA (with the highest thermal conductivity), while the Dirichlet boundary condition is prescribed in

subproblem PB (with the lowest thermal conductivity). Again, configuration ND prescribes the opposite

situation. In many practical problems, the interface consists of a fluid in contact with a solid exchanging

heat and, therefore, the two physical subdomains have very distinct Péclet numbers, as this case aims

at replicating.

The second-, fourth-, and sixth-orders of convergence are effectively achieved with polynomial

degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms. Form the accuracy viewpoint,

both partitioning configurations provide similar accuracy, and the influence of the thermal conductivity
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Table 5.10: Relative errors and convergence orders obtained in the wavy sleeve domain test case with a low

Péclet number ratio and uniform Delaunay tetrahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, configuration DN

189 280 8.32E−03 --- 5.40E−02 --- 2.39E−04 --- 3.78E−03 --- 3.84E−05 --- 2.39E−03 ---

534 544 3.85E−03 2.23 2.72E−02 1.98 5.44E−05 4.28 8.08E−04 4.46 4.08E−06 6.48 2.08E−04 7.05

1 642 994 1.74E−03 2.12 1.40E−02 1.78 1.15E−05 4.16 2.85E−04 2.78 4.00E−07 6.20 2.07E−05 6.17

5 248 131 7.76E−04 2.08 7.27E−03 1.68 2.33E−06 4.12 3.32E−05 5.55 3.91E−08 6.01 2.25E−06 5.73

Low thermal conductivity ratio, configuration ND

189 280 7.24E−03 --- 4.69E−02 --- 2.22E−04 --- 3.72E−03 --- 3.71E−05 --- 2.38E−03 ---

534 544 3.32E−03 2.25 2.53E−02 1.78 5.01E−05 4.31 6.79E−04 4.91 3.94E−06 6.48 1.81E−04 7.45

1 642 994 1.49E−03 2.14 1.12E−02 2.19 1.03E−05 4.23 2.85E−04 2.32 3.77E−07 6.27 1.71E−05 6.30

5 248 131 6.63E−04 2.09 5.80E−03 1.69 2.07E−06 4.14 3.22E−05 5.63 3.52E−08 6.12 2.07E−06 5.46

High thermal conductivity ratio, configuration DN

189 280 9.35E−03 --- 7.61E−02 --- 3.16E−04 --- 3.50E−03 --- 5.36E−05 --- 2.36E−03 ---

534 544 4.50E−03 2.11 3.83E−02 1.99 7.21E−05 4.27 9.11E−04 3.89 6.05E−06 6.30 1.87E−04 7.32

1 642 994 2.08E−03 2.06 2.10E−02 1.60 1.52E−05 4.15 2.84E−04 3.11 6.17E−07 6.10 1.51E−05 6.73

5 248 131 9.36E−04 2.06 9.12E−03 2.16 3.12E−06 4.10 1.15E−04 2.34 7.34E−08 5.50 2.89E−06 4.28

High thermal conductivity ratio, configuration ND

189 280 7.72E−03 --- 7.61E−02 --- 3.18E−04 --- 3.50E−03 --- 5.52E−05 --- 2.36E−03 ---

534 544 3.67E−03 2.15 3.82E−02 1.99 7.27E−05 4.26 9.10E−04 3.89 6.31E−06 6.27 1.86E−04 7.34

1 642 994 1.68E−03 2.08 2.10E−02 1.60 1.53E−05 4.17 2.86E−04 3.09 6.26E−07 6.17 1.52E−05 6.68

5 248 131 7.54E−04 2.08 9.12E−03 2.15 3.15E−06 4.08 1.15E−04 2.36 6.13E−08 6.00 2.30E−06 4.89

Table 5.11: Number of GMRES iterations obtained in the wavy sleeve domain test case with a low Péclet number

ratio and uniform Delaunay tetrahedral meshes.

Low thermal conductivity ratio High thermal conductivity ratio

Configuration DN Configuration ND Configuration DN Configuration ND

DOF d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5

189 280 48 120 306 55 132 225 37 82 119 49 114 411

534 544 71 186 391 78 207 374 52 125 179 62 171 7 229

1 642 994 106 280 487 117 319 794 83 201 241 104 275 >200 000

5 248 131 167 436 628 182 491 1 451 131 318 338 157 432 >200 000
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Table 5.12: Relative errors and convergence orders obtained in the wavy sleeve domain test case with a low

Péclet number ratio, configuration DN, and uniform structured hexahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio

141 056 6.99E−03 --- 4.17E−02 --- 6.50E−04 --- 1.11E−02 --- 3.38E−04 --- 7.08E−03 ---

417 216 4.24E−03 1.38 3.02E−02 0.89 1.50E−04 4.05 2.90E−03 3.71 4.25E−05 5.74 1.04E−03 5.32

1 291 392 2.66E−03 1.24 2.10E−02 0.96 3.36E−05 3.98 6.69E−04 3.89 4.02E−06 6.26 1.29E−04 5.52

4 421 520 1.68E−03 1.12 1.45E−02 0.90 6.69E−06 3.93 1.42E−04 3.78 3.29E−07 6.10 1.34E−05 5.53

High thermal conductivity ratio

141 056 9.90E−03 --- 5.52E−02 --- 6.55E−04 --- 1.04E−02 --- 3.04E−04 --- 7.03E−03 ---

417 216 5.57E−03 1.59 3.50E−02 1.26 1.65E−04 3.81 2.72E−03 3.70 4.01E−05 5.60 1.01E−03 5.36

1 291 392 3.25E−03 1.43 2.34E−02 1.07 3.77E−05 3.92 6.87E−04 3.65 4.34E−06 5.90 1.30E−04 5.46

4 421 520 1.94E−03 1.26 1.59E−02 0.94 7.81E−06 3.84 1.42E−04 3.84 3.89E−07 5.88 1.36E−05 5.50

ratio is also low. Moreover, the approximate solutions have essentially non-oscillatory behaviour,

and the higher Péclet number ratio case is effectively handled without deterioration of accuracy or

convergence order.

The number of GMRES iterations are reported in Tables 5.14 and shows that the importance of

choosing the appropriate partitioning configuration becomes unequivocal. Indeed, in the high thermal

conductivity ratio case with configuration ND and polynomial degree d = 5, the residual convergence

in the GMRES method attains the tolerance parameter within a reasonable, but considerably higher,

number of iterations with the first mesh. In contrast, with the other meshes, it is crucial to choose

configuration DN to achieve convergence. Nevertheless, although the differences are not so prominent

in the remaining case and polynomial degrees, configuration DN still performs more efficiently than

configuration ND. Therefore, prescribing the Dirichlet boundary condition resulting from the partitioning

method in the subproblem with the lower thermal conductivity (and the Neumann boundary condition in

the other) becomes particularly crucial for higher Péclet number ratios and higher thermal conductivity

ratios.

To conclude the numerical benchmark, the same test case is addressed with successive finer

uniform structured hexahedral meshes and the relative errors and convergence orders are reported in

Table 5.15.

The second-, fourth-, and sixth-orders of convergence are effectively achieved with polynomial

degrees d = 1,3,5, respectively, both in terms of the L1- and L∞-norms, with configurations DN.

Configuration ND leads to the same conclusions but is not reported for the sake of compactness.

The results for the wavy sleeve domain test case strongly support the capability, robustness,

and stability of the proposed method to handle non-trivial three-dimensional domains with curved

boundaries and interfaces and provide very high-order of convergence. The classical techniques based
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Table 5.13: Relative errors and convergence orders obtained in the wavy sleeve domain test case with a high

Péclet number ratio and uniform Delaunay tetrahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio, configuration DN

189 280 8.32E−03 --- 5.40E−02 --- 2.39E−04 --- 3.78E−03 --- 3.84E−05 --- 2.39E−03 ---

534 544 3.85E−03 2.23 2.72E−02 1.98 5.44E−05 4.28 8.08E−04 4.46 4.08E−06 6.48 2.08E−04 7.05

1 642 994 1.74E−03 2.12 1.40E−02 1.78 1.15E−05 4.16 2.85E−04 2.78 4.00E−07 6.20 2.07E−05 6.17

5 248 131 7.76E−04 2.08 7.27E−03 1.68 2.33E−06 4.12 3.32E−05 5.55 3.91E−08 6.01 2.25E−06 5.73

Low thermal conductivity ratio, configuration ND

189 280 7.24E−03 --- 4.69E−02 --- 2.22E−04 --- 3.72E−03 --- 3.71E−05 --- 2.38E−03 ---

534 544 3.32E−03 2.25 2.53E−02 1.78 5.01E−05 4.31 6.79E−04 4.91 3.94E−06 6.48 1.81E−04 7.45

1 642 994 1.49E−03 2.14 1.12E−02 2.19 1.03E−05 4.23 2.85E−04 2.32 3.77E−07 6.27 1.71E−05 6.30

5 248 131 6.63E−04 2.09 5.80E−03 1.69 2.07E−06 4.14 3.22E−05 5.63 3.52E−08 6.12 2.07E−06 5.46

High thermal conductivity ratio, configuration DN

189 280 9.35E−03 --- 7.61E−02 --- 3.16E−04 --- 3.50E−03 --- 5.36E−05 --- 2.36E−03 ---

534 544 4.50E−03 2.11 3.83E−02 1.99 7.21E−05 4.27 9.11E−04 3.89 6.05E−06 6.30 1.87E−04 7.32

1 642 994 2.08E−03 2.06 2.10E−02 1.60 1.52E−05 4.15 2.84E−04 3.11 6.17E−07 6.10 1.51E−05 6.73

5 248 131 9.36E−04 2.06 9.12E−03 2.16 3.12E−06 4.10 1.15E−04 2.34 7.34E−08 5.50 2.89E−06 4.28

High thermal conductivity ratio, configuration ND

189 280 7.72E−03 --- 7.61E−02 --- 3.18E−04 --- 3.50E−03 --- 5.52E−05 --- 2.36E−03 ---

534 544 3.67E−03 2.15 3.82E−02 1.99 7.27E−05 4.26 9.10E−04 3.89 6.31E−06 6.27 1.86E−04 7.34

1 642 994 1.68E−03 2.08 2.10E−02 1.60 1.53E−05 4.17 2.86E−04 3.09 6.26E−07 6.17 1.52E−05 6.68

5 248 131 7.54E−04 2.08 9.12E−03 2.15 3.15E−06 4.08 1.15E−04 2.36 6.13E−08 6.00 2.30E−06 4.89

Table 5.14: Number of GMRES iterations obtained in the wavy sleeve domain test case with a high Péclet

number ratio and uniform Delaunay tetrahedral meshes.

DOF Low thermal conductivity ratio High thermal conductivity ratio

Configuration DN Configuration ND Configuration DN Configuration ND

d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5 d = 1 d = 3 d = 5

189 280 91 124 251 92 131 169 85 118 143 92 143 481

534 544 129 187 325 131 197 297 126 172 216 131 215 >200 000

1 642 994 186 290 488 190 311 496 185 276 304 195 340 >200 000

5 248 131 286 454 672 300 493 929 272 432 459 302 600 >200 000

247



5.6. Computational benchmark

Table 5.15: Relative errors and convergence orders obtained in the wavy sleeve domain test case with a high

Péclet number ratio, configuration DN, and uniform structured hexahedral meshes.

d = 1 d = 3 d = 5

DOF E1 O1 E∞ O∞ E1 O1 E∞ O∞ E1 O1 E∞ O∞

Low thermal conductivity ratio

141 056 5.46E−03 --- 3.08E−02 --- 4.40E−04 --- 5.71E−03 --- 2.34E−04 --- 4.99E−03 ---

417 216 3.15E−03 1.52 1.90E−02 1.34 1.04E−04 3.99 1.62E−03 3.49 2.72E−05 5.95 6.73E−04 5.54

1 291 392 1.89E−03 1.36 1.16E−02 1.31 2.41E−05 3.88 4.10E−04 3.65 2.67E−06 6.16 7.46E−05 5.84

4 421 520 1.15E−03 1.22 7.34E−03 1.11 4.86E−06 3.90 8.93E−05 3.72 2.17E−07 6.13 6.91E−06 5.80

High thermal conductivity ratio

141 056 7.01E−03 --- 3.70E−02 --- 4.47E−04 --- 5.70E−03 --- 2.17E−04 --- 5.01E−03 ---

417 216 3.85E−03 1.66 1.93E−02 1.80 1.15E−04 3.74 1.62E−03 3.48 2.48E−05 6.00 6.67E−04 5.58

1 291 392 2.19E−03 1.49 1.06E−02 1.60 2.73E−05 3.83 4.10E−04 3.65 2.65E−06 5.94 7.46E−05 5.82

4 421 520 1.28E−03 1.31 7.27E−03 0.91 5.73E−06 3.80 8.93E−05 3.72 2.38E−07 5.88 6.91E−06 5.80

on curved mesh elements to preserve the optimal convergence order would be cumbersome and a

challenging task to apply in such a domain due to the complexity of the diffeomorphic transformation.

In that case, it turns out very complex to perform the non-linear transformations (in the case of the

isoparametric elements) and to determine the appropriate quadrature rules. On the other side, the

proposed method cleverly preserves the optimal convergence order using, for the purpose, collocation

points located on the curved physical boundaries and interface. Besides its simplicity, the proposed

method performs efficiently in a wide range of thermal situations for several Péclet numbers and

thermal conductivity.

5.6 Computational benchmark

The assessment of the computational efficiency of the proposed method is based on the

performance analysis in terms of execution time and memory usage to solve conjugate heat transfer

problems in arbitrary three-dimensional curved domains. The four steps that comprise a simple

implementation of the proposed method in an implicit formulation are gradually optimized to reduce

the computational cost and improve efficiency. The computational gain of each optimization is

assessed with the following algorithms:

• Algorithm 1: step 1 is optimized (see Section 5.4.1).

• Algorithm 2: step 2 is optimized and step 1 is eliminated from the implementation (see

Section 5.4.2).

• Algorithm 3: step 3 is optimized and steps 1 and 2 are eliminated from the implementation

(see Section 5.4.3).
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• Algorithm 4: step 4 is optimized and steps 1, 2, and 3 are eliminated from the implementation

(see Section 5.4.4).

Algorithms 1, 2, and 3 provide an implicit formulation of the proposed method through a global

residual operator, whereas algorithm 4 provides an explicit formulation through a coefficients matrix

and a right-hand side vector. In both cases, an iterative method is supplied to solve the implicit or

explicit system of linear equations. The algorithms are implemented in an in-house library written in

Fortran with multiprocessing capabilities to take advantage of high-performance computing platforms.

The same problem is solved regardless of the algorithm since only the implementation is

modified deriving from the algebraic rearrangement of the proposed method without introducing more

approximations. Hence, the following parameters are reported:

• Residual time, denoted as TR (in seconds (s)), corresponds to the execution time to compute the

global residual operator (in the implicit formulation) or the matrix-vector product (in the explicit

formulation). The relative residual time, denoted as RR (in percentage (%)), is determined

taking the residual time of algorithm 1 for the same mesh as the reference.

• Solution time, denoted as TS (in seconds (s)), corresponds to the execution time to solve the

implicit or explicit system of linear equations. The relative solution time, denoted as RS (in

percentage (%)) is determined taking the solution time of algorithm 1 for the same mesh as

the reference.

• Memory usage, denoted as M (in gigabytes (Gb)), corresponds to the maximum random access

memory allocated for the simulation (virtual memory high watermark). The relative memory

usage, denoted as RM (in percentage (%)) is determined taking the memory usage of algorithm

1 for the same mesh as the reference.

The GMRES method is used for both the implicit and explicit formulations, but other methods for

non-symmetric systems of linear equations can be applied, such as the BiCGSTAB method. However,

they are not addressed for the sake of compactness. The GMRES method comprises, not only

computing the global residual operator (in the implicit formulation) or the matrix-vector product (in the

explicit formulation) at each iteration but also constructing the Krylov basis through Arnoldi iterations

and checking the stopping criteria. The solution time corresponds to the time elapsed from the first

iteration to the last, whereas the residual time corresponds only to time spent on the proposed method

and, hence, TS > TR. The solution time increases quadratically with the number of iterations due

to the Krylov basis (assuming that the method is not restarted) and also depends on the iterative

method applied. On the other side, the residual time increases linearly since the computational cost

to compute the residual operator or the matrix-vector product at each iteration does not depend on

the number of iterations. Similarly, the memory usage also increases linearly since each additional

iteration requires one additional vector of constant size to store for the Krylov basis. In that regard, the
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computational gains of the algorithms in terms of relative residual time and relative memory usage do

not depend on the number of iterations. Contrarily, the computational gains in terms of solution time

strongly depend on the problem (as more or fewer iterations are needed) and, therefore, the analysis

is performed for a fixed number of 200 iterations. Moreover, keeping same number of iterations, it

is possible to better perceive the relative computational cost of a single iteration according to the

polynomial degree. The advantage of reporting the relative residual time, in addition to the relative

solution time, is that the former depends neither on the number of iterations nor on the iterative

method. Therefore, the relative residual time assesses more precisely the effective computational gain

of the algorithms (since the iterative method is not part of the optimization).

Besides the algorithm and the number of iterations required to solve the implicit or explicit

system of linear equations, the computational cost of the proposed method also depends on the

mesh and the polynomial degree. On the other side, the problem characteristics (geometry, physical

properties, boundary and interface conditions, among others) do not have a direct impact on the

computational cost. Indeed, they do not change the number of floating-point operations, either in the

global residual operator or in the matrix-vector product, but rather the numerical result. Therefore, a

standard test case is considered, and the analysis is performed for algorithms 1 to 4, successively

finer meshes, and polynomial degrees d = 1,3,5. Concerning the mesh, not only the number of cells

has an impact on the computational cost, but also the type of elements since it determines the ratio

between faces and cells and the associated number of quadrature points. Therefore, the benchmark

is split into tetrahedral, prismatic, and hexahedral meshes.

The quadrature rules for the elements composing the prismatic meshes consist of splitting the

quadrilateral faces into two triangular sections and the cells into three tetrahedral sections. Similarly,

for the case of hexahedral meshes, each quadrilateral face is split into two triangular sections and

each cell is split into five tetrahedral sections. Then, the standard quadrature rules for triangles are

applied in each triangular face, and each triangular portion of the quadrilateral faces and, similarly,

the standard quadrature rules for tetrahedrons are used in each tetrahedral portion of the prismatic

cells. Another strategy consists in deriving specific quadrature rules for prismatic elements, often

more efficient in terms of the number of quadrature points to provide the same convergence order

for the integration error, which are then applied straightforwardly. However, the splitting approach

turns out to be more general and can be applied straightforwardly for any kind of mesh element,

including eventually non-coplanar faces. Moreover, the proposed algorithms should ultimately lead to

a similar computational cost regardless of the number of quadrature points, which becomes another

fundamental reason for an optimized implementation.

5.6.1 Tetrahedral meshes

Simulations with successive finer tetrahedral meshes, polynomial degrees d = 1,3,5, and

algorithms 1 to 4 are carried out. The residual time, solution time, and corresponding relative
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values are reported in Table 5.16. Notice that, with algorithm 1 and polynomial degree d = 5, the

residual time and solution time are not provided for the last mesh since the amount of memory for

the simulation exceeds the available memory. Hence, the relative residual time and solution time

concerning algorithms 2, 3, and 4 can not be determined.

Regardless of the polynomial degree and the number of degrees of freedom, the computational

gain of the simulations increases from algorithm 1 to 4, either in terms of residual time or solution

time. Moreover, the solution time is always higher than the residual time, and the same is observed

concerning the relative values. Nevertheless, the relative residual time and solution time are not

constant with the number of degrees of freedom, possibly due to cache and memory effects that

are difficult to control. To sum up, the following computational gains in terms of execution time are

obtained for the finest tetrahedral mesh and depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative residual time of 57%,

42%, and 7%, respectively, and a relative solution time of 61%, 48%, and 17%, respectively.

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative residual time of 34%,

16%, and 4%, respectively, and a relative solution time of 35%, 18%, and 7%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative residual time of 30%,

7%, and 2%, respectively, and a relative solution time of 30%, 8%, and 3%, respectively.

For the second-order of convergence, with polynomial degree d = 1, the implementation is

significantly optimized with algorithm 4 providing a relative solution time of 17% (factor of 6). As

expected, for a fourth- and sixth-orders of convergence, with polynomial degrees d = 3,5, respectively,

the computational gains are more significant with algorithm 4 providing relative solution time of 7%
(14 times faster) and 3% (33 times faster), respectively. The results prove that the implementation of

the proposed method in the explicit formulation is computationally more efficient than any optimized

implementation in the implicit formulation, and a significant computational gain is provided without

any accuracy or convergence order deterioration. Moreover, with algorithm 4 and polynomial degrees

d = 1,3,5, the relative solution time is approximately 5, 3, and 1.5 times higher, respectively, than the

corresponding relative residual time. Indeed, when the polynomial degree increases, the computational

cost of the implementation of the explicit formulation increases since the coefficients matrix becomes

denser and, therefore, the residual time approaches the solution time, and the difference becomes

smaller.

The memory usage and corresponding relative values are reported in Table 5.17. Notice that,

with algorithm 1 and polynomial degree d = 5, the memory usage is not provided for the last mesh

since the amount requires for the simulations exceeds the available resources. Hence, the relative

memory usage concerning algorithms 2, 3, and 4 can not be determined.

The memory usage is proportional to the number of degrees of freedom and increases as

the polynomial degree increases (due to larger coefficients vectors, stencils, least-squares matrices).
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Table 5.16: Residual time, solution time, and relative values obtained with tetrahedral meshes.

d = 1 d = 3 d = 5

DOF TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%]

Algorithm 1

80 829 2.79 100.00 3.79 100.00 15.55 100.00 16.61 100.00 70.64 100.00 71.67 100.00

254 516 9.97 100.00 11.71 100.00 46.19 100.00 48.06 100.00 216.43 100.00 218.18 100.00

726 929 29.02 100.00 32.84 100.00 141.87 100.00 146.04 100.00 595.87 100.00 599.90 100.00

2 290 543 101.53 100.00 113.84 100.00 474.46 100.00 486.36 100.00 --- --- --- ---

Algorithm 2

80 829 1.90 68.24 2.82 74.37 6.35 40.84 7.37 44.36 20.26 28.68 21.27 29.68

254 516 6.03 60.49 7.81 66.70 21.31 46.14 23.22 48.30 62.68 28.96 64.50 29.56

726 929 17.30 59.60 21.20 64.55 57.78 40.72 62.11 42.53 176.28 29.58 180.31 30.06

2 290 543 58.30 57.42 69.28 60.85 160.92 33.92 172.63 35.49 538.24 --- 549.53 ---

Algorithm 3

80 829 1.66 59.68 2.54 67.03 2.67 17.17 3.49 21.03 4.63 6.56 5.55 7.74

254 516 4.55 45.67 6.23 53.18 7.83 16.96 9.64 20.06 14.78 6.83 16.51 7.57

726 929 13.73 47.32 17.65 53.75 24.56 17.31 28.81 19.73 41.38 6.94 45.36 7.56

2 290 543 43.09 42.44 54.28 47.68 74.52 15.71 85.75 17.63 132.69 --- 144.11 ---

Algorithm 4

80 829 0.20 7.10 1.07 28.30 0.68 4.34 1.64 9.90 1.54 2.18 2.50 3.49

254 516 0.76 7.59 2.41 20.60 2.26 4.89 4.01 8.35 5.07 2.34 7.01 3.21

726 929 2.17 7.48 6.07 18.49 6.42 4.52 10.38 7.11 14.74 2.47 18.84 3.14

2 290 543 6.71 6.61 19.76 17.36 20.83 4.39 32.00 6.58 47.12 --- 58.51 ---

Moreover, regardless of the polynomial degree, there is a reduction of memory usage from algorithms

1 to 3, whereas algorithm 4 provides higher relative memory usage than algorithm 3. Nevertheless,

for a fourth- and sixth-order of convergence, with polynomial degrees d = 3,5, respectively, algorithm

4 always uses considerably less memory than algorithms 1 and 2. To sum up, the following

computational gains in terms of memory usage are obtained for the finest tetrahedral mesh and

depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative memory usage of 93%,

87%, and 91%, respectively.

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative memory usage of 62%,

28%, and 37%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative memory usage of 37%,

8%, and 11%, respectively.

The relative memory usage for polynomial degree d = 1 does not significantly change from one
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algorithm to the other. On the contrary, a significant reduction is observed with polynomial degrees

d = 3,5. Indeed, the implementation of the proposed method in the explicit formulation requires only

37% (factor of 3) and 11% (factor of 9) of the memory required with algorithm 1, which corresponds

to a drastic reduction in terms of computational resources requirements and is significant in practice.

Table 5.17: Memory usage and relative values obtained with tetrahedral meshes.

d = 1 d = 3 d = 5

DOF M [Gb] RM [%] M [Gb] RM [%] M [Gb] RM [%]

Algorithm 1

80 829 0.91 100.00 4.00 100.00 23.78 100.00

254 516 2.65 100.00 12.15 100.00 73.01 100.00

726 929 7.43 100.00 33.95 100.00 204.70 100.00

2 290 543 22.94 100.00 104.82 100.00 -- ---

Algorithm 2

80 829 0.79 87.69 2.49 62.29 8.70 36.60

254 516 2.46 92.87 7.49 61.68 26.73 36.61

726 929 6.89 92.67 20.96 61.75 74.91 36.59

2 290 543 21.22 92.51 64.70 61.72 232.11 ---

Algorithm 3

80 829 0.80 88.27 1.11 27.70 1.88 7.90

254 516 2.38 89.59 3.45 28.40 5.71 7.83

726 929 6.47 87.01 9.46 27.87 15.86 7.75

2 290 543 19.94 86.91 29.29 27.94 49.06 ---

Algorithm 4

80 829 0.83 91.71 1.48 36.88 2.52 10.60

254 516 2.45 92.16 4.43 36.46 7.82 10.71

726 929 6.80 91.54 12.38 36.47 21.96 10.73

2 290 543 20.96 91.36 38.37 36.60 68.14 ---

5.6.2 Prismatic meshes

Simulations with successive finer prismatic meshes, polynomial degrees d = 1,3,5, and

algorithms 1 to 4 are carried out. The residual time, solution time, and corresponding relative values

are reported in Table 5.18. Notice that, with algorithm 1 and polynomial degree d = 5, the residual

time and solution time are not provided for the last two meshes since the amount of memory for

the simulation exceeds the available resources. Hence, the relative residual time and solution time
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concerning algorithms 2, 3, and 4 can not be determined.

The results for the residual time and solution time with prismatic meshes follow the observations

with tetrahedral meshes. To sum up, the following computational gains in terms of execution time are

obtained for the finest prismatic mesh and depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative residual time of 64%,

44%, and 6%, respectively, and a relative solution time of 67%, 48%, and 14%, respectively.

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative residual time of 51%,

15%, and 3%, respectively, and a relative solution time of 52%, 16%, and 5%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative residual time of 53%,

7%, and 1%, respectively, and a relative solution time of 53%, 7%, and 2%, respectively.

The second-order of convergence, with polynomial degree d = 1 achieves a substantial

computational gain with algorithm 4 with relative solution time of 14% (7 times faster). Even

more pronounced, the fourth- and sixth-orders of convergence, with polynomial degrees d = 3,5,

respectively, achieve a relative solution time of 5% (20 times faster) and 2% (50 times faster),

respectively. Drawing a comparison with the case of tetrahedral meshes, for polynomial degree d = 1,

the relative residual time and solution time are always higher with prismatic meshes. On the other

side, for polynomial degrees d = 3,5, the relative residual time and solution time are higher only

with algorithm 2. In contrast, algorithms 3 and 4 exceed the computational gain obtained in the

case of tetrahedral meshes. Around 60% of the total number of faces in prismatic meshes are

quadrilaterals and, therefore, require twice the quadrature points of triangular faces to obtain the same

convergence order of the numerical integration. Indeed, since more quadrature points are required

in the quadrilateral faces of the prismatic mesh elements to obtain the same convergence order, a

more significant computational gain is expected. Also worth to mention, the absolute residual time and

solution time obtained with algorithm 4 for prismatic meshes are comparable with the ones obtained

with the same algorithm for tetrahedral meshes. Indeed, this further emphasizes the importance of an

optimized implementation, where the computational cost of the simulations does not depend on the

kind of mesh elements or the number of quadrature points for each element.

The memory usage and corresponding relative values are reported in Table 5.19. Notice that,

with algorithm 1 and polynomial degree d = 5, the memory usage is not provided for the last two

meshes since the amount requires for the simulation exceeds the available resources. Hence, the

relative memory usage concerning algorithms 2, 3, and 4 can not be determined.

To sum up, the following computational gains in terms of memory usage are obtained for the

finest prismatic mesh and depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative memory usage of 96%,

83%, and 90%, respectively.

254



5.6. Computational benchmark

Table 5.18: Residual time, solution time, and relative values obtained with prismatic meshes.

d = 1 d = 3 d = 5

DOF TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%]

Algorithm 1

76 176 4.01 100.00 4.92 100.00 21.04 100.00 22.12 100.00 103.32 100.00 104.31 100.00

235 224 12.85 100.00 14.42 100.00 67.98 100.00 69.72 100.00 261.55 100.00 263.24 100.00

710 976 37.05 100.00 40.83 100.00 219.61 100.00 223.49 100.00 --- --- --- ---

2 154 720 112.97 100.00 123.92 100.00 599.72 100.00 610.71 100.00 --- --- --- ---

Algorithm 2

76 176 2.64 65.91 3.61 73.30 11.26 53.51 12.29 55.55 42.85 41.47 43.87 42.05

235 224 9.34 72.74 11.11 77.04 35.15 51.71 36.79 52.78 138.65 53.01 140.32 53.30

710 976 24.09 65.01 28.05 68.70 102.09 46.49 106.37 47.60 403.55 --- 407.66 ---

2 154 720 71.91 63.66 82.50 66.57 304.28 50.74 315.66 51.69 --- --- --- ---

Algorithm 3

76 176 1.85 46.21 2.78 56.44 3.32 15.78 4.24 19.15 5.13 4.96 6.07 5.81

235 224 5.30 41.26 6.95 48.19 9.06 13.33 10.71 15.36 17.19 6.57 18.87 7.17

710 976 18.04 48.69 22.33 54.68 28.69 13.06 32.54 14.56 54.53 --- 58.77 ---

2 154 720 49.22 43.57 59.59 48.08 89.54 14.93 100.62 16.48 156.97 --- 167.89 ---

Algorithm 4

76 176 0.36 9.08 1.23 24.95 0.80 3.78 1.76 7.94 1.12 1.08 2.02 1.94

235 224 0.77 5.97 2.41 16.72 2.00 2.94 3.58 5.13 3.27 1.25 4.90 1.86

710 976 2.74 7.40 6.56 16.06 5.29 2.41 9.31 4.17 11.19 --- 15.16 ---

2 154 720 7.01 6.20 17.59 14.19 18.28 3.05 29.34 4.80 32.66 --- 43.38 ---

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative memory usage of 88%,

26%, and 34%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative memory usage of 57%,

8%, and 10%, respectively.

Algorithm 2 always requires a higher amount of memory for prismatic meshes than tetrahedral

meshes due to the higher number of quadrature points and, therefore, more vectors need to be

stored. On the other side, algorithms 3 and algorithm 4 give relative memory usage similar to the

case of tetrahedral meshes since the number of vectors to store does not depend on the number of

quadrature points.

5.6.3 Hexahedral meshes

Finally, simulations with successive finer hexahedral meshes, polynomial degrees d = 1,3,5,

and algorithms 1 to 4 are carried out. The residual time, solution time, and corresponding relative
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Table 5.19: Memory usage and relative values obtained with prismatic meshes.

d = 1 d = 3 d = 5

DOF M [Gb] RM [%] M [Gb] RM [%] M [Gb] RM [%]

Algorithm 1

76 176 1.09 100.00 5.50 100.00 33.66 100.00

235 224 3.18 100.00 16.38 100.00 100.73 100.00

710 976 9.43 100.00 48.17 100.00 --- ---

2 154 720 28.02 100.00 143.57 100.00 --- ---

Algorithm 2

76 176 1.01 92.29 4.75 86.49 19.00 56.46

235 224 3.09 97.15 14.21 86.76 57.48 57.07

710 976 9.04 95.83 42.07 87.34 171.05 ---

2 154 720 26.85 95.82 126.09 87.82 --- ---

Algorithm 3

76 176 0.93 85.41 1.44 26.14 2.59 7.70

235 224 2.69 84.68 4.29 26.18 7.79 7.74

710 976 7.81 82.79 12.54 26.02 22.81 ---

2 154 720 23.14 82.58 37.50 26.12 68.39 ---

Algorithm 4

76 176 1.01 92.93 1.91 34.70 3.48 10.33

235 224 2.94 92.51 5.57 33.99 10.37 10.29

710 976 8.52 90.28 16.50 34.25 30.70 ---

2 154 720 25.34 90.44 49.49 34.47 91.90 ---

values are reported in Table 5.20. Once again, with algorithms 1 and 2 and polynomial degree d = 5,

the residual time and solution time are not provided for some meshes since the amount required

for the simulation exceeds the available resources. Hence, the relative residual and solution time

concerning algorithms 2, 3, and 4 can not be determined.

The residual time and solution time follow the case of tetrahedral meshes and prismatic meshes.

In general, the relative residual time and solution time change substantially with the number of degrees

of freedom, possibly due to cache effects or other implementation aspects that are difficult to control.

Indeed, in some cases, the relative residual time and solution time increase with the number of degrees

of freedom, whereas, it decreases in other cases. To sum up, the following computational gains in

terms of execution time are obtained for the finest hexahedral mesh and depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative residual time of 60%,
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40%, and 5%, respectively, and a relative solution time of 63%, 44%, and 12%, respectively.

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative residual time of 55%,

20%, and 2%, respectively, and a relative solution time of 56%, 21%, and 4%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative residual time of 62%,

6%, and 1%, respectively, and a relative solution time of 62%, 6%, and 2%, respectively.

For all the simulations, algorithm 4 gives a significant improvement for the second-, fourth-, and

sixth-orders of convergence, with polynomial degrees d = 1,3,5, respectively, with relative solution

time of 12% (8 times faster), 4% (25 times faster), and 2% (50 times faster), respectively. Moreover,

in the general case and regardless of the algorithm, higher computational gains are achieved with

hexahedral meshes than with tetrahedral meshes, but are more expressive with algorithms 3 and

4. Indeed, all the faces in prismatic meshes are quadrilaterals and, therefore, require twice the

quadrature points of triangular faces to obtain the same convergence order of the numerical integration.

Consequently, since more quadrature points are required in the quadrilateral faces of the hexahedral

mesh elements to obtain the same convergence order, a more significant computational gain is

expected.

As for prismatic meshes, the absolute residual time and solution time obtained with algorithm 4

for hexahedral meshes are comparable with the ones obtained with the same algorithm for tetrahedral

meshes. These results further support the previous conclusions and emphasizes the benefits of an

optimized implementation for the computational cost of the simulations.

The memory usage and corresponding relative values are reported in Table 5.21. Once again,

with algorithms 1 and 2 and polynomial degree d = 5, the memory usage is not provided for some

meshes since the amount required for the simulation exceeds the available resources. Hence, the

relative memory usage concerning algorithms 2, 3, and 4 can not be determined.

To sum up, the following computational gains in terms of memory usage are obtained for the

finest hexahedral mesh and depicted in Figure 5.13:

• For polynomial degree d = 1, algorithms 2, 3, and 4 provide a relative memory usage of 101%,

82%, and 89%, respectively.

• For polynomial degree d = 3, algorithms 2, 3, and 4 provide a relative memory usage of 111%,

27%, and 34%, respectively.

• For polynomial degree d = 5, algorithms 2, 3, and 4 provide a relative memory usage of 75%,

8%, and 10%, respectively.

Algorithm 2 with hexahedral meshes requires more memory than with tetrahedral and prismatic

meshes due to the higher number of quadrature points. Indeed, for polynomial degree d = 1,

algorithms 1 and 2 use a similar amount of memory, while the memory usage is exceeded for
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Table 5.20: Residual time, solution time, and relative values obtained with hexahedral meshes.

d = 1 d = 3 d = 5

DOF TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%] TR [s] RR [%] TS [s] RS [%]

Algorithm 1

80 736 5.58 100.00 6.59 100.00 24.65 100.00 25.70 100.00 126.97 100.00 128.01 100.00

254 016 16.18 100.00 17.97 100.00 93.99 100.00 95.88 100.00 345.66 100.00 347.48 100.00

726 624 46.90 100.00 50.98 100.00 277.23 100.00 281.63 100.00 --- --- --- ---

2 254 200 146.59 100.00 158.32 100.00 --- --- --- --- --- --- --- ---

Algorithm 2

80 736 3.00 53.79 4.04 61.24 17.20 69.80 18.25 71.00 69.13 54.44 70.15 54.80

254 016 10.73 66.35 12.45 69.24 55.78 59.34 57.63 60.11 214.18 61.96 215.98 62.16

726 624 30.40 64.82 34.23 67.14 153.58 55.40 157.94 56.08 --- --- --- ---

2 254 200 88.60 60.44 99.75 63.00 431.34 --- 442.59 --- --- --- --- ---

Algorithm 3

80 736 2.11 37.88 3.03 45.93 4.42 17.95 5.44 21.16 6.51 5.13 7.45 5.82

254 016 6.67 41.25 8.43 46.88 11.85 12.61 13.63 14.22 20.50 5.93 22.28 6.41

726 624 18.80 40.08 22.85 44.82 54.79 19.76 58.74 20.86 61.05 --- 65.14 ---

2 254 200 58.71 40.05 69.24 43.73 112.34 --- 124.04 --- 203.45 --- 215.75 ---

Algorithm 4

80 736 0.35 6.33 1.26 19.09 0.80 3.25 1.80 7.02 1.34 1.06 2.28 1.78

254 016 1.03 6.37 2.76 15.35 2.30 2.45 4.05 4.22 4.11 1.19 5.83 1.68

726 624 2.32 4.95 6.26 12.29 6.48 2.34 10.41 3.70 10.60 --- 14.60 ---

2 254 200 7.96 5.43 19.44 12.28 19.62 --- 32.41 --- 31.83 --- 43.43 ---

polynomial degree d = 3. Nevertheless, algorithms 3 and 4 with hexahedral meshes have comparable

memory usage to tetrahedral and prismatic meshes as the size of the vectors to store does not depend

on the type of mesh elements.

5.7 Conclusions

A very high-order accurate finite volume scheme is proposed to solve three-dimensional

steady-state conjugate heat transfer problems in arbitrary curved domains with the continuity interface

conditions. The conjugate problem model is partitioned with a Dirichlet-Neumann method that replaces

the continuity interface conditions with Dirichlet and Neumann boundary conditions prescribed on the

interface. The Robin boundary condition is used on both the boundaries and the interface as a general

approach to prescribed the Dirichlet and Neumann ones assigning the appropriate coefficients. The

partitioned problem model consists of subproblems in the physical subdomains with only boundary

conditions and, therefore, are discretized separately with the proposed method. On the other side, the
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(a) Relative residual time. (b) Relative solution time.

Figure 5.13: Relative residual time and solution time obtained with tetrahedral meshes.
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(a) Relative residual time. (b) Relative solution time.

Figure 5.14: Relative residual time and solution time obtained with prismatic meshes.
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(a) Relative residual time. (b) Relative solution time.

Figure 5.15: Relative residual time and solution time obtained with hexahedral meshes.
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Table 5.21: Memory usage and relative values obtained with hexahedral meshes.

d = 1 d = 3 d = 5

DOF M [Gb] RM [%] M [Gb] RM [%] M [Gb] RM [%]

Algorithm 1

80 736 1.26 100.00 6.43 100.00 39.50 100.00

254 016 3.91 100.00 19.83 100.00 121.68 100.00

726 624 11.12 100.00 55.60 100.00 --- ---

2 254 200 33.96 100.00 --- --- --- ---

Algorithm 2

80 736 1.27 101.09 7.11 110.53 29.64 75.04

254 016 3.99 102.06 22.02 111.09 91.33 75.06

726 624 11.13 100.11 61.46 110.54 --- ---

2 254 200 33.99 100.09 189.11 --- --- ---

Algorithm 3

80 736 1.06 84.07 1.72 26.81 3.18 8.05

254 016 3.27 83.77 5.30 26.72 9.61 7.90

726 624 9.11 81.90 14.74 26.52 27.15 ---

2 254 200 27.82 81.91 45.26 --- 83.64 ---

Algorithm 4

80 736 1.19 94.26 2.22 34.50 4.00 10.12

254 016 3.50 89.59 6.64 33.51 12.44 10.22

726 624 9.82 88.27 18.73 33.68 34.95 ---

2 254 200 30.06 88.52 57.78 --- 107.43 ---

thermal coupling between subproblems consists in providing the appropriate values to the boundary

conditions on the interface such that the heat transfer is recovered.

The very high-order finite volume scheme discretizes each subproblem and consists of polynomial

reconstructions that provide local approximations of the temperature functions. Specific polynomial

reconstructions are computed to determine the numerical heat fluxes on the faces and also to provide

the proper relations of the boundary variables for the thermal coupling. Polynomial reconstructions

associated with the boundary faces are computed applying specific linear constraints derived from the

Robin boundary condition. In that regard, the ROD method avoids the accuracy deterioration and the

second-order of convergence limitation observed with the conventional methods on arbitrary curved

boundaries and interfaces. On the other side, solely polyhedral meshes are used in the ROD method,

therefore, overcoming the difficulties associated with the methods relying on curved mesh elements,

such as the isoparametric elements method. A simple implementation of the proposed method
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(a) Tetrahedral meshes. (b) Prismatic meshes.
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Figure 5.16: Relative memory usage.

provides an implicit system of linear equations through a global residual operator, which is solved

with free-matrix iterative algorithms, such as the GMRES method. Four algorithms are proposed to

gradually optimize the implementation, reducing the computational cost and improving the efficiency

of the proposed method. The proposed algorithms are derived from the algebraic rearrangement of

the proposed method without introducing more approximations at the cost of an additional, but small,

pre-processing stage. In particular, the latest algorithm provides an explicit system of linear equations

through the conventional coefficients matrix and associated right-hand side, which can be solved with

any suitable method.

A comprehensive numerical benchmark is provided for the verification of the proposed method

in terms of accuracy and convergence orders based on the method of manufactured solutions. Several

test cases are addressed consisting of different domains, boundary conditions, thermal conductivity,

velocity, for which specific analytic solutions are derived. The proposed method achieves the optimal

convergence orders effectively and is capable of handling general polyhedral meshes generated

for arbitrary curved domains. Moreover, the partitioning configuration impacts the computational

efficiency as it strongly determines the number of iterations in the GMRES method, particularly for high

thermal conductivity ratios and polynomial degrees. More precisely, prescribing the Dirichlet boundary
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condition in the subproblem with the lower thermal conductivity (and the Neumann boundary condition

in the other) requires fewer iterations and, therefore, is computationally more efficient. Nevertheless,

comparable accuracy and convergence orders are obtained with both partitioning configurations.

A comprehensive computational benchmark is provided for the assessment of the computational

gain in terms of execution time and memory usage provided with the proposed algorithms. The

computational gain gradually increases from algorithm 1 to 4, both in terms of execution time and

memory usage, and is particularly relevant for higher polynomial degrees. The explicit formulation

(algorithm 4) provides substantial computational gains up to 1% of the execution time and up to 11%
of the memory usage relative to algorithm 1. The results prove the importance of the implementation

to drastically reduce the computational cost and provide the same accuracy with less demanding

simulations in terms of computational resources. Furthermore, from a sustainability perspective, very

high-order accurate methods supplied with efficient implementations are promising means of reducing

the energy expenditure.

The proposed developments are promising steps towards efficient simulations of conjugate heat

transfer problems and multiphysics problems in complex engineering applications, where verification

and validation in real scenarios with real parameters will be required. The proposed method is very

versatile and can be extended to solve other equations, such as the Navier-Stokes, whereas the

implementation improvements will be applied similarly.

Appendices

A Least-squares method

The polynomial reconstruction method requires seeking, through a minimization procedure,

the polynomial coefficients vector that provides the best approximation of the polynomial function to

the cell mean-values chosen according to the associated stencil. For that purpose, weighted cost

functional (5.15) is defined and given in matrix form as

F(η) =


WAη−Wb



2
2, (5.147)

where vector η ∈ Rn gathers the polynomial coefficients, matrix A ∈ Rs×n gathers the coefficients

resulting from the evaluation of the monomials mean-values in the cells, diagonal matrix W ∈ Rs×s

gathers the weights associated to the cells, and vector b ∈ Rs gathers the cell mean-values.

Moreover, linear constraint functional G(η) is required in the case of a constrained polynomial

reconstruction to satisfy the cell mean-value conservation, given as in Equation (5.16), or to fulfill the

Robin boundary condition, given as in Equation (5.17). In both cases, constraint functional G(η) is
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given in matrix form as

G(η) = c ·η−g, (5.148)

where vector c ∈ Rn gathers the coefficients resulting from the monomials mean-values in the reference

cell or from the monomials value at the collocation point and g stands for the cell mean-value to

conserve, in the former case, and the point-value to fulfill, in the latter case.

A.1 Normal equations method

For unconstrained polynomial reconstructions, the minimization procedure consists in seeking

unique vector η̃ ∈ Rn that minimizes weighted cost functional F(η) in the least-squares sense, that is,

η̃ = arg minη F(η). Following the normal equations method [16], vector η̃ can be computed given as

η̃ = (WA)†Wb =
(
(WA)TWA

)−1
(WA)TWb =

(
ATW2A

)−1
ATW2b (5.149)

where (WA)† corresponds to the Moore-Penrose pseudoinverse of matrix WA (notice that WT =W
since it is a diagonal matrix). Considering matrix M ∈ Rs×n given as M = (WA)†W, then polynomial

coefficients vector is given as η̃ =Mb. The existence of a unique solution for the normal equations

method is guaranteed if matrix A has full rank. Since A is a Vandermonde matrix, having at least n

distinct cells is a sufficient condition to guarantee the full rank, whereas unstructured meshes are also

convenient to avoid ill-conditioned matrices. A preconditioning technique may also be applied to the

normal equations method to reduce the condition numbers and provide more stable results.

Applying the normal equations method in the case of unconstrained polynomial reconstruction

ϕ̃i j(x) for each inner face fi j in computational subdomain ΩS
∆

, associated polynomial coefficients

vector η̃i j can be computed given as η̃i j = M̃i jbi j where vector bi j gathers the cell mean-values

and matrix M̃i j gathers the associated coefficients obtained from the corresponding terms in

Equation (5.149).

A.2 Lagrange multipliers method

For constrained polynomial reconstructions, the minimization procedure consists in seeking

unique vector η̂ ∈ Rn that minimizes weighted cost functional F(η) in the least-squares sense and

exactly fulfills equation G(η) = 0, that is, η̂ = arg minη F(η) subject to G(η) = 0.

Following the Lagrange multipliers method [17], consider functional L(η, λ) given as

L(η, λ) = F(η)+λG(η) (5.150)

where λ ∈ R is a Lagrange multiplier (notice that the number of Lagrange multipliers is the same as
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the number of linear constraints). Then, polynomial coefficients vector η̂ can be computed from the

the solution of system of linear equations given as ∇η,λL(η, λ) = 0 where differential operator ∇η,λ
takes the derivatives with respect to each polynomial coefficient and with respect to the Lagrange

multiplier.

On one side, ∇ηL(η, λ) = ∇ηF(η)+ λ∇ηG(η) and it can be deduced, after some algebra,

that the gradients of cost functional F(η) and constraint functional G(η) taking the derivatives with

respect to each polynomial coefficient are given in matrix form as

∇ηF(η) = 2ATW2Aη−2ATW2b, (5.151)

∇ηG(η) = c, (5.152)

and, therefore, ∇ηL(η, λ) is rewritten in matrix form as

∇ηL(η, λ) = 2ATW2Aη−2ATW2b+λc. (5.153)

On the other side, notice that ∂L(η, λ)/∂λ = G(η) and, therefore, is given in matrix form as

in Equation (5.148). Therefore, system of linear equations ∇η,λL(η, λ) = 0 is rewritten gathering

gradient ∇ηL(η, λ) and constraint functional G(η) equal to the null vector, given in matrix form as


2ATW2A c

cT 0



η

λ


=


2ATW2b

g


, (5.154)

and, therefore, polynomial coefficients vector η̂ and associated Lagrange multiplier λ̂ are given as


η̂

λ̂


=


2ATW2A c

cT 0


−1 

2ATW2b

g


. (5.155)

As for the normal equations method, the existence of a unique solution for the normal equations

method is guaranteed if matrix A has full rank. To solve system of linear equations (5.154), an

LDLT factorization (a closely related variant of the conventional Cholesky factorization, also called

LLT factorization) is used since the associated coefficients matrix is symmetric by construction.

The Cholesky factorizations perform roughly twice as efficient as the LU factorization if optimally

implemented and requires half of the memory with sparse matrix storage [22]. In comparison with

the conventional Cholesky factorization, the variant LDLT factorization decomposes the coefficients

matrix in a diagonal matrix D in addition to the lower triangular matrix L and, therefore, requires the

same memory as the former but avoids extracting square roots, which is computationally convenient.

Notice that, in the latter, matrix L is a unitriangular matrix (the entries in the diagonal are one) and,

therefore, matrices D and L can be stored a single lower triangular matrix. Moreover, for indefinite
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matrices with no conventional Cholesky factorization, the variant LDLT factorization can be computed

having negative entries in the diagonal matrix. Another technique to obtain more accurate and stable

results is to apply a preconditioning matrix to the Lagrange multipliers method to reduce the condition

numbers of associated coefficients matrix A.

Applying the Lagrange multipliers method in the case of constrained polynomial reconstruction

ϕ̂i(x) for each cell ci in computational subdomain ΩS
∆

, associated polynomial coefficients vector η̂i

can be computed given as η̂i = M̂ibi where vector bi gathers the cell mean-values and matrix M̂i

gathers the associated coefficients obtained from the corresponding terms in Equation (5.155). Notice

that, in that case, g = φi is a cell mean-value and, therefore, is also gathered in vector bi.

Applying the Lagrange multipliers method in the case of constrained polynomial reconstruction

ϕ̂iF(x) for each boundary face fiF on computational boundary subset ΓF,S
∆

, associated polynomial

coefficients vector η̂iF can be computed given as η̂iF = M̂iFbiF +giF n̂iF where vector biF gathers

the cell mean-values and matrix M̂iF and vector n̂iF gather the coefficients associated to the

cell mean-values and to the point-value, respectively, obtained from the corresponding terms in

Equation (5.155). Notice that, in that case, g = giF is a point-value and, therefore, is not gathered in

vector biF .
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CHAPTER6 Conclusions and future work

The present thesis is completed with the general conclusions and some perspectives of future

works, bearing in mind the achieved developments and the results presented in the previous chapters.

Notice that, the structure of the thesis is adapted from publications, each addressing one or more

questions within the proposed objectives and, as usual, also include the respective conclusions and

proposals for future works at the end.

6.1 Conclusions

The different studies developed along the thesis are summed up in this section with some

additional conclusions, and revisited in line with the proposed objectives for the present work, leaving

aside the technical details.

6.1.1 General boundary conditions on curved boundaries

A finite volume method with a very high-order of convergence was proposed to solve the

convection-diffusion equation with general boundary conditions on arbitrary curved boundaries. An

efficient numerical technique was developed to overcome the difficulties motivated by the geometrical

mismatch between polygonal meshes and curved boundaries, which often leads to accuracy and

convergence order deterioration. The technique is based on constrained polynomial reconstructions

fulfilling the prescribed boundary conditions on the curved boundary, for which linear constraints in the

associated least-squares fittings are employed. Then, the numerical approximations of the convective

and conductive physical fluxes, derived from the generic finite volume formulation, are determined

solely on the cells polygonal boundaries. In that way, the proposed numerical technique overcomes

the drawbacks associated with the classical techniques relying on curved mesh elements, such as

the isoparametric elements method. For instance, the elaborated and computationally expensive

algorithms to generate curved meshes, the complex non-linear transformations, and the quadrature

rules on curved elements are avoided with the proposed approach. These requirements are particularly

challenging in realistic three-dimensional geometries, whereas it becomes feasible and practical in the
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case of the proposed method.

Exhaustive verification of these developments was carried out with numerical benchmarks

comprising several test cases with non-trivial curved boundaries, prescribed with the Dirichlet,

Neumann, and Robin boundary conditions. The results obtained prove that the proposed method

effectively achieves the very high-order of convergence, whereas just the second-order of convergence

is achieved when curved boundaries are handled without the appropriate treatment. Moreover, the

very high-order of convergence approach provides significantly more accurate approximate solutions

with the same mesh, when compared with the second-order of convergence counterparts. From

another perspective, the proposed method also improves the performance of the calculation in terms

of computational resources. That is, the very high-order of convergence provides the same accuracy

with substantially coarser meshes, when compared with the second-order of convergence, therefore

requiring less computer memory. The difference is more pronounced with the increasing demand for

accuracy from the industrial applications, which can be infeasible with the second-order of convergence

due to the limited available computational resources.

6.1.2 Conjugate heat transfer problems with general interface conditions

The proposed finite volume method with a very high-order of convergence was extended to

conjugate heat transfer problems with general interface conditions on arbitrary curved interfaces. The

method consists in partitioning the conjugate problem with the Dirichlet-Neumann or

Neumann-Neumann methods, such that the interface conditions are replaced with specific boundary

conditions on the interface. Then, each subproblem used only the conventional boundary conditions

and, therefore, is discretized separately applying the previous numerical technique to preserve the

convergence order with the use of polygonal meshes. The appropriate thermal coupling between

subproblems consists in determining approximations of the boundary condition functions prescribed

on the interface, with polynomial reconstructions computed based on the solution of the adjacent

subproblem.

The verification of the proposed method was carefully carried out with numerical benchmarks

comprising several test cases, with non-trivial curved interfaces prescribed with the continuity and

imperfect interface conditions. The results obtained support the capability of the method to effectively

achieve the very high-order of convergence in all the addressed test cases. Moreover, the temperature

jumps arising on the interface, due to the interfacial thermal resistance of imperfect thermal contacts,

are handled without any difficulties, preserving the convergence order of the method.

6.1.3 Thermal boundary layers in high-Péclet number problems

Several test cases concerning high-Péclet number problems and thermal boundary layers were

addressed in the numerical benchmarks provided. The results obtained support the capability of the
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proposed method to effectively achieve the very high-order of convergence, without any additional

requirements, presenting an essentially non-oscillatory behaviour. Nevertheless, the verification of

the method in an industrial representative application of relevant and complex heat transfer was the

ultimate challenge to illustrate the practical benefits. In that regard, the method was applied to address

the thermoplastic sheet extrusion cooling stage, an essential application in the polymer industry. A

strong thermal boundary layer arises due to the temperature shock at the location where the initial

contact between the melted thermoplastic sheet, leaving the extruder, and the chilled roll occurs.

Moreover, due to the typically high extrusion speeds and the low thermal conduction of thermoplastics,

the heat transfer in the problem is predominantly convective, having a high-Pléclet number and giving

rise to sharp boundary layers.

The use of stretched meshes was proposed to reduce the total number of cells in the mesh since

the temperature variations occur mainly along the perpendicular to the extrusion direction, handling

this problem more efficiently. The results obtained prove that the method is capable of achieving the

very high-order of convergence regardless of the employed mesh. However, as anticipated, accuracy

deterioration is observed with increasing mesh aspect ratio. Therefore, there is a trade-off between

accuracy and efficiency, which mainly depends on the application requirements. In the case of the

thermoplastic sheet extrusion cooling stage, the very high-order of convergence method provides

significantly more accurate solutions, when compared with the second-order of convergence method.

On the other side, the latter is also significantly more time-consuming to achieve the same accuracy

level. Indeed, the results prove that higher aspect ratios allow further reducing the computational cost

of the simulations, considering the accuracy requirements of this specific application.

6.1.4 Three-dimensional domains and algorithm optimization

The extension of the proposed method to three-dimensional geometries raises an additional

challenge with respect to the boundary description and the computational effort, when compared

with the two-dimensional case. Indeed, there is a significantly higher computational cost as a direct

consequence of the exponential dependence with the number of dimensions. With this motivation,

several optimized algorithms were derived to improve the efficiency of the proposed method, particularly

in the three-dimensional case, which often requires millions of cells and, thus, very large matrices. The

proposed algorithms consist in successive algebraic simplifications, which avoid repetitive calculations

in each iteration of the iterative method employed to solve the implicit system of linear equations.

Then, these calculations are transferred to a pre-processing stage, improving the overall performance

of the proposed method.

The verification of the proposed algorithms was carried out with computational benchmarks

comprising several test cases in three-dimensional geometries, both with non-trivial curved boundaries

and interfaces. First, the results obtained support the simplicity of the proposed method to handle the

three-dimensional case and also the capability to provide a very high-order of convergence. Moreover,

270



6.2. Future work

the optimized algorithms drastically reduce the computational cost of the proposed method, both in

terms of execution time and memory usage, without accuracy deterioration.

6.2 Future work

The objectives outlined for the present work were properly addressed, which provided valuable

answers in the quest of high-performance simulations for polymer processing applications. The

undertaken research proved that advanced computational methods are a very promising approach to

provide more efficient simulations and more accurate solutions of complex problems, when compared

with the classical counterparts. Indeed, many software companies are turning their attention to having

more modern and sophisticated computational methods in their simulation products, which ultimately

will benefit the industry with more capable and powerful tools.

In practical terms, the present work tackles some of the fundamental, but indispensable,

questions for the development of advanced computational methods towards high-performance

simulations. Nevertheless, there are plenty of other questions that remain open, and future works

should be undertaken, aiming at the application of these methods to solve real context problems in

the polymer processing industry. In that regard, the knowledge acquired in the present work provides

solid foundations and useful guidelines that will be essential for further research on the topic.

Bearing in mind the previous thoughts, future works on the research topic should mainly

concern the extension of the proposed methods to solve the classical models in fluid flow problems.

For instance, the Navier-Stokes equations, widely used to model flow problems in a variety of situations,

can be taken as the next challenge. Indeed, the model already raises many questions concerning the

non-linearity and, for the case of incompressible fluid flows, the divergence-free constraint that should

be considered. Associated with the Navier-Stokes equations, several situations become a challenge by

themselves. For instance, boundary conditions taking into account the effect of the boundary curvature,

interface conditions imposing the thermal exchanges between phases, and extreme boundary layers

arising from high-Péclet number flows. Providing that these methods are still capable of improving

performance in such a scenario, when compared with the classical ones, more complex and realistic

models for the polymer processing context can be considered. For instance, the Cauchy equations with

the appropriate constitutive equations for the polymeric fluid can be addressed, where the rheology

will have an important role. The increased complexity of these models will undoubtedly bring additional

challenges in preserving the accuracy of the approximate solutions and the computational efficiency of

the simulation. The methods will eventually become more specialized to the complex models they are

intended to solve, which requires a particularly significant effort on preserving versatility and simplicity.

The present work represents important steps towards high-performance polymer processing

simulations, but still requires a plethora of developments, for which further research on this topic is

necessary.
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