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RESUMO 

 

Com o objectivo de obter uma multiplicidade de propriedades ópticas e electrónicas específicas, 

podemos produzir nanoestruturas artificiais controlando o seu material, tamanho e forma. Recentemente 

temos assistido à exploração de como a combinação de diferentes tipos destas estruturas podem vir a 

reforçar as suas respectivas caracteristicas. Isto é realizado com o objectivo de uma possivel produção 

de vários materiais a serem usados na próxima geração de dispositivos optoelectrónicos e nanofotónicos.  

Como tal, neste trabalho explorámos como a combinação de materiais bidimensionais, Grafeno e MoS2, 

juntamente com Pontos Quânticos ou Nanoplaquetas permitem criar nanoestruturas artificiais e como 

alteram as suas características. 

Sendo que interacção entre a estrutura e excitações elementares em nanoestruturas semicondutoras e 

orgânicas podem afectar as suas propriedades ópticas lineares e não lineares, explorámos o seu 

acoplamento através de interacções excitão-plasmão ou excitão-excitão. A investigação deste 

acoplamento foi realizada utilizando : espectroscopia Raman, contagem de fotões únicos correlacionada 

com o tempo (TCSPC), espectroscopia de absorção transitória (TA) e  geração de segunda harmónico 

resolvido no tempo (TR2HG) numa tentativa de caracterizar os processos físicos subjacentes e avaliar o 

possível potencial destas estruturas híbridas. 

Além disso, foi realizada uma avaliação de nanofibras biocompatíveis com capacidade de gerar segundo 

harmónico (2HG). Sendo que os resultados obtidos corroboram a nossa proposta de que estas 

nanofibras formadas por moléculas não lineares “push-pull” cristalizadas dentro de uma matriz 

biopolimérica são materiais promissores para aplicações nanofotónicas e possivel recolha de energia.  

Por fim foi realizada uma caracterização do índice de refracção não-linear do Grafeno com uso de uma 

nova abordagem. Através da modulação de fase cruzada através do do efeito óptico Kerr ultra-rápido, 

caracterizamos a resposta não linear de terceira ordem do grafeno. Verificamos que as alterações não 

lineares induzidas no grafeno por um campo forte ultra-rápido podem alterar temporariamente o índice 

de refracção visto por um segundo campo mais fraco, sendo que existe uma forte dependência da 

frequência analisada. Este efeito é prometedor por exemplo para o desenvolvimento de um interruptor 

óptico ultra-rápido baseado no grafeno. 

Palavras-chave: Nanoestruturas; Propriedades Ópticas; Lineares; não-Lineares; Grafeno; Pontos 

Quânticos; Nanofibras.  
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ABSTRACT 

 

Artificial nanostructures can be engineered to obtain a variety of specific optical and electronic properties, 

depending on their material, size and shape. More recently researchers have begun to explore how 

combining different types of these structures might reinforce their respective strengths to attain promising 

materials for the next generation of optoelectronic and nanophotonics devices.  

 

For that, we explored how combining two-dimensional materials, Graphene and MoS2, with Quantums 

Dots (QD) or Nanosplatelets (NP) to create artificial nanostructures might reinforce their respective 

strengths. 

Since it’s known that the interplay between structure and elementary excitations in semiconductor and 

organic nanostructures can affect their linear and nonlinear optical properties we explored the effect of 

coupling them via exciton-plasmon or exciton-exciton interactions. We have probed this coupling using 

Raman spectroscopy, Time-Correlated Single Photon Counting (TCSPC), Ultrafast Transient Absorption 

Spectroscopy (TAS) and Time-Resolved Second Harmonic Generation (TR2HG) in an attempt to 

characterize the underlying physical processes and evaluate the potential technological significance of 

these hybrids structures. 

 

In addition, an evaluation of biocompatible second harmonic generation (2HG) nanofibers was realized 

and the produced results support the proposal that electrospun nanofibers formed by nonlinear push-

pull molecules crystallized inside a biopolymer matrix are promising hybrid functional materials for 

nanophotonics and energy harvesting applications.  

 

Furthermore, a characterization of the nonlinear refractive index of graphene was made with the 

implementation of a new approach. By means of the cross phase modulation via the ultrafast optical 

Kerr effect method, we characterize the third-order nonlinear response of graphene. We find that in 

graphene the nonlinear changes induced by a strong pump ultrashort field can temporally alter the 

refractive index seen by a weaker probe field and observe a strong dependence on frequency. This effect 

hold promise for developing a high-speed all-optical switch based on graphene. 

Keywords: Nanostructures; Optical Properties; Linear; non-Linear; Graphene; Quantum Dots; Second 

harmonic generation; Nanofibers. 
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1.1.  Thesis overview 

 

This thesis explores several ways in which the interplay between structure and elementary excitations 

in semiconductors and organic nanostructures can affect their linear and nonlinear optical properties. 

This work was motivated by the desire to understand and optimize photonic structures of very small 

dimensions, which can then be integrated or can be the platform for interactions with other systems. 

This type of hybrid photonic platform is interesting in several contexts, including quantum 

information, fine control of atomic interactions, and metrology.  

There have been several important recent advances in nanotechnologies that broaden our ability to 

study light-matter interactions. The development of materials science and fabrication techniques 

opened up the possibility to probe and modify nature on a nanometer scale, revealing a whole new 

area of science at the interface of biology, chemistry, quantum physics, and optics.  

One area of interest is the production of nanomaterials that can be used to manipulate light and, 

when possible, be biocompatible. This is of utmost importance since, for example, the optical 

techniques used in medical diagnostics, surgery, and therapy require effective and versatile 

illumination from light sources to target tissues. Although this need is presently being met by glass 

and plastic optical fibers, the latest advent of bio-integrated methods, such as optogenetics and 

implanted devices, requires new waveguides with certain biophysical and biocompatible 

properties.[1] 

Also, the progress in semiconductor materials growth has led to the possibility of studying structures 

of reduced dimensionality such as quantum wells (QWs), quantum wires, quantum dots (QDs), 

graphene, and other emerging two dimensional (2D) materials, such as transition metals 

dichalcogenides (TMDs). Moreover, it opens the way to exploring interactions between them.[2] 

Such new man-made and hybrid materials are interesting by themselves but the interest increases 

when they can be engineered into structures capable of generating or enhancing new light emission 

capabilities (less explored frequency ranges, e.g. the THz one) or even modulating the local electric 

field in a controlled way. Therefore, it is critical to evaluate the optical properties of these materials 

and structures, understand them, and achieve a means to control them, with a view of developing 

systems for specific applications.  

This dissertation describes work exploring the linear and non-linear optical properties of several novel 

materials that include combinations of QDs with 2D materials (graphene and TMDs) and 

biocompatible polymeric fibers. The leitmotiv was to study the interplay between elementary 
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excitations in different semiconductor nanostructures and organic materials, with a  focus on their 

linear and nonlinear optical properties. 

The thesis is divided into three parts, with the first one consisting of these introductory notes 

complemented by a chapter that describes the experimental approaches and materials employed 

throughout this work.  

The second part, also organized in two chapters, is dedicated to the research work that involved 

steady-state optical methods, namely, Raman scattering (Chapter 3) in Cadmium based 

nanocrystals/graphene structures and Second Harmonic Generation (2HG) in polymer-based 

biocompatible materials with enhanced optical properties.  

Finally, the third part, comprised of three additional chapters, describes the research performed 

using time-resolved methods. Chapter 5 describes the energy/charge transfer from the Cadmium 

based QDs to graphene and MoS2. In Chapter 6, we demonstrate the enhancement of weak second-

order nonlinear optical signals via stimulated sum-frequency generation in a pump and probe 

experiment. We used this technique to enhance the Second Harmonic Generation by hybrid systems. 

Chapter 7 presents a versatile method to characterize the signal of the third-order optical nonlinearity 

of graphene using the Kerr effect, which can be a promising tool for the characterization of the optical 

nonlinearity of graphene or other 2D materials. 

 

1.2. Author’s contribution 

 

During the course of the work described in this dissertation, several tasks needed to be addressed. 

The stepping stone was the production of good quality samples and for that several methods were 

used depending on the material required: 

a) Chemical synthesis of QDs and nanoplatelets (NPLs); 

b) Exfoliation and identification of the 2D materials from bulk materials; 

c) Transfer of CVD (Chemical Vapor Deposition) grown 2D materials from growth substrates to 

other supports; 

d) Spin-coating and drop-casting of QDs;  

e) Production of nanofibers. 

 

I carried out all of the above preparation tasks except the synthesis of the NPLs, nanofibers, and 

their fundamental characterization. 
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To study the properties of these materials, several setups needed to be designed and implemented: 

Most are based on techniques reported in the literature and adapted according to our goals and 

technical capabilities.  

 

The two main setups implemented during the course of this Ph.D. project were: 

(i) A second harmonic generation (2HG) microscope capable of obtaining the second harmonic 

response as a function of polarization. 

(ii) A pump-probe microscope, flexible enough to allow the implementation of several different time-

resolved schemes. 

 

During this project, it was possible to achieve a working knowledge of the operation, alignment, and 

maintenance of the femtosecond laser systems, both a Kerr-lens mode-locked oscillator system and 

a regenerative amplifier. On a day to day basis, I was responsible for running these systems. I have 

also acquired practical knowledge in the alignment, calibration, and operation of an optical 

parametric amplifier with a white light continuum seed, the Topas-C. For several experiments, it was 

necessary to use diverse electronic equipment including the boxcar-gated integrator, lock-in 

amplifiers, and a gated photon counter. All of these opportunities combined afforded a hands-on 

working knowledge of these experimental systems and techniques.  

Furthermore, I contributed with the development of the control and pre-analysis software (developed 

in LabView) for the detection systems and also the automatization of several translation-stages and 

rotation-stages for use in the presented and future experiments. Each software was developed with 

a graphical user interface (GUI) to allow for other students/researchers to use it in the future without 

deep knowledge of the equipment of the underlying computer control interfaces. 

Additionally, to analyze the data acquired, I developed several scripts in MatLab to convert the data 

sets and a respective GUI for the deconvolution and presentation of the signals obtained. 

 

1.3. Introduction 

The focus of this thesis lies in the interaction of light with matter; in this context, we explored several 

materials. One of the interesting systems that we explored are colloidal QDs, nearly zero-dimensional 

(0D) objects sometimes called “artificial atoms”. They are excellent absorbers and emitters of 

electromagnetic radiation, however, assemblies of QDs have rather poor carrier-transport properties 
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in comparison with conventional semiconductors. In contrast, 2D materials such as graphene and 

the family of transition metal dichalcogenide monolayers have high carrier mobilities. These materials 

can be coupled to QDs via exciton-plasmon or exciton-exciton interactions. This is the motivation to 

bring these systems together in hybrid 0D/2D structures and investigate their optical properties. 

From a fundamental perspective and also to enable the development of potential applications, it is 

crucial to understand the energy and charge transfer processes in these systems. As an example, 

we explored the case of energy/charge transfer from the Cadmium based QDs, to graphene and 

MoS2. Usually, the modification of the photoluminescence decay rate is observed for QDs when they 

are coupled to graphene or TMD, which is attributed to non-radiative energy transfer. However, the 

question arises if this is limited to incoherent effects through mechanisms such as (irreversible) 

Förster resonant energy transfer (FRET) or possibly radiative transfer for longer distances. If coherent 

processes (i.e. reversible energy transfer between the 0D and 2D parts) occur at room temperature, 

one would expect to be able to manipulate and control such effects on ultrafast time scales, in the 

picosecond or sub-picosecond domain.  

To assess the possibly coherent dynamics in the above-mentioned systems, various optical 

techniques can be used. Some methods probe the dynamics of charge carriers and the formation of 

biexcitons, such as the transient absorption, including state-selective and intraband methods, and 

transient photoluminescence studies. These techniques can determine relaxation dynamics with 

great accuracy. Typically, ultrafast energy transfer dynamics are experimentally measured using 

pump-probe techniques providing an insight into the light-matter interaction at the microscopic scale. 

In the remainder of this introductory chapter, I will briefly describe several key linear and nonlinear 

optical phenomena, to lay the ground for understanding the experimental efforts described in the 

following chapters. 

 

1.4. Light-matter interaction 

 

The expression “light-matter interaction” encompasses several physical phenomena ranging from 

classical to quantum electrodynamics, from black holes and neutron stars to mesoscopic systems, 

and from nanophotonics to subatomic objects. The linear interaction of light with condensed matter 

results in a plethora of phenomena that can be grouped into several categories ranging from: (i) 

reflection by the surface and interfaces of the condensed matter systems; (ii) absorption by the 

materials, (iii) light scattering, which can be elastic, caused by some heterogeneities that exist in the 
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materials [3], or inelastic, Raman or Brillouin scattering, which most commonly involves absorption 

or emission of optical or acoustic phonons, respectively;[4,5] (iv) reemission of part of the energy 

absorbed in the form of electromagnetic radiation, which generally occurs at frequencies other than 

those of the incident light, also known as photoluminescence or fluorescence [6]. In addition to these 

linear effects, there are a vast number of nonlinear optical effects including such processes as sum- 

and difference-frequency generation, Self- and cross-phase modulation, four-wave mixing, and 

harmonic generation. 

 

 

1.4.1. Linear phenomena 

 

The most common processes involving light-matter interaction are linear phenomena taking place 

when the incident light beam has a low intensity. These phenomena give rise to a vast field known 

as Linear Optics that includes the most common optical effects such as reflection, refraction, and 

diffraction. They are in the heart of numerous applications in ordinary optical elements like wave-

plates, lenses, mirrors, diffraction gratings, etc.[7] A linear optical system has the following 

properties: 

a) It obeys the principle of superposition; for example, if a mirror transforms light input A into output 

B, and input C into output D, then an input consisting of A and C together gives an output of B plus 

D;  

b) Changing the input light intensity results in a proportional change in the output light;   

Figure 1.1 The main processes of linear light interaction with solid matter. 

Scattering 

and PL 
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c) If monochromatic light enters a linear optical system, the output will be at the same frequency. 

Example: if the input light has a frequency of 500THz in the red part of the spectrum, the frequency 

of the output light will also be at 500THz.   

However, there are a few processes that are often considered to be linear although the last property 

does not hold. This is the case of spontaneous inelastic scattering, e.g. Raman or Brillouin 

scattering.[8,9] All these properties can be violated under high-power laser illumination and then 

one can observe nonlinear optical effects.[10–13] 

Usually, the dominant processes are those of reflection and absorption, which are considered as 

first-order processes, where one can also include the elastic scattering. Those related to the different 

forms of inelastic scattering may be called second-order processes since they involve certain 

elementary excitations that are created or eliminated in such processes. 

Using the well-known relations of classical optics [3,7], it is possible to relate the characteristics of 

the first-order processes with the parameters of the material. To simplify, let us consider the case of 

normal incidence at a planar surface (1), whose normal is taken as the direction of the z-axis. The 

electromagnetic field within the material, corresponding to a monochromatic incident wave (of 

frequency ) can be written as: 

       
i(kz- t)

0E = E e 
+ c.c.,                 (1.1) 

where the vector 0E


 is the amplitude determined by the incident field amplitude and the boundary 

conditions at the interface (1) in Figure 1.1 and k  is the wavevector. In general, there is also a wave 

reflected at the interface (2) (with the wavevector k ), but for this description, we will focus only 

on the forward propagating waves in the medium. The wavevector inside the solid, k , is related to 

the frequency through the dispersion relation, 

 ˆk n
c


 , (1.2) 

       where n̂  is the complex refractive index of the material, 

     
1/ 2ˆn̂ i     , (1.3) 

with   being the (real) refractive index and κ the extinction coefficient. In Eq. (1.3), ̂  is the 

material’s dielectric function, a complex function of that describes the linear optical properties of 

the material. The extinction coefficient characterizes the dissipation rate of the luminous energy in 

the matter, also known as absorption. 
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In materials with a positive extinction coefficient, the wave intensity will decrease with the distance 

according to: 

    
2 zI ( z ) e    , (1.4) 

         where 

 2 c  , (1.5) 

is the absorption coefficient, which can also be expressed in terms of the dielectric function since 

we have: 

 
2 2 2

ˆImˆRe

ˆ n̂ 2 i



        . (1.6) 

Combining Eq. (1.5) and (1.6) one finds:  

 
ˆIm

c

 



 . (1.7) 

Neglecting the wave reflected brack through the material at the back surface of the sample (and 

therefore possible interference effects), one can obtain the following relations for the transmittance 

(T ) and reflectance ( R ) for a slab of absorbing material (of thickness d ). For normal incidence, 

they are: 

           
2

2 dn̂ 1
R ; T 1 R e

n̂ 1


  


. (1.8) 

 Notice that 1R T   only if 0 . 

 

1.4.1.1. Raman scattering 

 

Spontaneous Raman scattering was first reported by Raman and Krishnan in 1928 [8] using the 

predictions stipulated by Smekal in 1923 [14] employing early quantum theory. This eventually 

led to a new field, Raman spectroscopy. Nowadays there are more than 25 different types of 

known Raman spectroscopy techniques, such as spontaneous and hyper-Raman scattering, 

Fourier-transform Raman scattering, Raman-induced Kerr effect spectroscopy and 

stimulated/coherent Raman scattering.[9]  
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As this large number of associated techniques indicates, Raman spectroscopy has become a 

major tool for the characterization of nanomaterials. Properties such as the number of 

monolayers [15], inter-layer and shear elasticity [16], in-plane anisotropy [17], doping [18], 

disorder [19], thermal conductivity [20], strain and phonon modes [21], can be probed using 

Raman spectroscopy. The material’s fingerprint assessed by Raman spectroscopy is the 

difference between the incident and scattered light frequencies, which usually corresponds to the 

frequency of a vibrational mode characteristic of the specific material under observation. For a 

single molecular vibration mode, the spectral peak related to the Raman scattering often assumes 

a Lorentzian line shape, with a width of typically few cm−1.[9] 

In solids, the quanta associated with the excitation of vibrational modes are called phonons. As 

is usual in wave phenomena, the phonon’s frequency is determined, in a crystalline solid, by the 

phonon wave vector, q . For crystals with more than one atom per unit cell, there are acoustic 

and optical phonons.[22] Only the latter, with different atoms oscillating in counter-phase, 

contribute to the Raman scattering, while acoustic phonons may give rise to the so-called Brillouin 

scattering.[10] This is because the momentum and energy conservation laws dictate that only 

phonons with very small q  can participate in the Raman scattering and optical phonons, contrary 

to the acoustic ones, have finite frequencies as 0q  .    

 

 

 

 

In Raman scattering, a phonon can be either created or destroyed and these two situations are 

named Stokes and anti-Stokes processes, respectively. The frequencies of Stokes and anti-Stokes 

scattered photons are given by 0i  , where i  and 0 are the incident photon and phonon 

Figure 1.2 Vector diagrams for the conservation of the momentum in: left - Stokes scattering, and 

right - anti-Stokes scattering. 
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frequencies. Figure 1.2 represents two vector diagrams for the conservation of the momentum 

in both of these types of inelastic scattering.[23] 

For Stokes scattering, we have: 

  
2 2 2

i S i Sq k k 2k k cos   , (1.9) 

where the incident (I) and scattered (S) photon wavevectors are related to their frequencies as 

follows: 

 i i i S S Sk c , k c    . (1.10) 

Here   is the scattering angle, while i  and s  are the refractive indices of the medium for the 

incident and scattered light. Using Eq. (1.9) and (1.10), we obtain:  

    
22 2 2 2 2

i i S i 0 i S i i 0c q 2 cos              . (1.11) 

This expression relates the phonon frequency, 0 , and the magnitude of its wave vector, q , that 

scatter the incident light of frequency i  through the angle  . For the most common case where 

the refractive indices for the incident and scattered photons are nearly equal, i S    , we 

have: 

    
2 2

2 2

0 i S2

c q
4 sin 2  


   ,                              (1.12) 

Where the signs + and – correspond to the Stokes and anti-Stokes processes, respectively. From 

Eq. (1.12) we can estimate that even in the case of Stokes-type backscattering processes 

( )   the phonon wave vector is of the order of 107 cm−1, very small compared to the Brillouin 

zone size.  

In a real system, usually several phonon modes, called Raman-active, can contribute to the 

scattering and the Raman spectra (scattering intensity versus Raman shift, i S    ) are 

superposition’s of several, sometimes many, peaks of different intensity and different widths.[24] 

Also, not just optical phonons but also other elementary excitations, such as plasmons and 

magnons, may contribute to the Raman scattering.[25] Moreover, hybrid excitations, such as 

polaritons or coupled phonon-plasmon modes may be observed by Raman spectroscopy.[26] In 

this work, we shall consider Raman scattering on such coupled modes resulting from the 

interaction of graphene plasmons with optical phonons confined in semiconductor QDs or NPLs 

attached to graphene.   
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1.4.2. Nonlinear phenomena  

 

Nonlinear Optical Effects (NLO) can be encountered when an intense beam propagates through 

a material. Even in the linear regime, an electromagnetic wave, which propagates through the 

material, disturbs the charged particles of the medium making them oscillate around their 

equilibrium positions. The relative displacement of positively and negatively charged particles 

creates electric dipoles and the dipole moment per unit volume is the induced polarization, P , 

of the medium.[11] 

When the magnitude of the electromagnetic field is small the relative displacement of positively 

and negatively charged particles is proportional to the instantaneous magnitude of the electric 

field1, behaving linearly. When the magnitude of the electric field is increased sufficiently, the 

medium will respond by modifying the electromagnetic field in a nonlinear way.  

Macroscopically, understanding many nonlinear phenomena starts by considering an 

electromagnetic wave propagating in a homogeneous non-magnetic, polarizable medium. Like all 

macroscopic electromagnetic phenomena, Maxwell’s equations represent the starting point: 

                                                 
1 Only in the absence of absorption, if there is absorption, then the material will have a finite response function. 

Figure 1.3 Simplified energy diagram for Stokes-type Raman-scattering process. The scatterer´s 

initial and final states are denoted i and f. The frequency shift, equal to the difference between the 

energies of the initial and final states of the scatterer (divided by Planck’s constant) is called the 

Raman shift. 
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           D    , B 0   .                                (1.15) 

Here E


 and H


 are the electric and magnetic field intensities, D


 and B


 are the corresponding 

inductions, while  and J

 are the densities of the electric charge and current, respectively. In a 

material, the electric displacement field and the magnetic induction field are related to the electric 

and magnetic fields by the following constitutive relations: 

0D E P    ;   0D H M  .           (1.16) 

Here 0  and 0  are the vacuum permittivity and permeability, respectively, P


 is the 

polarization induced by the electric field and M


 is the magnetization induced by the magnetic 

field. The induced polarization is related to the applied electric field by the following relationship: 

 0P E   .                             (1.17) 

The function    defined in Eq. (1.17) is called dielectric susceptibility of the medium; in 

general, it is a tensor. The linear dielectric function introduced in Eq.(1.6) is related to the 

susceptibility as follows: 

   ˆ 1      .                                 (1.18) 

Therefore, the polarization and the electric field are related by the susceptibility  .  If the applied 

field is weak, the material’s response is independent of the electric field amplitude and the 

polarization is directly proportional to it.  

However, if the applied field is sufficiently strong, it can alter the material’s response and the 

susceptibility then becomes a function of the applied electric field strength, causing the 

polarization to vary non-linearly with the local electric field.[13] Since the nonlinear response 

usually manifests itself as a small deviation from a linear response, it is conventional practice to 

make a Taylor expansion of Eq. (1.17), where the expansion terms are associated with successive 

powers of the electric field: 
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( 1 ) ( 2 ) ( 3 )

i 0 ij j ijk j k ijkl j k l

j jk jkl

P ( E E E E E E )        ,     (1.19) 

where 
 n

  is the n-th order optical susceptibility tensor and i, j ,k ,l x, y,z . The first term in 

Eq. (1.19) accounts for the linear effects such as reflection, refraction, birefringence, and single-

photon absorption for low intensities. The other, higher-order terms represent non-linear effects. 

By convention, the non-linear terms may be written in a symbolic form, e.g. 
( 2 )EE  where the 

tensor form of the nonlinear susceptibility is implicit. 

 

1.4.2.1. Second-order processes 

 

The second and higher-order terms in Eq. (1.19), are only consequential at high incident 

intensities. They give rise to processes such as second harmonic generation, self-focusing, 

parametric amplification, self-phase modulation, and multiphoton absorption, among others.[11–

13] In particular, the second-order susceptibility/term is responsible for the second harmonic 

generation, sum- and difference-frequency generation, and optical parametric amplification. 

These second-order nonlinear effects are produced by two waves, which interact to produce a 

third wave. For the process to be efficient, photon momentum and energy need to be conserved. 

The optical fields of these waves are coupled to one another through the second order 

susceptibility allowing for the exchange of energy among the interacting fields. In centrosymmetric 

crystals, this second order susceptibility is identically zero, except at the boundaries, meaning 

that second-order nonlinear processes are usually only observable in materials that lack inversion 

symmetry. 

The simplest second order processes are sum and difference frequency generation that consists 

of two waves of frequencies 1 and 2 interacting nonlinearly to produce a wave with third 

frequency 3. In terms of the nonlinear polarization these processes are written as: 

              ( 2 )

3 0 3 1 2 1 2P( ) ; , E( )E( )          .                   (1.20) 

In Eq. (1.20) we have 3 1 2     for sum-frequency generation, while for difference-

frequency generation 3 1 2     or 3 1 2     .
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Another possible second order process is parametric amplification associated with difference-

frequency generation. This describes the coupled growth of two waves in the presence of a third 

strong wave. 

If a strong wave with a frequency 
1 co-propagates in a nonlinear medium with a second weaker 

wave of frequency 
2 ,  energy from the stronger can be transferred to the weaker beam as well 

as to a third beam with frequency 3  also known as the idler by using difference frequency 

generation.  

For parametric amplification to take place, a phase-matching condition needs to be satisfied, that 

relates the propagation vectors of the fields according to: 

3 1 2k k k k 0     .                        (1.21) 

Here 3k


, 2k


 and 1k


 are the propagation vectors of the pump, signal, and idler respectively. 

Since the refractive index inside the nonlinear material depends on the wavelength, the direction 

of propagation, and the polarization of the waves, it is often possible to use birefringence to 

compensate dispersion effects by angle tuning the nonlinear medium to fulfill these conditions. 

Another distinct second order process occurs when the sum of two initial waves of the same 

frequency occur, 1 2    , giving rise to a third wave of the frequency 

3 2      . This is known as second harmonic generation and was first 

demonstrated by Franken et al. through the generation of light at twice the frequency of incident 

Rubi laser by a quartz crystal.[27]  

 

 

 

Figure 1.4 Examples of second order nonlinear processes, sum frequency generation (a) and 

parametric amplification (b). 
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This process can be described as follows: 

        

 

 

3 1

3 3 1
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3 1 1

P ; , E ;

I P ; , I

 

  

    

   



 
.                     (1.22) 

In chapter 4, I will describe the use of second harmonic generation, to characterize the second 

order optical response of organic crystals embedded in a polymeric fiber matrix. Second 

harmonic generation can also be used as a means to probe a variety of second order processes 

in different materials and systems.  

Shortly after the invention of the ruby laser in 1960 [28], the initial results in nonlinear optics 

concentrated on bulk generation of second harmonic light by inorganic crystals initiated by 

Franken et al.[27]. However, there quickly followed an immediate interest in the development of 

several techniques ranging from the electric field induced second harmonic generation (EFISH) 

[29] to the surface-enhanced 2HG [30]. Because of its high interface [31] or/and surface [32] 

sensitivity, it is tempting to use 2HG as a technique to probe several ultrafast processes. 

Currently, 2HG is often used to investigate surface properties, for example, their charge, 

electronic state density, adsorption, orientation, and symmetry.[33] A prime example is the 

characterization of excited state dynamics in semiconductor monolayers where the focus lies in 

the dynamics of the charge transfer.[34] 

In this work, a femtosecond laser system has been used to probe the nonlinear optical properties 

of two completely different material systems, one to improve the characteristics of the material 

and the other to understand the fundamental interactions between two materials. Using the 2HG 

as a steady-state spectroscopic probe experiment on electro-spun fibers doped with organic 

molecules was carried out, characterizing the effective second order nonlinear susceptibilities by 

measuring the fiber’s second harmonic response as a function of the polarization of the incident 

and generated second-harmonic waves. 

The other approach was to use the 2HG in a time-resolved pump-probe experiment to 

characterize the interaction between the 0D and 2D materials. This has been done using the 

femtosecond capabilities of the laser setup on several low-dimensional materials and their 

hybrids, probing the dynamics of the optically induced excitations. 
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1.4.2.2. Third-order processes 

 

As seen from Eq. (1.19), if the second order processes are forbidden (or weak), higher-order 

nonlinearities come into play. When the 
)3(  term is involved, we have third order nonlinear 

effects. This term is responsible for several novel effects such as the third harmonic generation, 

optical Kerr effect, four-wave mixing, stimulated Raman scattering and stimulated Brillouin 

scattering.[11–13] Put simply, the 
)3(  tensor couples together up to four different frequency 

components, three incident fields interacting to produce a polarization at a fourth possibly 

different frequency: 

                        ( 3 )

4 0 4 1 2 3 1 2 3P( ) ; , , E( )E( )E( )          .          (1.23) 

If we have a lossless (transparent) medium, the elements of the susceptibility tensor are all real. 

In this situation, the primary nonlinear optical effects are the generation of new frequency 

components, the intensity-dependent refractive index change, the Kerr effect, and a variety of 

four-wave mixing processes including self-diffraction. If absorption is present, the imaginary part 

of the tensor can describe both Raman and Brillouin scattering as well as two-photon absorption. 

The Kerr effect describes an intensity-dependent change in the refractive index. This can be seen 

by viewing the nonlinear response as an effective modification of the linear response:  

   2 2( 1 ) ( 3 )3
0 eff4

P E E E E E      
 

  .      (1.24) 

This is essentially a modification of the refractive index by a factor that varies linearly with the 

incident intensity: 

L 2 L 2

eff

W
n(I) n n I n n

A
    ,           (1.25) 

    

( 3 )
2 ( 1 )

L 2 2

0 L

3
n 1 ; n

4 c n





   ,           (1.26) 

where 
Ln  is the linear refractive index of the material, 

2n  is the Kerr coefficient, the nonlinear 

part of the material´s dielectric response, I  is the light intensity, W  is the power of the signal, 

and effA  is the effective beam area.[35] 
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For a continuous wave light or laser pulses of duration of the order of microseconds, the thermal 

response of the material often dominates, so the heating of the material causes the density 

change and a negative refractive index change. If we use ultra-short pulses, on the order of 

picoseconds or shorter, the excitation is too short for thermal effects to play a significant role and 

we only have the electronic and molecular response of the material, with the electronic response 

usually dominating. Under these conditions for most materials, the refractive index change is 

positive. 

This change of refractive index induced by the intense optical electric field perturbs the 

propagation of the pulse itself. The temporally and spatially varying intensity produces a time-

varying refractive index profile in the medium. Consequently, different parts of the pulse undergo 

different phase shifts, with the leading edge suffering a temporally positive phase gradient, and 

the trailing edge a temporally negative in the case of a positive Kerr index. This phenomenon is 

known as self-phase modulation.[35,36] 

Consequently, the instantaneous frequency of the pulse will vary, that is the pulse develops a 

frequency chirp. Under the right conditions, this can lead to the appearance of new frequencies. 

For positive Kerr materials, the rising edge experiences a shift towards the lower frequency and 

the trailing edge experiences a shift towards the higher frequency, as seen in Figure 1.5. Since 

this effect depends heavily on the signal intensity, self-phase modulation has a more pronounced 

effect on high-intensity signal pulses. Depending on the sign this temporal phase chirp can either 

enhance or counteract the inherent material dispersion. The first case leads to temporally 

broadened pulses, while the second case, if the effect is strong enough, can lead to pulse 

compression. [38] Under very specific conditions the self-phase modulation can exactly balance 

the material dispersion creating conditions for soliton propagation. [37].  

 

Figure 1.5 Illustration of self-phase modulation in a positive Kerr medium. 
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Usually, self-phase modulation is considered to lead to a deterioration of the pulses due to the 

associated frequency chirp and also due to the modulation instability enhancement of the noise. 

On the positive side, this modulation instability can be used to produce ultrashort pulses at high 

repetition rates. This can be used for fast optical switching [38] and also for the formation of 

dispersion managed optical solitons [37]. It also paves ways to other applications such as 

chirped-pulse amplification [39] or passive mode-locking [40]. 

The intensity dependence of the refractive index can also lead to another nonlinear phenomenon 

known as cross-phase modulation when two different incoming electromagnetic fields propagate 

in the sample, in our case a strong pump pulse and a weak probe pulse. The cross-phase 

modulation is always accompanied by self-phase modulation and occurs because the nonlinear 

refractive index seen by an optical beam, A, depends not only on its intensity but also on the 

intensity of the other co-propagating beam, B,[41]: 

    
2 2

A L 2 A Bn ( I ) n n ( E 2 E )   .                      (1.27) 

The factor 2 in the Eq. (1.27) indicates that the cross-phase modulation is twice as effective as 

the self-phase modulation. This allows the pump to modify not only its spectrum but also the 

spectrum of the probe. Consequently, cross-phase modulation converts temporal variations in 

one beam into temporal phase fluctuations in the other co-propagating beam. The result of this 

may be an asymmetric spectral broadening and distortion of the pulse shape.[41] 

If the sample is transparent, regarding both one and two-photon absorption, no net energy is 

transferred into or out of the sample or either beam. However, cross-phase modulation can be 

simply detected by spectrally deposing the beam using for example a grating spectrometer with 

sufficient resolution.  

As for self-phase modulation, it is possible to take advantage of the cross-phase modulation effect 

and use it for nonlinear pulse compression [42], passive mode-locking [43], ultrafast optical 

switching [44], or pulse characterization [45,46], if one can overcome the amplitude and timing 

jitter that it produces. 

In chapter seven, we describe a potentially novel application of cross-phase modulation to 

characterize the dispersion of the third-order susceptibility of low dimensional materials such as 

graphene. 
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1.5. Materials and nanostructures of this study 

 

As already mentioned above, the experiments in this work were performed on several kinds of 

materials, both natural and man-made, ranging from organic molecules and polymers to 0D 

colloidal nanocrystals (QDs), semiconductor NPLs, graphene, 2D materials of the TMD family 

and also hybrid systems (0D/2D nanostructures). The essential features of these materials and 

nanostructures are briefly described in this section. 

 

1.5.1. QDs 

 

Semiconductor QDs, often referred to as "artificial atoms", have discrete energy levels that can 

be tuned by changing the QD size and shape. Although historically the term “quantum dot” was 

introduced for small devices obtained by applying the lithography techniques to structures with 

2D electron gas to achieve electrostatic confinement of the electrons in the remaining two 

dimensions [47], nowadays QDs are just nanometer-sized crystalline pieces of semiconductor 

material and can be divided into two types, (1) epitaxial grown self-assembled dots and (2) 

colloidal semiconductor nanocrystals coated with a layer of organic or inorganic passivation 

ligands. The dimensions are small enough to display quantum mechanical confinement 

properties. The existence of discrete confinement induced states in QDs has been proven by high 

spectrally and spatially resolved photoluminescence (PL) studies.[48,49] These discrete states 

can be understood as the result of quantum confinement of “free” electrons and holes that can 

exist in the conduction (CB) and valence (VB) band, respectively, of a bulk crystalline 

semiconductor as schematically shown in Figure. 1.6.    

Colloidal QDs, which have been used in this study, are nearly spherical in shape, with good 

crystalline quality and high light-emission efficiency. The number of atoms per nanoparticle can 

vary from a few hundred to tens of thousands arranged in a crystal lattice. The QDs consist of an 

inorganic semiconductor core, the photo-active constituent, on which are anchored organic 

molecules, the surface ligands whose function is to stabilize nanoparticles and prevent their 

aggregation using special techniques, the size of the NC core can be controlled with good 

precision (+/- 5-10%).[50,51] The light-emission properties of colloidal semiconductor NCs can 

be further improved by using a core-shell structure composed of two nearly lattice-matched 

semiconductor materials where the shell usually has a larger band-gap (e.g. CdSe/ZnS 
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heterostructure). In this case, the photo-active core is covered with a semiconductor shell, mostly 

to protect it from degradation and improve its photophysical properties by eliminating electronic 

traps in the core’s surface.[50,52] 

 

Colloidal QDs are especially interesting because of their well-controllable size-dependent optical 

properties. This size dependence is caused by the quantum confinement effect and enables one 

to tune the wavelength of emission and absorption. The smaller the QD, the larger the energy 

gap between the lowest CB state and the highest VB state.  In the so-called strong confinement 

regime where the QD radius is smaller than the exciton Bohr radius of the underlying 

semiconductor crystal, exaR  , the kinetic energy of the electron and hole caused by 

confinement is larger than the Coulomb energy of their interaction (for instance, nm6.5exa  

for CdSe). In this situation, assuming infinite barriers and simple parabolic bands, the QD 

effective band-gap energy, i.e. the separation between the states )CB(1s  and )VB(1s , can be 

expressed as: 

          

2 2
QD

g g 2

e h

1 1
E ( R ) E

2R m m

  
   

 
,                       (1.28) 

Figure 1. 6 Colloidal semiconductor NC coated with a layer of organic or inorganic 

passivation ligands and simplified scheme of electron and hole energy levels in such a 

colloidal QD. These levels are labelled, similar to atomic states, by the “spherical” quantum 

numbers n and l, the latter being represented by a letter; for instance, the ground states is 1s 

with n=1 and l=0. 
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where )( he mm  is the electron (hole) effective mass and gE  is the bandgap energy of the 

underlying bulk material.[53] Taking into account the Coulomb interaction, the QD exciton ground 

state energy is given by:  

         

2
QD QD

ex g

0 s

e
E ( R ) E ( R ) 1.76

4 R 
  ,           (1.29) 

where e  is the magnitude of the electron’s charge and s  is the static dielectric constant of the 

QD material. 

A more elaborate calculation that takes into account the VB degeneracy characteristic of the most 

typical semiconductors (i.e. light hole and heavy hole sub-bands), finite barriers, and the effective 

masses’ discontinuity at the NC’s surface leads to a less steep increase of )(REQD

g  as 0R

, as seen in Figure 1.7.[54] The energies of other possible electronic states also depend on R  

and this gives rise to the size-dependent absorption and emission spectra of QDs.  

 

Upon irradiation with the proper wavelength, the electron is excited to a certain quantized state 

in the conduction band, leaving a hole in the valence band. Subsequently, the electron relaxes 

towards the lowest energy state )CB(1s  and so does the hole, going up in energy to reach the 

highest unoccupied (by electron) VB state. Then they recombine by emitting a photon. Relaxation 

from the excited electron states occurs extremely fast, with characteristic times in the 

subpicosecond range [51], even though the precise mechanism of this relaxation remains a 

matter of some controversy [55]. Therefore, PL emission primarily takes place owing to the 

Figure 1.7 Comparison between experimental and theoretical results for CdSe/TOPO QDs relation 

of QDs radius with its band gap [49]. 



INTRODUCTION 

22 
 

recombination of the QD exciton in its ground state, Eq. (1.28), and the emission wavelength is 

roughly independent of the excitation wavelength.  

It is necessary to bear in mind that both emission and absorption spectra are influenced by the 

size distribution of QDs. As mentioned above, emission line of a single QD is almost as thin as 

the atomic emission lines [48,49], while emission of a QD ensemble, even with a nominally 

monodisperse QD size, the width at half maximum of the PL spectra varies usually from about 

20 to 40 nm.[50,51] In general, a relatively narrow Gaussian peak is expected in the ensemble 

emission spectrum.  

The absorption spectra of QDs are usually spread over a range of wavelengths from the ultraviolet 

to visible depending on the size of the nanocrystal because, contrary to emission, many states 

contribute to the light absorption. Unless the QD ensemble has a broad size dispersion, there is 

a well-defined absorption band in the spectrum, corresponding to the exciton ground state energy. 

The emission peak is always red-shifted relative to the maximum of this absorption band and this 

Stokes shift may be rather large in QD ensembles (see Figure 3.6 in Chapter 3), where it is 

caused mainly by the size dispersion, with the emission coming mostly from the largest dots in 

the ensemble. However, even in an individual QD, there is a (smaller) Stokes shift, which is 

caused by a fine structure of the exciton ground state. It was shown for CdSe QDs that this state 

is split by a combination of the exchange electron-hole interaction and the crystal field action 

(CdSe is a hexagonal crystal), into a group of (higher energy) bright states and another group of 

(lower energy) “dark” states.[56] The latter are not completely dark and the PL emission occurs 

from these substates and the intrinsic Stokes shift is 20-30 meV.        

Due to point defects inside the crystal and dangling bonds on its surface, some additional states 

(called traps) may be present within the bandgap of a semiconductor. It also happens with 

nanocrystals. Deep traps may give rise to a secondary peak in the emission spectrum of 

nanocrystal QDs. Interestingly, apart from these shortcomings, the possibility of a narrow 

emission band and broad excitation range makes QDs a very attractive tool, for example, for 

multiplexing imaging using a single excitation source.[57] 

One of the most popular methods of synthesis of nanocrystal QDs is the decomposition of 

organometallic precursors that allows for the synthesis of semiconductor CdSe, CdS, and CdTe 

nanocrystals in a colloidal solution. With this type of synthesis, a nanocrystal size dispersion of 

less than 5% can be obtained. It should be noted that the process raises some environmental 

problems and safety hazards.[52] For avoiding these concerns, one of the popular approaches 
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is the use of a reverse micellar approach where two immiscible liquids, polar water and a 

nonpolar long-chain alkane, are mixed and stirred to form an emulsion.[58]  At a high 

concentration of organic solvent and a small amount of water in the presence of a surfactant, it 

is possible to observe the development of reverse micellar phases. In this phase, the water is 

protected by the hydrophobic continuous phase a monolayer of surfactant forming a core that 

can be used as a nanoreactor. Mixing micellar solutions containing several precursors leads to a 

continuous exchange of reactants due to dynamic collisions arising from the Brownian motion of 

the reverse micelles resulting in the desired nanocrystals, the QDs. 

 

1.5.2. Nanoplatelets 

 

Further development of the colloidal chemistry techniques allowed for the fabrication of new 

objects, called NPLs, which are intermediate between the QDs and 2D materials. With a precisely 

controlled and small number of atomic layers in one direction, NPLs have lateral dimensions of 

tens or hundreds of nanometers in the other two directions. They are usually made of II-VI 

semiconductors (CdSe or CdTe) and there is no quantum confinement in the lateral directions, 

so sometimes NPLs are called “colloidal quantum wells” (QWs). The advantages of these colloidal 

QWs include precise control over the number of monolayers in the z-direction, and consequently, 

narrow optical absorption lines, also a very high emission intensity compared to QDs.[59] 

Due to the extended lateral dimensions of colloidal NPLs larger than the exciton Bohr radius,  

these  NPLs exhibit quantum confinement effect only along the smaller dimension.   

 

Figure 1.8 Model of a colloidal CdSe quantum well structure or NPL, where quantum confinement 

takes place in the [001] direction, left. Interband transition energy versus the potential well width.The 

inset shows the thickness dependence of the exciton binding energy calculated as a difference between 

the excitonic absorption and the band-to-band transition energies, right.[58] 
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Therefore, the electronic band structure solely depends on that dimension.  With their quasi 2D 

nanocrystal structure, NPLs show a unique electronic structure and their optical properties are 

consequently different from the spherical shaped  QDs. Sharp excitonic transitions in the 

absorption spectra corresponding to the electron heavy-hole (lower energy)  and light-hole (higher 

energy) transitions are observed. For example in the case of 4.5 monolayer (ML) thickness CdSe 

NPLs, the heavy-hole and light-hole transitions are observed at approximately 512 and 480 nm, 

respectively (Figure 1.9-blue line). 

Theoretical calculations and experimental works have already shown that, in the case of CdSe, 

large shifts, tens of nanometers, are observed in the luminescence spectra when the thickness 

is changed by just one atomic layer.[60,61] 

Since their thickness can be well controlled by the synthesis and purification procedures, it is 

possible to obtain some well-defined distribution of populations as seen in Figure 1.9. The 

thickness is 0.9, 1.2, and 1.5 nm, and the lateral extension usually ranges from tens to hundreds 

of nanometers. 

Additionally, these CdSe NPLs exhibit almost zero Stokes shifted emission behavior with the 

narrowest full width at half maximum (FWHM) value of approximately 30meV when compared to 

the ~70meV of the QDs.[61] These narrower emission observed in colloidal NPLs can be fitted 

with a Lorentzian rather than a Gaussian function, as used in the QDs, which indicates the 

suppression of inhomogeneous broadening.[62] 

 

 

 

 

When the thickness of the CdSe NPLs decreases down to the sub-nanometer scale (3.5 MLs for 

example), surface defects may lead to intensive surface emission with a broad band appearing 

Figure 1.9 Absorption and photoluminescence spectra of 3.5, 4.5 and 5.5 ML thickness CdSe 

NPLs. 
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at higher wavelengths, which is due to radiative recombination through surface-emission 

centers.[63,64] 

With the strong quantum and dielectric confinement effects, colloidal NPLs have increased 

oscillator strength, leading to the observation of an enhancement of the absorption cross-section 

[61,65,66]  one order of magnitude larger than the QDs [67] at the same emission wavelengths. 

For two-photon absorption, the same trend was found.[68,69] Another advantage is that their 

possible Auger recombination process is suppressed due to strict momentum conservation 

constraints, becoming more difficult in these higher dimensional systems.[70] 

For the production of systems that can rival their analogues, QDs, NPLs can be used in the next 

generation optoelectronics, especially for low threshold lasing [68,71] and high-performance 

LEDs [72,73]. 

 

1.5.3. Graphene 

 

Graphene is a single atom thick, two-dimensional sheet of carbon atoms, and its 2D nature gives 

rise to some interesting mechanical, electronic, and chemical properties.[74] These include a 

high intrinsic charge carrier mobility of 2.5∙105 cm2V-1s-1 at room temperature, a Young’s modulus 

of around 1 TPa yielding second-order and third-order elastic stiffness of 340 N/m and 690 N/m, 

respectively, a high thermal conductivity of ≈ 4∙103 W/(m.K), and a high transparency (97.7%) 

throughout the visible spectrum.[74–76] 

Graphene has a honeycomb hexagonal lattice of carbon atoms with their s2 , xp2 , and yp2  

orbitals hybridized in a way that each carbon atom is bonded to its three nearest neighbors and 

are symmetrically distributed in the molecular plane at angles of 120◦ forming three σ-bonds. 

The remaining zp2  orbital is perpendicular to the lattice and overlaps with other atoms’ zp2  

orbitals, forming a 𝜋 bond. These 𝜋 electrons govern the electronic transport, being delocalized 

throughout the crystal.[77] Also due to the high carbon-carbon bond energy of 4.9 eV, graphene 

is chemically stable under a variety of conditions.[78] 

The electronic band structure of graphene can be determined using a tight-binding approximation 

applied to the 2D honeycomb lattice.[79] The conduction band and the valence band touch each 

other in six points at the border of the 1-st Brillouin zone, which are called K points. The electron 

dispersion relation near any of the K points is linear, kvE F , where 
Fv  is the Fermi velocity 
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and k  is the wavevector relative to the nearest K point. Therefore, electrons and holes in graphene 

behave as Dirac-type fermions with zero effective mass. The electron (or hole) concentration in 

graphene can be controlled by so-called “electrostatic doping” or “gating” if the layer is inserted 

into a field-effect transistor (FET) structure. Thus, both d.c. and high-frequency conductivity and, 

consequently, the optical transparency of graphene can be controlled via changing its Fermi level 

by external gating.[80]  

Thus, graphene is a very thin and transparent conductor with adjustable conductivity. Owing to 

this, it supports surface plasmons, more precisely, surface-plasmon-polaritons, which are 

evanescent electromagnetic waves that accompany electron density oscillations in graphene 

(known as Drude plasmons).[81]  

 

The interest in these types of waves is due to the fact that they have a wavelength smaller than 

the incident light, leading to localization of energy in the plasmon modes, with the evanescent 

field decaying rapidly with the distance from the graphene sheet. This is the cause of the large 

field enhancements which in turn leads to huge enhancement of interaction strengths with other 

entities, e.g. adsorbed molecules. Compared to the traditional plasmonic materials, the noble 

metals, plasmonic losses are low in graphene. These properties promise (and already yield!) 

application in sensors, surface-enhanced Raman scattering, light absorbers and optoelectronic 

devices working in the THz spectral range, and even plasmonic circuitry.[82] This is the domain 

of Graphene Plasmonics, a broad and still growing field of research and technology.[63-66] In 

Figure 1.10 Honeycomb lattice structure of graphene, a superposition of two triangular lattices. The 

sites of each triangular lattice define carbon atoms of type A and B (left). The reciprocal lattice is also 

a triangular lattice with the 1-st Brillouin zone shown in the middle.  The right panel is a schematic 

representation of low energy band structure exhibiting zero energy gap at the Dirac point. While for 

neutral graphene the Fermi level is in the Dirac point, 'red' and 'green' Fermi levels correspond to p 

and n-doped material, respectively. 
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Chapter 3 we shall return to graphene plasmons, in the context of their interaction with QD 

phonons. 

Concerning the nonlinear optical properties of graphene, the 2D honeycomb lattice is 

centrosymmetric and, therefore, it is expected that 0)2(   for homogeneous graphene. 

However, when supported on the surface of a glass substrate, graphene loses its inversion 

symmetry along the surface normal, so, oblique-incident light may create second-order effects. It 

has been predicted that monolayer graphene may have a strong Kerr nonlinearity [83], 

considerably larger than many nonlinear bulk materials, which can be explained by the linear 

(Dirac-type) dispersion relation of the charge carriers. Several nonlinear optical effects have been 

predicted for graphene, such as soliton formation [84] and optical bistability [85], in the THz 

frequency range and physically related to the Drude plasmons in graphene. Interesting nonlinear 

physics may also take place in the infrared spectral range due to interband transitions that are 

possible above the twice the Fermi energy, 
FE2 , and 

)3(  of graphene has a resonance at 

FE2  [86] In the range of wavelengths of the order of 1 μm, a strong non-linear response 

of monolayer and few-layer graphene was observed by four-wave mixing, with 
2215)3( /Vm10

[87], and also by optical third-harmonic generation, with the signal exceeding that from bulk glass 

by more than two orders of magnitude [88]. The optical Kerr effect in graphene was measured 

using different experimental techniques but the results of these measurements, presented in 

terms of the effective nonlinear refractive index 
2n  of graphene, are rather contradictory. Not 

only does the absolute value of the measured 
2n  differ by up to 3 orders of magnitude in different 

papers, but consensus has not yet been reached even regarding the sign of 
2n .[86]  We shall 

return to this point in Chapter 7. 

Concerning the material’s fabrication, there are two major strategies to obtain graphene, top-

down and bottom-up.[75,89] In top-down methods, graphene sheets are exfoliated from graphite. 

The most common method is the micromechanical cleavage technique, also known as the 

Scotch-tape method.[90] This consists in isolating the carbon sheets of graphite with an adhesive 

tape. From a fundamental standpoint, the process is exceptionally simple. The starting point is a 

bulk crystal consisting of millions of layers of 2D crystals stacked on top of each other. This bulk 

crystal is placed on a piece of tape and by sticking the tape together and peeling it apart 

repeatedly, the sheets will be cleaved from one another until there are just a few stacked layers. 

This piece of tape is then set on a substrate and removed, and as there is no bond between the 
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sheets, a monolayer or few layer will hopefully be deposited on the substrate. The main problems 

associated with this method are the random positions of the deposited graphene together with 

the small flake size of the obtained graphene, on the order of around 20 μm. Other top down 

methods have also been developed that involve sonication [91] or even microwaves [92]. 

For the “bottom-up” methods surface science provides new strategies to grow graphene using 

for example epitaxial growth by thermal decomposition of SiC [93] or chemical vapor deposition 

(CVD) growth [94]. This method of obtaining graphene yields several advantages over the 

mechanical exfoliation method. The main ones being the possibility to grow graphene on large 

surface areas and the possibility of controlling the growth process. One of the possible 

shortcomings of CVD graphene, substantial for certain applications, is the presence of 

defects.[95] 

 

1.5.4. TMDs 

 

Transition metal dichalcogenides (TMDs) belong to the family of materials of the formula MX2, 

where M is a transition metal of group IV (Ti, Zr, Hf...), group V (V, Nb, or Ta) or group VI (Mo, 

W....), and X is a chalcogen (S, Se or Te). These materials include insulators (HfS2) 

semiconductors (MoS2, WS2, etc.) and metals (NbS2).[96,97] The material used in this work, 

molybdenum disulfide, MoS2, is a layered crystalline semiconductor with strong light absorption, 

so it can be applied to photoluminescence, photovoltaic, and photocatalytic research.[97] The 

optical properties of MoS2 also show potential for various nonlinear responses, such as optical 

limiting [98], saturable absorption [99], two-photon absorption [100], multi-photon absorption 

[101] and second [102] and third harmonic generation [103]. Both linear and nonlinear optical 

properties of TMDs depend strongly on the number of atomic layers in the material; here we will 

focus on the “monolayer” form (see Figure 1.11).    

Figure 1.11 MX2 “monolayer” crystal example, where M is a transition metal atom and X 

is a chalcogenide atom. 
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TMD structures consist of two-dimensional X-M-X sheets, stacked along the c axis. An interesting 

feature of monolayer MoS2 is that it has two distinct phases, a metallic octahedral 1T and a 

semiconducting, trigonal prismatic 2H, the latter being of major interest. In such a structure, the 

metal atom is in a prismatic trigonal position (Figure. 1.11), sandwiched between two chalcogen 

planes, linked to six chalcogen atoms by covalent bonds. The adjacent planes of two sheets 

contain only chalcogenes, which leads to the formation of weak Van der Waals bonds, that allow 

for an easy cleavage.[104] 

Unlike graphene, monolayer MoS2 is non-centrosymmetric material and also has a non-zero direct 

bandgap, which is attributed to the involvement of d-electron orbitals. Similar to graphene, 

interesting physics takes place at the K points of the Brillouin zone where the direct bandgap 

occurs, excitons are formed and the most important optical transitions take place there.  

Owing to their 2D nature, excitons are very robust in this material, with the binding energy EB ≈ 

0.3 – 0.5 eV.[105] The spin-orbit interaction splits the valence band into two subbands that differ 

by the spin orientation, which is “up” for A (B) exciton in K ( K ) point. This alternating order of 

exciton spins in adjacent K  and K  points (see Figure 1.12) is called spin-valley correlation and 

it enables an efficient valley and spin control by optical helicity.[106] This band structure is 

responsible for luminescence related to the excitons A and B at 1.85 eV (670 nm) and 1.98 eV 

(627 nm), respectively, with reasonably good efficiencies.[107]  

TMDs can be incorporated into microcavities, where coupled modes called exciton-polaritons are 

formed [108], with the possibility of achieving the strong coupling regime and polariton lasing. 

Figure 1.12 Band structure (left) and reflectance spectrum of a MoS2 monolayer showing various 

excitonic peaks (middle). The A and B excitons exist because of the spin-orbit splitting of the valence 

band. The energies of the higher A exciton states do not follow the 2D hydrogen model (right).[104] 

 



INTRODUCTION 

30 
 

The reasonably high mobility of charge carriers in TMD layers also allows for their application in 

field-effect transistors [85] and photodetectors [109].    

Like in the case of graphene, there are similar bottom-up and top-down approaches to obtaining 

monolayers of MoS2. Unfortunately, the micromechanical cleavage, the scotch tape method, gives 

samples smaller than the those typically obtained for graphene, limited to around 10 um, but still 

usable for some purposes, namely our ultrafast spectroscopic studies. Via chemical processes, 

it is possible to obtain MoS2 monolayers crystals of approximately 100 um in size but still far from 

approaching a continuous layer as is possible for graphene.[110] 

 

1.6. Photo-carrier dynamics in semiconductor nanostructures 

 

The photo-induced carrier dynamics in semiconductors nanostructures taking place in the vicinity 

of other materials is one of the topics studied in this thesis. Several processes are expected to 

happen when these nanostructures and materials interact with an electromagnetic field. In most 

cases, the light-matter interaction involves electronic transitions2, which, for crystalline solids, can 

be divided into two categories, (i) intraband and (ii) interband ones. Transitions (i) require the 

participation of a third particle (usually a phonon) to occur because without which it is impossible 

to satisfy the requirements of energy and linear momentum conservation. Such transitions 

underlie, for instance, the Drude plasmons in graphene. In semiconductors, materials with a non-

zero bandgap energy ( gE ), absorption of a photon with an energy gE  creates an electron-

hole pair, which is an example of an interband transition (ii). If the electron in the conduction 

band and the hole in the valence band are linked by Coulomb interaction, a photo-induced exciton 

is generated. Strictly speaking, the term “exciton” applies to a bound electron-hole state and it is 

common to distinguish Frenkel and Wannier-Mott excitons [111]. The former is a tightly bound 

exciton, characteristic of molecular systems. The latter is characteristic of conventional (3D) 

semiconductors and can be rather well described by the Hydrogen atom model, with an effective 

Bohr radius, exa , much larger than the lattice constant. The 2D semiconductors of the TMD family 

are an intermediate case in this sense, with nm1exa . In QDs, in the strong confinement regime 

                                                 
2 Processes of direct interaction of light with polar optical phonons take place in the far-infrared spectral range 

and were not studied in this thesis.  
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discussed in Sec. 1.5.1, an electron-hole pair is confined by the QD “walls” rather than by the 

Coulomb interaction, so the exciton effect is just a relatively small correction to the carriers’ 

energy, Eq. (1.29). For clarity, we shall often call an exciton any electron-hole pair, even if it is 

not quite linked by the Coulomb interaction. The processes of photocarrier dynamics range from 

the generation, dissociation, and recombination of the exciton, transport of the exciton as a whole 

or just one of its members (charge transfer), and the recombination.[112] In this section, we 

shall overview the essential features of these processes.  

 

1.6.1. Radiative and non-radiative recombination  

 

When the incoming photon’s energy is greater than the bandgap, the energy can be absorbed to 

excite an electron from the valence band into the conduction band. The excited electron then 

relaxes to the bottom of the conduction band, usually through interactions with phonons. The 

same happens to the hole, and usually this process is relatively fast, with the characteristic times 

of the order of 1 ps, even in QDs. As mentioned above, such an electron-hole pair may be called 

an exciton, whether or not they are bound by their Coulomb interaction. There are three main 

exciton recombination mechanisms, schematically shown in Figure. 1.13. 

The most universal process taking place in either direct or indirect bandgap semiconductors is 

the Shockley-Read-Hall [113,114] or trap-assisted recombination where an electron in the 

conduction band falls into a localized energy state in the forbidden band, created by a lattice 

defect or an impurity, and becomes “trapped”. It “waits” there until a valence band hole 

approaches it (in real space) and recombines with it. The released energy is dissipated into heat. 

 

Figure 1.13 Schematic diagram of exciton recombination: (a) Shockley-Read-Hall recombination 

via traps, (b) radiative recombination, (c) Auger process. 
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The second process represented in Figure 1.13 is the radiative recombination described first by 

O.V. Losev [115]. This is a kind of spontaneous emission, with a photon taking the energy 

released from the exciton recombination. As with atomic systems, when many photons are 

present around, for instance, if the semiconductor (nanostructure) is placed in a microcavity, the 

radiative recombination can be stimulated and this can give rise to coupled modes called exciton-

polaritons as mention in 1.5.2. However, in the most common situation, the photon is just 

emitted irreversibly and the exciton ceases to exist. Such a spontaneous emission process is the 

opposite of the interband absorption and both can be described by the same (linear) 

susceptibility. Considering, the specific case of a spherical QD of radius R , the susceptibility 

can be modeled as [116]: 

                

2 2 2

cv n n

n n n n n

4 d C ( R ) C ( R )
( ,R )

3V E ( R ) i E ( R ) i
 

   

  
  

     
 ,

               (1.30) 

where the sum runs over all the confined exciton states with energies nE  ( 00 E  denotes 

exciton vacuum), n  is the homogeneous broadening owing to the finite lifetime of the exciton 

state, cvd  is the transition dipole moment matrix element between the valence and conduction 

bands of the underlying bulk material, V  is the QD volume and 

 ( n )

n n ex e hC g r ,r dr   with ng  and  he

n

ex rr ,)(  denoting the degeneracy factor and 

the wavefunction of the corresponding exciton states with er  and hr  being the electron and hole 

radius-vectors. In the first approximation, the latter is just a product of the envelope functions of 

the confined electron and hole. The imaginary part of the two terms in (1.29) describes the 

absorption and emission, respectively.   

In the last process shown in Figure 1.13, Auger recombination [117] occurs when the exciton 

energy is transfer to a third charge carrier, which is excited to a higher energy state, a process 

well-known in poly-electronic atoms. In a crystal, the third particle can be a CB electron or a VB 

hole. Afterward, this third carrier usually dissipates its excess energy into heat by gradually losing 

its energy to phonons. Auger recombination is important in strong excitation regimes. 
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1.6.2. Energy and charge transfer processes  

 

So far, we have only considered an isolated exciton state. However, in real systems, for instance, 

in an ensemble of nanocrystals, an exciton (and also a lone carrier) can jump to another, spatially 

separated state belonging to the same or a distinct material or nanostructure, for instance, a 

neighboring QD. Such a transfer can occur by several mechanisms, which are depicted in Figure 

1.14: (i) charge transfer (CT) via electron hopping (ii) Dexter energy transfer (DET) [118], (iii) 

radiative energy transfer (RET); and (iv) non-radiative Förster’s resonance energy transfer (FRET) 

[119]. 

 

The CT mechanism involves the separation of the exciton into an electron and a hole in the 

“donor” site and subsequent extraction of at least one of the charge carriers by the other 

nanostructure, the “acceptor”. The transfer occurs via the quantum-mechanical tunneling and 

the probability decreases exponentially with the donor-acceptor distance.  

The DET process occurs as an exchange of two electrons between an excited donor and an 

acceptor in the ground state, Figure 1.14(b). Effectively, the whole exciton disappears and no net 

charge is transferred. For this to happen, there must be a suitable wavefunction overlap between 

the donor and acceptor, as in the case of lone carrier tunneling (CT). Typically, it requires that 

the separation between the nanostructures be less than 1nm. 

Figure 1.14 Possible energy transfer mechanisms in a system of two QDs. (a) Charge transfer; (b) 

Dexter energy transfer; (c) Radiative energy transfer; (d) FRET process. 
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The mechanisms (iii) and (iv) are two limiting cases of the same process based on the 

electromagnetic interaction between two transient dipoles corresponding to the excitonic 

transitions in the donor and acceptor QDs (or molecules, as originally proposed by Förster [119]). 

In a simplified way, it can be viewed as exciton recombination in the donor QD by the emission 

of a photon, with the acceptor subsequently absorbing this photon, Figure 1.14(c). For this, there 

must be a resonance between the involved states in the donor and acceptor QDs. The difference 

between RET and FRET is just the distance between the two particles involved, the acceptor is 

located in either far-field (for RET) or near-field (for FRET) zone of the dipole emission of the donor 

so that the photon is not actually emitted in the latter case as the donor-acceptor distance is 

much smaller than the characteristic wavelength of the involved electromagnetic radiation,

exEc 2 , where exE  is the exciton energy. A unified theory of RET/FRET, based on the 

Quantum Electrodynamics of the dipole-dipole interaction, has been developed.[120] In the 

limiting case of FRET, the transfer rate (i.e. the transition probability per unit time) is given by 

Fermi’s golden rule: 

    
2FRET

D A dd f i

f i

2
W f |V | i ( E ,E )


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where  
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is the interaction potential between the donor and acceptor transition dipoles, Dd


 and Ad


, in a 

homogeneous medium with the dielectric constant  , the indices i and f  indicate the initial and 

final exciton states (with the sum over the final states and a thermodynamic average over the 

initial ones), and the Lorentzian function 
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describes the resonance between the initial and final states, broadened due to a variety of natural 

reasons. As can be seen from (1.30), the transition rate is inversely proportional to the sixth 

power of the donor-acceptor distance, so it is commonly written in the form 
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where W0=const and 0R  is a parameter with the dimension of length, called the Förster radius, 

which depends on the superposition of the absorption and emission spectra of the donor and 

acceptor. Typically, it is of the order of a few nanometers. The FRET mechanism is effective only 

if the acceptor is located within a distance of the order of 0R  from the donor. 

FRET, as a mechanism of dipole-dipole near field interaction between two exciton states, one 

occupied and the other empty, can be generalized to other systems, for instance, a QD located 

in the vicinity of a 2D material. It depends on the dimensions of the two components, which 

affects the rates scaling with distance, and the electronic properties of the acceptor system. We 

shall return to this point in Chapter 5.  
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2.1. Introduction 

 

The physical sciences are essentially experimental and to explore any given problem, a good 

experimental design is needed with a set of techniques that can support the underlying 

objectives. The use of the absorption and emission of electromagnetic radiation by matter has 

long been used as a stepping stone for several approaches to probe the internal structure and 

properties of matter.[1–3] A key experimental tool for these spectroscopic studies has been the 

development of short pulse, tunable lasers [4,5] which has led to the development of a powerful 

set of techniques [6] for probing and characterizing electronic and structural properties of 

materials.  By using flexible and tunable light sources we can have a  wide spectral selectivity as 

well as cover a wide range of temporal scales.  This ability allows researchers to characterize in 

detail dynamic photo physical material processes from the microsecond to the femtosecond 

scale.  

An overview of the systems and experimental methods used in this thesis work are presented in 

this chapter, together with a general description of the accompanying instrument control software 

that was developed. 

However, having a shiny laser and a full set of experimental methods without anything to explore 

is not very productive. So to avoid this situation, several systems were produced. In the last part 

of this chapter, the procedures employed to obtain the samples used in this work are described 

in detail. 

 

2.2.  Light Sources 

2.2.1. Laser System Oscillator 

 

A laser amplifies light through the process of stimulated emission. Usually, laser systems have 

an oscillator constituted by a pair of mirrors enclosing the desired gain medium pumped to 

obtain a high population inversion for the stimulated emission, creating a laser cavity. One of the 

mirrors, the output coupler, will have a finite transmission to allow for the extraction of the light 

circulating in the laser cavity. Energy is needed for the process and is injected into the gain 

medium using a pump. In the first step, there’s a production of spontaneous emission photons 

in the system, which then will be reflected back into the gain medium by the laser cavity mirrors. 

These photons will then lead to stimulated emission, which produces more coherent photons, 
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and then the process will repeat going around the cavity and the gain medium resulting in a 

powerful and stable coherent beam. In a continuous wave laser, a small fraction of this beam is 

allowed to exit through the output coupler and, in the steady-state, the overall laser cavity losses 

are balanced by the gain due to stimulated emission.[7] 

The base laser system used in our laboratory is a femtosecond Ti:Sapphire, Coherent Mira 900-

f, laser oscillator pumped by a frequency-doubled CW Neodymium-laser, Coherent Verdi 5W, 

which generated femtosecond pulses from 700 nm to 1000 nm as needed. This femtosecond 

oscillator in normal operating conditions produces 10nJ pulses with a duration of approximately 

100fs and a bandwidth of 12nm at a constant repetition rate of 76 MHz.  

These short pulses were generated by a process called Kerr lens mode-locking [8], to force the 

different cavity modes to oscillate in phase with each other. This causes the modes to interfere 

constructively to form a single and intense short pulse at a repetition rate equal to the round trip 

time of the oscillator laser cavity. The greater the number of modes oscillating together at a fixed 

phase, the shorter the pulse duration.[9]  

While the cavity can in principle support an extremely large number of modes, the modes that 

can be amplified will depend on the spectral profile of the gain medium used and the ability to 

control the dispersion of the cavity modes that oscillate at slightly different frequencies. This 

number can range from only 2 to 3 modes for a He:Ne laser, up to tens of thousands for a 

titanium doped sapphire (Ti3
+:Al2O3) laser system with pulse durations of order 10 fs. 

To synchronize the phase of the circulating laser modes some sort of modulation is introduced 

into the cavity. Active mode-locking based on periodic losses introduced via an active electro-

optic device such as a Pockels cell or an acousto-optic modulator can be used to produce pulses 

with durations in the range of nanoseconds down to tens of picoseconds, but not shorter due to 

the finite electronic responses of the driving circuity. Passive mode-locking techniques rely on an 

intrinsic modulation of the optical properties of a component of the laser cavity. Two main 

techniques are used, that of saturable absorption where the transmission of an element quickly 

switches from low to high when intense incident light saturates the transition and Kerr lens mode-

locking in which intense light alters the local refractive index. The Mira oscillator as seen in Figure 

2.1 [10] uses Kerr lens mode-locking in the gain medium. Basically, when a sufficiently intense 

light beam passes through the gain medium, the third-order susceptibility provokes a temporary 

increase in the medium’s refractive index proportional to the incident light’s intensity. Since the 

beam has a higher intensity on-axis this provokes a positive lens that focuses the beam 
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downstream.  By placing a narrow aperture at the point where the Kerr lens makes the beam 

the smallest, intense pulses will experience lower losses and be favored over the lower intensity 

continuous wave oscillation. This leads to an intense pulse train with a repetition rate of c/2L, 

2L being the round trip cavity length.[11] 

To initiate this process an initial perturbation is required which is usually achieved by vibrating 

one of the cavity optics. This perturbation will provoke a random increase in the light circulating 

in the cavity initiating the Kerr lens self-focusing mechanism. An intra-cavity Brewster prism pair 

is used to compensate for the positive dispersion induced by the gain medium and the 

birefringent tuner.  In the end, we obtain pulses with a full-width half-maximum (FWHM) duration 

of approximately 100fs coupled out at a high repetition rate of 76 MHz   

 

 

 

2.2.2. Second and third harmonic generation 

 

Second (2HG) and third harmonic generation (3HG) are two of the most straightforward and 

frequently used nonlinear optical processes to obtain laser pulses at shorter wavelengths. 

Our oscillator laser being a Ti:Sapphire system is tunable, from 700 nm to around 1000 nm 

which also gives a small degree of tunability in 2HG pulses or even in 3HG pulses if needed using 

nonlinear crystals. The second harmonic pulses of the Mira beam were generated in a Type I 

Figure 2.1 Schematic of the Oscillator Laser. L-Focusing lens; M- Mirror; P- Brewster prism; Ti:Al2O3 - 

Ti:Sapphire Crystal; OC- Output coupler; BRF- Birefringent plate.[10] 
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lithium triborate (LBO) crystal with 2.5mm of thickness cut so the optical axis makes an angle of 

  =31.2 to the normal. Typically only a part of the oscillator pulse is selected to be doubled, 

either by using a beam splitter or a pulse picker to reduce the repetition rate. LBO was selected 

because of its high damage threshold and a 20% conversion efficiency.[12] 

For generating the third harmonic, a collinear geometry setup is used. The 2HG pulse is mixed 

with the remaining fundamental pulse beam in a third harmonic beta barium borate (BBO) crystal 

also Type I with 2.5mm of thickness and   =44º.  

   2 , 2 3          .             (2.1) 

The produced 2HG pulse has a small delay in time and is orthogonally polarized to the 

fundamental beam pulse. Since we use a type I crystal to obtain the production of the nonlinear 

effect we use a dual wave plate to rotate only the polarization of the 2HG beam pulse by 90 

degrees, so the fundamental beam and second harmonic beams have the same polarization. 

Before rotating the polarization, a calcite crystal time-plate is used to compensate for the different 

group velocities of the two beams. This is possible due to the calcite crystal being a negative 

uniaxial material. This produces a delay to the ordinary beam relative to the extraordinary beam, 

with the delay being adjustable by tilting the crystal angle. The total conversion efficiency of the 

third harmonic generation is around 8% of the incident fundamental beam’s power. 

 

2.2.3.  The Regenerative Amplifier 

 

Amplification of ultrafast pulses without damage to the optics generally requires a significant 

reduction in peak pulse intensities to prevent optical damage and nonlinear effects during the 

process. This is accomplished by temporally broadening ultrafast pulses, stretching them, to the 

hundreds of picoseconds range before the amplification process and subsequently narrowing 

the pulses, compressing them, back to the ultrafast timescale after amplification. To amplify the 

pulses emitted by the Mira oscillator we used a Legend system that employs a grating based 

stretcher and compressor. The amplification occurred in a Ti:Sapphire laser cavity which is 

pumped by a nanosecond Q-switched Nd:YLF laser Evo Model laser running at a 1 kHz repetition 

rate.  

The amplification of a laser pulse is performed similarly to the way they are initially generated in 

the oscillator. The seed pulse, at 794 nm, is propagated through the gain medium with a high 
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population inversion and the stimulated emission will provoke an increase in the energy of the 

pulse. But there’s a problem since very intense pulses will undergo self-focusing, and as we 

increase the energy of the pulse through the amplification, this focusing effect will increase, 

eventually to the point where we exceed the damage threshold of the amplifying crystal or other 

materials in the system, mirrors, etc. 

To avoid this problem we use the method of chirped pulse amplification (CPA) which was first 

demonstrated by Strickland et al.[13]  and is the key technology that has allowed researchers to 

push these systems towards ultra-high-energy fields. This method is based on the controllable 

dispersion that can be generated using a complementary set of grating pairs. The initial part uses 

this controllable dispersion to cause a strong frequency chirp.  In a typical stretcher configuration, 

two gratings and a telescope are used to stretch the pulse from roughly 100fs to several hundreds 

of picoseconds with a proportionally lower peak intensity, Figure 2.2. 

 

 

This stretched pulse is then sent to a Pockels cell, which selects one of the oscillator pulses to 

arrive close to the moment the gain is highest in the Ti:Sapphire amplifier. This chosen stretched 

pulse is then coupled into the regenerative cavity containing the amplifying medium and since it 

is stretched in time it can be significantly amplified in energy without reaching intensity levels at 

which nonlinear effects or damage become a problem.  Typically 18 to 20 passes are needed to 

extract the maximum energy from the amplifier leading to pulses with an energy of roughly 4 mJ 

(having started with pule energies of approximately 5 nJ from the oscillator). A regenerative cavity 

is used instead of a multipass scheme where the passes through the amplifying medium are 

separated geometrically. This results in a better spatial profile and pointing stability of the beam, 

but does introduce extra dispersion due to the passage of the beam through the intra-cavity 

Pockels cells and quarter waveplate multiple times.  

Figure 2.2 Schematic representation of a stretcher. 
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After the desired number of passes, the output pulse is switched out of the cavity using a second 

Pockels cell. This scheme allows one to adjust the number of passes as desired to ensure that 

the maximum gain is extracted. After the amplification, we obtain pulses with roughly 4mJ energy 

several hundreds of picoseconds in duration. In the final step, the pulse is sent to a compressor, 

Figure 2.3. This uses a reversed stretcher geometry to allow the compression of the pulse close 

to its original timescale. The main difference between the compressor and the stretcher is the 

existence of telescope added between the gratings in the stretcher to invert the sign of the 

dispersion from negative to positive. Typically we obtain pulses with a FWHM duration of around 

110 fs.  

 

 

2.2.4.  Topas 

 

An optical parametric amplifier (OPA) more exactly the Light Conversion TOPAS-C, was the option 

used to generate different wavelengths required for several experiments when we worked at a 

low repetition rate of 1 kHz.  The 794 nm output from the regenerative amplifier laser system, 

was divided into two parts using a beam splitter, and one of them was used to pump the OPA. 

In the OPA, this high-intensity laser pulse is converted via a series of nonlinear interactions into 

a high-intensity optical field whose frequency and bandwidth can be controlled with phase 

matching and temporal delay schemes. 

In the OPA the input beam is separated again in two separate beams in a ~9:1 ratio using a 

beam sampler. The beam with 10% of energy is then divided again at a second beam splitter and 

part is used as a pre-pump and other to seed a super-continuum in a sapphire plate. This super-

continuum is used to provide, a broadband seed, a range of frequencies that can be mixed with 

Figure 2.3 Schematic representation of a compressor. 
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the pre-pump pulse to produce a third pulse through parametric down-conversion. The seed, a 

super-continuum pulse is temporally stretched by chirping with a ZnSe crystal and spatially 

delayed relative to the remaining fundamental so the red wavelengths are preceded by the blue 

wavelengths and the duration of the pulse is several times that of the pre-pump duration. This 

temporal dispersion means that the pre-pump will only overlap with a small portion of the super-

continuum seed, the “signal” when they are superposed in a nonlinear crystal. The consequence 

is that only specific frequency components will interact, allowing for tunable difference-frequency 

generation to create an “idler” and amplify the signal via parametric amplification. An LBO crystal, 

type II is used for the nonlinear medium angle tuned so the light waves of different frequencies 

undergo a nonlinear interaction in the nonlinear crystal,   generating a  third wave to conserve 

energy and momentum, the so-called phase-matching condition.   

    pump signal idler pump signal idler, k k k       .      (2.2) 

This allows one to amplify the “signal” exponentially as the beams pass through the crystal.  By 

convention,  the higher frequency light is called the signal and the lower frequency is called the 

idler, Figure 2.4. 

A delay stage between the pre-pump and super-continuum controls the temporal overlap between 

the wavelengths and can be adjusted to select the wavelength of amplification. The phase-

matching condition will vary depending on which portion of the bandwidth of the continuum is 

being amplified. As the crystal is birefringent, phase matching and optimization of the bandwidth 

can be achieved by rotating the nonlinear crystal. Since the nonlinear crystal is cut for a type II 

interaction, pre-pump and super-continuum must be orthogonally polarized and the nonlinear 

crystal’s strong birefringence allows one to angle tune the respective refractive indices to achieve 

phase matching. 

 
Figure 2.4 Stimulated emission of signal photons from a virtual level excited by the pump photons and 

creation of the idler. 
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Due to differences in the group index of refraction of the pre-pump and super-continuum 

wavelengths, the two pulses will experience temporal walk off as they go through the nonlinear 

crystal. This has the effect of limiting the effective length of the nonlinear crystal and consequently 

the amount of gain that can be attained in this first stage. To further amplify the signal beam or 

idler beam, a second stage of amplification is used, where again the optical parametric generation 

method is employed in a second nonlinear crystal, using the 90% of energy remaining in the 

original pump beam.  The pulses again must be overlapped in space and time but here a  collinear 

arrangement is used to reduce spatial chirp across the beam. This provides a better spatial profile 

for later stages in the system. To further expand the tunability of this system, external frequency 

mixers allow one to generate sum, difference, and harmonics of the pump and signal or idler 

beams to obtain a continuous coverage of the spectra from the ultraviolet to the near-infrared.  

The idler can also be used to perform intra-pulse difference-frequency generation, to generate 

light in the Terahertz region of the spectrum. Theoretically, we can produce any wavelength 

between 230 nm and 20,000 nm, but practically we stop at 3000 nm. The experimentally 

obtained tuning curves are shown in Figure 2.5.  The pulses generated bu the Topas-C have a 

minimal additional temporal broadening, around 5 % even when optimally compressed. 

 

 

 

Figure 2.5 Obtained tuning curves for TOPAS-C pumped at 794nm.SHId- Frequency doubling Idler; 

SHSi- Frequency doubling Signal; SFId-Sum frequency generation when mixing pump and idler; SFId-

Sum frequency generation when mixing pump and signal; SHSHSi- Frequency doubling of the SHSi. 
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2.2.5. White Light Continuum Generation -WLC 

 

The generation of white-light continuum (WLC) pulses that are stable in both spatial and spectral 

domains was necessary for the transient absorption experiments. This light was used for probing, 

or to excite samples at a specific wavelength.  

Depending on the experiment undertaken, we used WLC generated from the laser oscillator 

coupled to a photonic fiber at 76 MHz or some of the output of the regenerative amplifier at 1 

kHz focused onto a sapphire plate. Typically, the most stable single-filament WLC pulses were 

generated when the spatial profile of the seed beam pulse was smoother and the temporal 

duration of the pulses was as short as possible. 

For the high repetition rate system the pulses from the oscillator laser, with 12 nm FHWM around 

794 nm, and a temporal duration of 100 femtoseconds were used at a repetition rate of 76 MHz. 

An average power of 60 mW (roughly 800pJ/pulse)  of this beam was launched into a photonic 

crystal fiber (Thorlabs NL-PM-750, 1.6 μm mode diameter, with a zero-dispersion wavelength at 

750 nm) through a 20 times microscope objective with a numerical aperture of 0.35.   

These fibers are comprised of a solid glass high index core embedded in an air-filled cladding 

structure where several air holes are arranged in a hexagonal pattern that runs along the length 

of the fiber creating a  hybrid air-silica material with a refractive index lower than the core. By 

controlling the ratio of the hole size and space between them,  the dispersion properties of the 

fiber can be tailored. While the lowest possible zero-dispersion wavelength in conventional fused 

silica fibers is around 1300 nm and limited by the material dispersion,  photonic crystal fibers 

can have zero-dispersion wavelength as low ~650  nm.  This allows for pumping in the 

anomalous dispersion regime using light sources in the  ~800  nm range such as our mode-

locked Ti:Sapphire laser. 

The fiber length used was of 90 cm for practical reasons, since this was found to be more than 

enough to obtain a wide spectrum stretching below 500nm.  A three-dimensional fiber positioning 

stage is used to simplify this alignment procedure. Under these conditions, it was possible to 

obtain WLC generation ranging from 450 nm to almost 800nm, see Figure 2.6. 

 

 

 

Figure 2.6 Dispersed white light continuum generated by the photonic crystal fiber. 
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For the low repetition rate system we have higher pulse energies and several transparent 

materials like sapphire, Al2O3, and calcium fluoride, CaF2, show sufficient self-phase modulation 

as a third-order response to an intense light field allowing for WLC generation. The refractive 

index of the medium is changed by the high intensity of the beam pulse, the optical Kerr effect, 

and then, the instantaneous frequency is altered by self-phase modulation, leading to a spectrally 

broadened output pulse.  

As the induced frequency change depends upon the nonlinear refractive index temporal variation, 

it is also dependent upon the pulse intensity variation in time. Accordingly, the frequency at the 

front of the pulse is red-shifted, stokes shifted, while the blue-shifted or anti-stokes shifted, travels 

at the back of the pulse. So, different wavelength components in the pulse arrive at different times 

at the sample. The effect of this chirp is that the relative delay between the pump pulses and the 

different wavelength components of the white light spectrum will vary depending on the amount 

of chirp induced. 

Sapphire is well suited for producing a super-continuum since it has a high laser-induced damage 

threshold, is optically transparent from the UV to the near IR, and produces a continuum from 

around 400 nm to 1000 nm. 

For obtaining the supercontinuum we used a 100 mm focal length lens to focus the beam into 

the sapphire plate to increase the power density and therefore going over the threshold for critical 

self-focusing to allow the super-continuum generation, Figure 2.7. The white light is then collected 

by a microscope objective, 10x, in a variable z-axis stage to collimate the beam and modify its 

coupling into the sample microscope if necessary. 

The spatial profile and the power density of the WLC beam were controlled with an adjustable 

iris. The beam clipping provides a simple but effective spatially filtering which smoothed the WLC 

beam profile while also providing an additional adjustment of the beam power density and 

avoiding multiple filamentation. 

Figure 2.7 White light continuum generated by the sapphire plate, CCD image (left) and spectral data of 

our window of observation (right). 
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2.3. Laser Beam characterization 

 

Perhaps one of the simplest characterizations of a laser beam is to specify its average power. 

This can be determined using a power meter and knowing the repetition rate of the laser it is 

then trivial to calculate the average energy per pulse. For further evaluation, it is possible to obtain 

spatial beam profile measurements by simply focusing the beam onto a charge-coupled device 

to obtain both intensity profile information from the pixel value and the size of the focus from the 

number of CCD pixels illuminated while knowing the pixel dimensions. Before exposing the CCD 

camera, the laser beam will need to be attenuated by several orders of magnitude using for 

example a neutral density filter to avoid damaging the detector and care must be taken to avoid 

thermal effect provoked by excessive absorption in the filters. “Wincam” is one of the commercial 

solutions which include software that will automatically calculate parameters such as FWHM and 

1/e2 profile sizes for the beam. The spectrum can be easily measured using a commercial 

spectrometer. So we can routinely obtain the average power, the transverse spatial profile, and 

the spatial FWHM. 

Things start to get complicated when we want to characterize temporal characteristics on a 

picosecond or shorter scale since conventional detectors and electronics are typically limited to 

a bandwidth of at most 100s of GHz. The solution to this problem is to use the pulse itself to 

resolve its temporal behaviour. There are several approaches,  but the most regularly used 

methods are the intensity and interferometric autocorrelation, frequency-resolved optical gating 

(FROG), and the spectral phase interferometry for direct electric-field reconstruction, (SPIDER). 

The intensity autocorrelation and FROG are the ones routinely used in our lab. 

Intensity autocorrelation is the simplest way of measuring a laser pulse. It is obtained by splitting 

the pulse into two noncollinear beams using a beamsplitter and then overlapping them both 

spatially and temporally in a nonlinear crystal, in our case one that generates SHG. In essence,  

we gate the pulse with itself. Then we measure the average power of the second harmonic 

generated as a function of the path length difference between the two beams using a motorized 

delay stage placed in one arm to obtain the autocorrelation signal:  

     ( ) ( ) ( )acI I t I t dt                                   (2.3) 

Where I(t) is the intensity of a pulse at time t and I(t +τ ) is this pulse shifted by a time delay, τ. 

between the two beams. The pulse duration is then found by multiplying the autocorrelation signal 
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width by a deconvolution factor that depends on the pulse shape that is assumed. For a Gaussian 

shape, which is roughly valid for output of the regenerative amplifier, this factor is 1/ (2)sqrt   ≈ 

0.71 and for a sech2 (more appropriate for the oscillator)  pulse it is ≈0.65. 

Another option is using the same geometry but with the addition of a spectrometer to spectrally 

resolve the obtained nonlinear signal, the FROG scheme. So with this concept, we obtain 

measurements discriminated in both time and frequency simultaneously. The FROG scheme was 

first demonstrated by Trebino et al. and since that time a large number of derivative techniques 

have been developed, like the cross/correlation FROG,  the third harmonic generation, the 

polarization gating, etc. Using the SHG nonlinear crystal in the FROG scheme causes an 

ambiguity in the trace due to the symmetry of the SHG process, but this can be resolved by 

simply introducing a known dispersion onto the beam. The main advantage of second harmonic 

based FROG is that we can work with weaker signals than if we use a higher-order nonlinear 

process.  

The FROG device concept is described using the Eq. (2.4) , where E is the electric field. 

 

2
i t

2HGS ( , ) E( t )E( t )e dt      . (2.4) 

After obtaining the so-called  FROG trace as shown in Figure. 2.8. (a), next page, we need to 

extract the complex-valued electric field from it.  This is a 2-D case of the phase-retrieval problem 

so we use one of several algorithms functions to retrieve the complex electric field. The retrieval 

algorithm functions by first guessing an electric field E for the pulse, and calculating theoretical 

FROG trace for that field. This trace is then compared to the experimental trace, producing a 

matrix of the error function between the two traces. This error function is then used to adjust the 

initial guess of the electric field. By going through multiple iterations of this algorithm the two 

FROG traces should finally converge to the true electric field. One of the big advantages of this 

scheme is that it has an intrinsic error checking, as the algorithm can easily check to see if the 

pulse shape is physically possible. 

Finally, by constructing a Mach-Zehnder interferometer in which one of the beams suffers one 

addition reflection in comparison with the other beam upon superposition at the output so that 

the spatial profiles of the two beams are flipped along an axis perpendicular to the plane of the 

extra reflection. By placing a second harmonic crystal in the superposed beam one can ascertain 
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the amount of wavefront-tilt in the ultrafast pulse along the direction in which the two spatial 

profiles were flipped.  

 

 

 

2.4. Time domain  

2.4.1. Time-Correlated Single Photon Counting - TCSPC 

 

Time-resolved emission decay measurements are important for characterizing materials as they 

provide information on the dynamics of the probed system.  For example, the measured lifetime 

decays can be related to how carriers relax or to characterize radiative and non-radiative 

processes. To obtain the photoluminescence decay times we used the Time-Correlated Single 

Photon Counting (TCSPC) [14] technique.  The use of femtosecond lasers alongside fast 

multichannel plate detectors  (MCP)  and constant fraction amplifiers and discriminators  (CFDs)  

allows the measurement of lifetimes down to a few picoseconds. 

TCSPC  is a  digital counting technique that relies upon the detection of single photons which 

are time-correlated to a reference signal produced by the excitation beam pulse.  

Usually, the excitation light pulse is divided such that a photodiode is triggered at the same time 

as the sample is excited. It is as if a stopwatch is started at this moment. When the first photon 

on our window of observation is detected by a multichannel plate photomultiplier, MCP, the 

Figure 2.8 FROG trace of the 794 nm pulses (A). The measured (B) and retrieved trace (C). The 

electric field intensity and phase as a function of time (D) and of wavelength (E). 
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stopwatch is stopped. Basically, the TCSPC technique represents a start-stop technique. So the 

time delay τ   between the excitation pulse and single detected fluorescent photon from the 

emitter, for example, is converted by a time-to-amplitude converter, TAC, to an output voltage 

signal. Then the Analog-to-Digital Converter, ADC, is used to resolve the signal from TAC into 

thousands of time channels and write into the corresponding address of memory. Then it just 

records the photons and their arrival time relative to the initial signal and builds a histogram of 

photon arrival times, as seen in Figure 2.9.  

 

This experiment is replicated several times and a histogram of occurrence of each time delay is 

constructed and due to the probability of detecting a photon at a particular time is proportional 

to the fluorescence intensity our measurement yields the decay of the PL intensity versus time.   

The experimental curves obtained are the result of a convolution between the fluorescence decay 

and the instrument response function (IRF). The IRF is obtained at the excitation wavelength via 

a scattering sample which has an instantaneous time response. It indicates the shape of the 

excitation pulse seen by the detector and therefore provides a clean signal of its electronic 

characteristics, as well as the influence of the optical components located in the path of the 

pulse/beam. Additionally, for short lifetime decays, the IRF plays a major role, in the treatment 

of the data deconvolution, and, to estimate the lifetimes. The drawback of this technique is that 

it cannot resolve extremely fast processes, below several picoseconds, since its time resolution 

is limited by the electronic response of the detector and associated electronics.[14,15] 

Figure 2.9 Principle of TCSPC. Here TAC represents a time-to-amplitude converter and the ADC is an 

analog to digital converter. 
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The setup used was first implemented during the course of my Master’s thesis and is depicted 

in Cesar Bernardo et al.[16], Figure 2.10. 

 

For excitation, we used several light sources originating from the laser oscillator, for example by 

doubling the frequency of the oscillator beam or using a narrow band selected from the white 

light continuum generated in the photonic fiber. Depending on the desired spatial resolution, the 

laser beam was focused by a lens or a long working length microscope objective to a fixed 

position while the sample is moved through the focused laser beam by an x-y stage. This allows 

for measurements of large areas without spatial or temporal distortion. For the highest resolution 

imaging a 100X Mitutoyo Plan Infinity- Corrected Long WD Objective was mounted to a P.I 

Instrumente P-721 PIFOC® Piezo Flexure Objective Scanner that allows one to obtain focused 

spots sizes on the order of 1 micrometer. 

Figure 2.10 The Fluorescence Lifetime Imaging Microscope consisting of a Ti:Sapphire mode-locked 

laser tunable between λ=700–1000 nm and a pulse-picker and a second harmonic generator as 

excitation source. Fluorescence intensity images can be taken by using a CCD camera and the 

fluorescence spectra are collected by a 0.3 m monochromator with a CCD detector. [16] 
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A single-photon detection Micro-channel plate photomultiplier (MCP), model Hamamatsu 

R3809U-51 with a temporal resolution of 20 ps was used for detecting the incoming photons. 

The wavelength selection was achieved by a computer-controlled double monochromator 

(Spectral Products CM-110) or by appropriate filters. The signals were collected by a Time-

Correlated Single Photon Counting board (Becker&Hickl SPC-150) with a pulse jitter of a few 

picoseconds. 

The overall time resolution is determined by using a scattering sample and taking the IRF. When 

the system is optimized, the overall time-resolution is around 22 ps. For single-point 

measurements or solution measurements, the decay signal is deconvoluted by this IRF. For 

evaluating images, an approximate IRF is provided for each individual point by calculating the 

first derivative of the rising part of the experimental kinetics and used for deconvolution. 

The sample is mounted on an x-y stage which moves it through the laser beam. This stage is 

operated by two micro translation DC motors (PI instruments M112.1DG) with a minimum step 

size of 50 nm and a scanning range of 25x25 mm. 

To produce the lifetime image, the card uses three TTL input channels, which indicate the start 

of a new measurement, a new line, and a new frame, respectively. This was originally designed 

to be employed with a commercial Laser Scanning Microscope which emits the corresponding 

TTL signals to communicate the position of the laser beam. We took advantage of this scheme 

and the TTL for line return and the frame are generated by software through the motor control 

card. However, to provide the necessary precision for individual points within a line, the 

respective TTL is generated by a timer card (National Instruments NI PCI-6221). 

 

2.4.2.  Pump and Probe  

 

To improve the time resolution of transient decay measurements, it is possible to take another 

approach where we measure light with light.[17] One common means is the implementation of 

pump & probe experiments [18]  like the ones described within this work that utilize the ultrafast 

pulses to overcome the limitations. In a simple example, it is possible to pump a system into an 

excited state and subsequently probe the system with another ultrafast pulse at a delayed time. 

The time resolution of this ultrafast pump & probe experiments depends on the duration of both 

of the ultrafast pulses used to pump & probe as well as the resolution of the time delay generated 

between the pump and probe pulses.  
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In the simplest case, the pump & probe experiments are one color experiments, where we pump 

and probe at the same wavelength, and the intensity changes of the probe are measured due to 

transient absorption changes induced by the pump pulse. The fundamental laser beam, or its 

second or third harmonics, are split on a dichroic mirror into two parts, the pump and the probe. 

The pump beam goes through a fixed optical path and the other one, the probe beam, passes 

through an optical delay line consisting of two perpendicular flat mirrors mounted on a computer-

controlled motorized translation stage. They are both then focused inside the sample cell or the 

surface of the structure/thin film and the data obtained. The total time window of the experiment 

is defined by the total difference in the optical length between the pump and probe pulse.[18,19] 

Another option is the use of a broadband probe that can be generated by using self-phase 

modulation in a sapphire or a calcium fluoride plate. For this, a portion of the initial beam goes 

through a neutral density filter and a diaphragm with a variable aperture to find the appropriate 

energy threshold and power density, and then it is focused on the plate to form a single filament 

via self-focusing leading to white light continuum generation.[20] This can then be used as the 

probe beam. 

This section describes the implemented pump & probe system that was used as the base for 

several of the experiments developed, the modifications for each experiment are communicated 

in the corresponding chapters. 

The pump pulse travels to the sample via a fixed path with the possibility of controlling its intensity 

by a half-wave plate and a polarizer arrangement. An optical chopper is inserted to modulate the 

pump pulses, by repetitively switching light beam on and off. The light beam is directed with the 

help of mirrors and inserted in the path of the probe to have a collinear geometry via a beam 

splitter. With this arrangement, only part of the pump is used the rest transmits through the 

beamsplitter. 

The probe pulse after being generated was sent through a dichroic mirror to eliminate the 

contribution of the fundamental wavelength from the white light spectrum. 

To ensure that the energy of the probe pulse is sufficiently low so as not to induce any significant 

pumping of the sample into the excited state, a second  (broadband) half-wave plate and a 

polarizer combination was used. 

The pump and probe beams are finally focused on the sample and aligned to have good spatial 

overlap between them at the sample surface.  
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Spatial overlap of the pump and probe beams at the sample was an important consideration in 

the developed experiments. Since some of the materials were produced by exfoliation, and their 

sizes were less than tens of microns and others originated from chemical vapor deposition having 

large surfaces it was decided to use a collinear geometry of the beams to allow the use of 

interchangeable microscope objectives as necessary. 

This geometry allowed us to change the dimension of the probe beam to be coupled in the 

objective. Adjustments were made so that the focused probe fit well within the transverse area of 

the focused pump beam. Additionally, making the weak pulse smaller and the strong pulse larger 

allows us to avoid unwanted WLC generation from the sample/substrate and self-focusing of the 

pump in the sample. When for some reason these two nonlinear effects were present they 

generate unstable signals as they distorted the pump beam profile and generated increased 

scattered pump light. The output beam is then collected and directed to the spectrometer which 

is used as the detector. When the signal and pump beam are close spectrally we often used 

orthogonal polarization for the pump and probe beams and then filtered out the pump beam 

using a high-quality calcite polarizer.  Due to the pulse to pulse instability, we found that a 

sufficient signal-to-noise ratio could only be obtained if we implemented a shot-to-shot 

normalization procedure.   The intensity of the probe beam was measured with a reference 

photodiode (ThorLabs, DET100) and the resultant signal was integrated in time with a gated 

boxcar integrator (Stanford Research Systems, Model SR250). The integrated signal was 

monitored on an oscilloscope (Tektronix, Model DPO7254) and then acquired with a Multifunction 

I/O Device NI-USB6211 card and used for the normalization for the shot by shot acquisition. The 

final spectra and its behavior can be viewed in software designed for the pump-probe setup, 

Figure 2.11.  

 
Figure 2.11 Transient map data constituted by ~420 averaged spectra as acquired. 
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When using the WLC as a probe we have to account for its temporal behavior and chirp which 

are related to the temporal duration of the seed pulse and the amount of material that the WLC 

goes through before reaching the sample. The first parameter was addressed by minimizing the 

seed pulse duration pulse through optimizing the compressor, preforming a pre-compression to 

compensate for the downstream optics. Additionally, the amount of material that the WLC pulse 

goes through was minimized by reducing the intervening optics to only those which were essential 

and using reflective optics when possible.  This setup allowed us to produce WLC pulses stable 

enough to measure absorption changes as low as approximately 0.001 absorbance units with 

sub-picosecond resolution.  

The relative delay between the pump and probe pulses was controlled by adjusting the probe 

pulse arrival time at the sample with an optical delay line consisting of a stepper motor driven 

translation stage purchased from Physik Instrumente Model PI M 413 and a retro-reflection mirror 

mount. The PI stage had a total travel distance of 30 cm with which corresponds to over 2 

nanoseconds of time delay and a minimum step size of 0.25 m giving a resolution of 1.66 fs. 

The retro-reflector consists of two mirrors that were oriented 90 degrees relative to each other 

and at 45 degrees relative to the incoming and exiting beams. 

The PI stage stepping was controlled through a serial port connection (RS-232) with the data 

control/collection computer. Custom programs in LabVIEW were developed to sequentially step 

the stage position (delay time) and control the other parts of the experiment while collecting data. 

A second delay line was used when needed and following the same general scheme. Specifically, 

a Newport micro manual linear stage, coupled to a piezo z stage mount with nm resolution also 

from Physik Instrumente allowed us to fine-tune the distance. This allowed us to control the delay 

to sub-wavelength resolution, essential for the interferometric experiments involving amplified 

second harmonic light.  

 

2.5.  Control 

2.5.1. Data collection and analysis 

 

For the pump and probe design, the experiments start with the collection of the ambient light 

and electronic noise by the spectrometer in the absence of both pump and probe beams. This is 

denoted as backgroundT . After that a loop starts, with the acquisition of the probe pulse before the 

excitation of the sample. Then the pump pulse excites the sample, followed by a second probe 
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pulse at a variable delay time. The transmission changes in the probe beam caused by the 

interaction of the pump pulse with the sample are recorded. The acquisition rate from the 

spectrograph, 1000 Hz,  is the same as the pulse rate of the regenerative amplifier and the probe 

beam allowing shot by shot acquisition. The pump was chopped at half of the base rate, 500 Hz. 

The spectrometer sends the recorded spectra in the absence of the pump pulse as T and with 

the pump present as pumpedT . The computer first corrects both of these signals with the backgroundT  

previously acquired and then normalizes the spectra using the reference signal from the 

photodiode through the boxcar integrator at also 1kHz. And then the loop restarts. 

For each delay time,  the sample is repeatedly excited by a  succession of laser pulses, and the 

array of the signal collected by the detection system is then averaged. Averaging over a large 

number of acquisitions, 10000, allowed us to improve the signal to noise ratio and enhances the 

stability and accuracy of the collected spectral data.  

The  change  in  the transient spectra corrected  for  all  the  undesired  noise  and  fluctuations  

due  to  the white  light  instability was calculated as: 

     
pumped

t

T T
T

T



 .                                      (2.5) 

The obtained transient spectra contain an artifact originating from the chirped probe due to self-

phase modulation and group velocity dispersion. So, different spectral wavelengths of the probe 

arrived at the sample at different times for any particular time delay.  For example, this effect can 

seen be easily when looking at the cross-phase modulation data shown in Figure 2.12.  

The shorter wavelengths, towards the blue, arrive at the sample later than the longer wavelengths,  

towards the red.  If the delay between pump and probe beams is changed, the shape of the 

recorded spectrum will also change. For example, imagine that the pump beam arrives at the 

sample after the whole of the probe beam has passed. Then the probe beam will not be 

perturbed.  If this delay is changed the longer wavelengths would still arrive before the pump 

beam and still not be perturbed, but the blue wavelengths would begin to become superposed 

with the pump beam and this part of the probe spectrum would be perturbed.  Only the blue part 

of the spectrum would reflect the perturbation. Increasing the delay shifts the perturbation more 

and more into the red part of the spectrum as seen in Figure 2.12. 

To have a good time resolution, the measured data must be compensated for this chirp, requiring 

the dispersion of the WLC  to be characterized.  Changing the delay time between the pump and 
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probe makes it possible to obtain the time at which the pump and probe pulses are overlapped 

for a given wavelength. The recorded spectra are analyzed in the software and are fit with a 

univariate quadratic polynomial function, to correct the measured data determining the real zero 

time delay for each wavelength.  

 

 

 

 

 

2.5.2. Software 

 

The software for controlling all the experiments was developed in LabVIEW. 

These programs also provided a first assessment of the acquired data via a real-time analysis. 

The real-time analysis was sufficient in some experiments as was the case for 2HG in nanofibers, 

but in various other experiments, MatLab scripts were developed for further evaluation of the 

data. 

These programs address data collection, instrument control, and data analysis. 

The following flowcharts outline the basic principles of the more important aspects of the 

implemented software.  

Figure 2.12 Transient spectra obtained for the glass substrate when pumped at 800 nm, the signal is 

due to the cross phase modulation from the pump on the probe spectra.  

Left scale-Wavelength (nm); Color-bar (right) scale -T*10-3. 
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 Figure 2.13 Programming flowchart of the ”2HGPAnalyser” program. 
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The program, “PPSystem”, Figure 2.14, was developed in LabVIEW for interfacing with the pump 

& probe setup. Due to the different experiments using a pump & probe geometry but with different 

components for the acquisition of data and its analysis and presentation, this program underwent 

several iterations. The structure depicted below represents the baseline program.  

This program interfaced with the delay stages, with the imaging spectrograph Andor Shamrock 

SR-303i, and with the Multifunction I/O Device NI-USB6211 card. This card was used for 

interfacing with the SR530 Lock-In Amplifier and with the SR250 gated boxcar integrator both 

from the Stanford Research Systems. The NI card had its internal clock synchronized with the 

laser that was pumping the system, and triggered the choppers and the data acquisition. 

Figure 2.14 Programming flowchart of the “PPSystem” program. 
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The program, “2HGPAnalyser”, Figure 2.13, was also developed in LabVIEW for measuring the 

second harmonic response as a function of polarization. This program interfaced with two 

rotational stages for control of the incoming polarization and analyzers and with the imaging 

spectrograph Andor Shamrock SR-303i. 

 

2.6. Synthesis and Sample preparation 

 

 In this work, the experiments were focused on investigating materials from several classes ranging 

from, organic molecules to 0D, 2D materials, and hybrid systems arising from their conjugation. This 

was done to explore how it might be possible to improve the performance strengths of each material. 

 This part of the thesis details the preparation of the samples used in the experiments. 

 

2.6.1. Reagents and compounds  

 

All reagents were used as received without further purification. 

Selenium powder (99.5%) was obtained from ACROS. Cadmium nitrate tetrahydrate (98%), 

sodium sulfide (98%), sodium bis(2-ethylhexyl) sulfosuccinate (AOT, 99%), hydrazine, 25% (w/w) 

sodium methoxide solution in methanol,  FeCl3, HCl, PMMA ( Poly(methyl methacrylate)) were 

all acquired from Sigma-Aldrich. Aluminum telluride was purchased from Cerac Inc. Analytical-

grade hexane, technical-grade oleylamine (OlAm), 1-octadecene (ODE), tetrachloroethylene (TCE 

≥ 99.9%, anhydrous), myristic acid (HMyr, 99%), cadmium oxide (CdO, 99.5%), water-free 

cadmium acetate (Cd(OAc)2, 99.995%), selenium dioxide (SeO2, 99.8%), cadmium chloride 

(CdCl2, 99%) were purchased from Sigma-Aldrich. Ethanol (99.9%) was purchased from VWR. 

Analytical-grade toluene and cadmium acetate dihydrate(Cd(OAc)2·2H2O, 99%) were purchased 

from Merck. Cadmium fluoride (CdF2, 99%) was purchased from abcr. Selenium powder (mesh 

160, 99.99%) was purchased from Chempur. Technical-grade oleic acid (OlAc) was purchased 

from Fisher. Dimethyl formamide (DMF) and Dichloromethane (DCM) were purchased from 

Sigma-Aldrich. 

2-Methyl-4-nitroaniline, 2-Amino-4-nitroaniline, 3-Nitroaniline, and 2-Methyl-benzyl-4-nitroaniline 

were purchased from Sigma Chemical Co. Deionized water was used in all experiments.  
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2.6.2. Quantum Dots 

 

The synthesis of CdSe Quantum Dots (QDs) was adapted from an original approach based on 

reverse AOT/cyclohexane micelles by Arlindo et al.[21]  

Briefly, two water-in-oil microemulsions were prepared by injecting a given amount of precursor 

solutions to 2.5 mL of AOT in cyclohexane (0.15 M). In one of the two microemulsions, 16 µL of 

0.2 M cadmium nitrate tetrahydrate aqueous solution was injected into the AOT solution followed 

by 8 µL of 1 M aqueous solution of sodium sulfide and 43.5 µL of water to obtain Wo=10 (Wo-

H2O: AOT ratio). The Wo was adjusted to control the QDs size; as Wo decreases, the confinement 

increased. Subsequently, the solution was stirred in a vortex mixer at maximum speed.  

A solution of polyselenide in DMSO was used as a precursor for the other microemulsions. This 

solution was obtained by adding hydrazine as a reduction agent to 1.579 mg of selenium (Se) 

powder dispersed in DMSO. To control the pH sodium hydroxide (1M) was added dropwise. 

For the preparation of the second microemulsion, to obtain the same Wo, 59.5 µL water was 

supplemented to the AOT solution. 8 µL of a 1 M aqueous solution of sodium sulfide was also 

added. Finally, 16 µL from the polyselenide in a DMSO solution were injected avoiding exposition 

to the air. The microemulsion obtained presented a rose color, which disappears after strong 

vortexing.  

Then, this microemulsion was added slowly to the first one, drop by drop, under stirring and 

avoiding over-exposition to the air. The resulting solution is almost colorless. The final solution 

was vortexed for 5 minutes and then heated in a sealed vial during one hour at 80°C and an 

orange color appears, depending on the size, evidencing the formation of CdSe QDs. 

For the surface modification of QDs to become hydrosoluble, the AOT was exchanged with a Thiol 

Ligand. For that, the AOT protected particles in cyclohexane (2.5 mL) were reacted with a 2.5 

mL solution of thioglycolic acid in methanol (0.6 M) overnight, assuring protection from light with 

aluminum foil.  

Then the QDs were precipitated by centrifugation at 10000 rpm, washed several times with 

methanol to ensure removal of the AOT and possible non reacted thiol, dried under nitrogen, and 

dissolved again by adding dropwise a NaOH (1 M) aqueous solution followed by sonication. 

The sample was centrifuged and precipitated again at the same rotational speed, followed by the 

re-dissolution of the particles in a phosphate buffer solution with pH 7.4 (10 mM) for storage. 
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The evaluation of the synthesized QDs was made by SEM, absorption, photoluminescence 

spectroscopy, and TCSPC.  

 

2.6.3. Nanoplatelets  

 

Synthesis of the anisotropic 2D CdSe Nanoplatelets (NPLs) is based on the reaction between Cd 

and Se precursors in a non-coordinating solvent and subsequent triggering of the platelet growth 

via the addition of cadmium acetate.[22] For convenience, Cd(Myr)2 was synthesized in situ. 

Additional selenium precursor was injected during the growth period to increase the lateral size 

of the NPLs.to 4 ML CdSe NPLs. In a 50 mL three-neck flask, a mixture of CdO (0.5mmol) and 

HMyr (1.5 mmol) in 25mL of ODE was degassed at 100°C for 30 min under vacuum. After filling 

the flask with nitrogen, the temperature was raised to 285°C and the mixture was kept stirring 

until the solution turned colorless. Afterward, the flask was cooled down to 100°C and degassed 

again to remove water from the reaction mixture. In the next step, Se powder (0.3 mmol) was 

dispersed in 3 mL of ODE and treated by ultra-sonication for 30 min. This dispersion was added 

to the flask with Cd precursor at 100°C followed by an additional degassing step. Then the flask 

was filled with nitrogen, and the temperature was raised to 240°C. Upon heating, 

Cd(OAc)2·2H2O (0.6 mmol) was swiftly added at 195°C. Upon reaching 240°C a solution of 

SeO2(0.4 mmol) in 5 mL of ODE, prepared by heating the mixture to 200°C until a clear orange 

solution formed, was injected at a rate of 25 mL/h (10 min). The NPLs were left to grow for 10 

min, and thereafter the flask was cooled down. At 165°C 1.5 mL of OlAc was added. The solution 

was then precipitated by adding a hexane/ethanol mixture (3:1 vol.) with subsequent 

centrifugation. The precipitated NPLs were dispersed in hexane. 

200 l of the as-synthesized NPLs were further diluted in 400 l of hexane, followed by the 

addition of 150 l of formamide, 5 l of oleyl amine, and 10 ul of ammonium sulfide solution 

(20% in water). The obtained solution was stirred for 90 minutes.  Afterward, the hexane phase 

was washed with the addition of 150 l of formamide for each washing, repeating the process 3 

times. Then the hexane-phase solution was extracted with the final 4 ML NPLs. The evaluation of 

the synthesized NPls was made by SEM, absorption, and photoluminescence spectroscopy. 
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2.6.4. Graphene 

 

The graphene was produced by chemical vapor deposition, CVD [23], and was provided as grown 

on the cooper growth substrate by the group of Professor Pedro Alpuím at INL, Braga. 

Briefly, after loading the Cu foil into the CVD furnace, the temperature in the furnace was gradually 

ramped up with Ar and H2 gas flow. Then, the Cu foil was annealed for 1 h under the same gas 

conditions allowing an initial surface treatment of the Cu foil. After the annealing process, 

monolayer graphene was grown with an average grain size of several micrometers. After the 

growth step, the sample was allowed to naturally cool to room temperature. The grain size of as-

grown CVD-graphene was evaluated to be of the order of several micrometers. 

I then transferred the CVD-grown monolayer graphene onto glass slide substrates by the 

conventional PMMA-transfer method. The first step is the removal of the graphene obtained in 

deposition on the underside of the substrate by an attack with a plasma of O2 at 250W for 2 

minutes. 

After removal of the graphene from the unwanted side, a temporary sacrificial layer of PMMA is 

deposited on the graphene to support the graphene after the removal of the copper. The PMMA 

is spin-coated at 1000 rpm for 60 seconds and then annealed for 8 minutes at 80 ºC. The 

thickness of the fully dried PMMA layer was estimated to be around 200 nm using optical 

profilometry. 

The copper foil is then floated over an iron chloride solution, 0.5M, with the graphene/PMMA 

face up for 2 hours to dissolve the cooper. After the dissolution of the cooper, the sample goes 

to an after-treatment, where the graphene film is floated on an acid solution (2 % HCl) for 30 

minutes to remove residues of metals originating from iron chloride or catalyst. It is then placed 

in deionized water for 5 minutes. The acid and water solution steps are repeated 10 times. 

The graphene transfer procedure follows with the scooping of the graphene from the deionized 

water to the final substrate of which the surface was treated by the usual RCA cleaning. 

Then the transferred stack is dried, with the help of a nitrogen flow, to remove the residual water 

molecules between the graphene and the final substrate. After this, the samples were baked at 

120 °C in air for 60 minutes to improve the adhesion between the transferred graphene and the 

substrate. Before removing the PMMA sacrificial layer, we coated a second PMMA layer onto the 

previous one to avoid the cracking of graphene and allow more efficient removal of the sacrificial 

layer. The removal of the temporary sacrificial layer of the PMMA substrate is carried out in an 
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acetone bath for 10 hours. Lastly, the samples were rinsed with deionized water and IPA and 

dried by nitrogen blowing followed by a final heat treatment for cleaning the graphene surface at 

120ºC for 4 hours. The quality of the monolayer graphene layer was evaluated by a Raman 

spectroscope with a 532 nm laser (WITec Alpha 300 R) before and after transfer. 

There was a second type of graphene used, obtained from bulk graphite sample trough the 

mechanical exfoliation process. This was obtained in the same way as the MoS2 sample that is 

described in the following paragraph.  

 

2.6.5. MoS2 

 

The MoS2 flakes used were obtained from a bulk sample through the mechanical exfoliation 

process.[24] Concisely, a small bulk portion of MoS2 was attached to the adhesive side of Scotch 

adhesive tape and pressed to another adhesive tape to cleave the material. The process is 

repeated several times until a final adhesion is made with the final substrate followed by a final 

cleavage of the expected final layers, in hope that a monolayer is present. 

The identification of the few and monolayer MoS2 flakes was performed by a laborious search to 

identify the possible areas with a monolayer using optical microscopy and then confirmed by 

Raman spectroscopy. 

 

2.6.6. Coupling the nanomaterials to the monolayers. 

 

A clear mixture of the photoluminescent nanomaterial and PMMA was obtained dispersing 10 l 

of the obtained nanomaterials in a stock solution of PMMA dissolved in chloroform. After the QDS 

and polymer were completely mixed with a vigorous vortex mixing, the solution was filtered using 

0.5 and 0.22 mm millipore filters successively (Millipore). The thin films were prepared by the 

spin-coating method on the microscope glass substrates already containing the monolayer 2D 

films. The spin-coating process was carried out under normal laboratory conditions and the film 

thickness was confirmed to be roughly 10 nm by ellipsometry. The procedure used to obtain a 

thin film of PMMA with a specific thickness via spin-coated followed a method reported by  Walsh 

and  Franses [25] and already used by our group, which gives reproducible high-quality PMMA 

layers of well-defined thickness.  This thickness was controlled by the rotational speed of the 

substrate and the concentration of PMMA in chloroform and confirmed by ellipsometry.   
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Note that the process for making spacers is identical but without the presence of the 

nanomaterial.  

 

2.6.7. Organic fibers 

 

For the precursor solutions, a 10% polymer solution formed by 0.5 g of the chosen organic 

molecule (a) and 0.5g of the base polymer was dissolved in 1ml of DMF and 4ml of DCM 

respectively. The relative weight ratio of the organic compound to the polymer in the final 

precursor solution was 1:1, and the obtained solutions stirred for several hours under ambient 

conditions before being used in the electrospinning equipment. 

The precursor was loaded into a syringe with its needle connected to the anode of a high voltage 

power supply (Spellmann CZE2000). To obtain properly aligned fiber arrays, a dedicated syringe 

pump regulated the precursor solution flow rate (0.15 mL/h) and a 16 kV was applied between 

the needle and the grounded drum collector which rotated at 100 rpm. The needle diameter was 

0.5 mm, while the distance between anode and collector was 12 cm.  

To achieve ideal morphological characteristics, the electrospinning experimental conditions such 

as solution feeding rate to the needle, distance from the needle to the collector, and the voltage 

applied during the electrospinning process were carefully tuned depending on the precursor 

solutions and the morphology of the initially obtained fibers.[26] 

(a) The different organic molecules employed were one of the following: 2-Methyl-4-nitroaniline; 

2-Amino-4-nitroaniline; 3-Nitroaniline and 2-Methyl-benzyl-4-nitroaniline. 
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3.1. Introduction 

 

As briefly discussed in Section 1.4.1.1, the Raman component of scattered light, usually resulting 

from scattering by molecular vibrations or, in the case of solids, by optical phonons, is characterized 

by the Raman shift of the light frequency, SI   , where I  and S  are, respectively, the 

incident and scattered photon frequencies.[1] The Raman shift is positive for the (more intense) 

Stokes component, which corresponds to the creation of an elementary excitation, such as a 

quantum of molecular vibration or an optical phonon. In solids, even in their nanocrystalline form, 

the lattice vibrations can couple to other types of elementary excitations provided that energy and 
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momentum are conserved (energy and momentum matching). The most common example is the 

coupling between polar longitudinal optical (LO) phonons and bulk plasmons in doped 

semiconductors, which leads to the formation of phonon-plasmon coupled modes, which have been 

studied through Raman spectroscopy.[2,3]            

Surface plasmons (SPs) can occur at the interface between a dielectric and a conductor, such as a 

metal or a doped semiconductor. They are coherent oscillations of conduction electrons that, in 

contrast with the bulk plasmons, occur only near the surface, in the sense that the amplitude of 

these oscillations decreases exponentially with the distance from the surface (or interface). Charge 

density oscillations that propagate along an extended surface are usually referred to as surface 

plasmon-polaritons (SPPs), to distinguish them from localized SPs.[4] The accompanying oscillating 

electromagnetic (EM) field has a wavevector component along the surface, kx, such that  

          xk
c


   ,                                          (3.1) 

where   is the dielectric constant of the medium in contact with the conductor and   is the SPP 

frequency. Because of this, the wavevector component perpendicular to the surface is imaginary, 

which means that the EM field amplitude decreases exponentially with distance on both sides of the 

interface. Therefore, SPPs are essentially evanescent waves of coupled EM fields (which are 

transverse magnetic, TM) and charge density oscillations as depicted in Figure. 3.1. For a planar 

dielectric conductor interface, polaritons can propagate for length scales of tens to hundreds of 

micrometers along the surface.[4] 

 

 

Graphene, a two-dimensional conductor with an electrically tunable electron density, can also support 

propagating SPPs, which typically oscillate in the THz or far-infrared (FIR) frequency range.[5] In this 

case, charge oscillations occur within the atomically thin layer, the graphene sheet, while the 

evanescent EM field is confined in the z-direction to a few micrometers. Their excitation and 

propagation were demonstrated, for the first time, in two works published in the same issue of 

Figure 3.1 Schematic illustration of a surface plasmon-polariton.  
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Nature.[6,7] The advantage of graphene is the possibility of relatively easy control of the electron 

density. In addition to the “traditional” doping, electron density can also be controlled by assembling 

a Field Effect Transistor (FET) structure with graphene on a substrate and a top gate electrode 

through which a gate voltage is applied.[8] In this way, the SPP properties can be also effectively 

tuned.[6,7] The simple Drude model for a two-dimensional electron gas, predicts the following 

expression for the frequency-dependent optical conductivity of graphene [5]: 

            
 

F
g 0

D

E
( ) ,

i
  

 



                          (3.2) 

where FE  is the graphene Fermi energy, 2

0 e   is the quantum of conductivity and D  is a 

damping parameter. The validity of Eq. (3.2) was verified experimentally in the work of L. Ju et al [8]. 

The dispersion relation for SPPs (i.e. the )( xk  dependence) is determined implicitly by the following 

equation [5]: 

             

   

g1 2

2 22 2
0

x x1 2

( )
,

ik c k c

  

   
 

 
       (3.3)            

where 0  is the vacuum permittivity and 2,1  are the dielectric constants of two media cladding the 

graphene sheet. Note that the dispersion relation depends on the Fermi level through )( g . 

 

SPPs are the eigenmodes of the dielectric-conductor graphene interface. Due to the restriction stated 

in Eq. (3.1), they cannot be directly excited by an external light source. However, there are several 

Figure 3.2 Calculated SPP dispersion curves for graphene cladded by two thick glass slabs, for two 

values of the Fermi energy as indicated. The horizontal black line indicates the bulk CdSe LO phonon 

frequency.  
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ways to bypass the restriction imposed by the in-plane momentum conservation necessary for 

coupling between two waves propagating along the interface, such as using a prism to create an 

attenuated total internal reflection (ATR) geometry or a grating, which modulates the in-plane 

component of the incident propagating light and enables the coupling to SPPs.[4] The field intensity 

in the near-surface region can be amplified by 2 or 3 orders of magnitude relative to the incident 

field intensity. This means that the light-matter interactions with adsorbed molecules on the surface 

are also enhanced. This near-field effect is in the base of several schemes for enhanced molecular 

sensing relying on the detection of characteristic molecular vibration modes through either enhanced 

FIR absorption [9] or surface-enhanced Raman scattering (SERS).[4,10] The evanescent EM field 

associated with SPPs also enables coupling to the propagating polar optical phonons in a substrate, 

such as SiO2,[11] or a thin hexagonal boron nitride (h-BN) layer commonly used for graphene 

encapsulation [12] and this coupling can be quite strong. For instance, coupling energies of the order 

of 20 meV between graphene plasmons and SiO2 phonons were reported by X. Zhu et al [11]. For 

comparison, the SiO2 optical phonon energy is about 136 meV. 

In this chapter, we shall present and discuss Raman scattering spectroscopy (RSS) results obtained 

for colloidal fabricated CdSe quantum dots (QDs) [13], and nanoplatelets (NPLs) [14], deposited 

onto graphene. The graphene sheet was incorporated into a field-effect transistor device to permit 

the tuning of its Fermi level and, consequently, the electron density and the SPPs’ dispersion curve 

steepness. This gives one some control over the coupling between the (Raman-active) 

semiconductors LO phonon modes and the graphene plasmons, thus influencing Raman scattering 

by QDs or NPLs. Before describing the theoretical background of Raman scattering on coupled 

modes and presenting experimental results, let us say a few words about phonons in semiconductor 

nanostructures.   

Besides electrons, quantized lattice vibrations, i.e. phonons, are present in the nanostructures and 

they also influence its optoelectronic properties, mainly through the electron-phonon interaction. This 

is because the material underlying a nanostructure such as QDs or NPLs is a crystalline 

semiconductor. 

A phonon can be seen as an elementary excitation of a crystal. It represents an excited state of a 

quantized collective oscillation mode of the interacting lattice atoms, a normal mode of the 

crystal.[15] In contrast with photons, phonons can be also longitudinal, not just transverse, with the 

atomic displacement oscillating along or perpendicularly to the direction of propagation.  
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For a 3D crystal with s atoms per unit cell, there are s3  branches with dispersion curves  q


 . 

Three of them are acoustic phonons with   00 q


 , while the remaining curves correspond to 

optical phonons. The optical phonon branches are only present in crystal lattices with more than one 

atom per unit cell. For instance, the diamond and zin-blend structures have two atoms per unit cell 

( s =2) and, consequently, 3 acoustic branches and 3 optical branches exist. In the long-wavelength 

limit ( 0q


) of the acoustic modes, two atoms of the unit cell have exactly the same displacement, 

equal to the displacement of the center of mass of the unit cell. They correspond to sound waves in 

the continuous limit, with a linear dispersion relation and two distinct sound velocities; the higher 

one corresponding to the longitudinal waves. Acoustic phonons can be confined in a small crystal if 

it has a large acoustic impedance contrast with the environment. In QDs, the frequencies of confined 

acoustic phonons are inversely proportional to the radius of the dot.[16] 

In the optical phonon modes of a diatomic crystal, the displacements two atoms of the same unit 

cell occur in counter-phase, in the 0q


 limit. The term “optical” in this case does not necessarily 

signify an associated optical activity, it rather indicates that the oscillation frequencies fall in the 

infrared spectral range. Yet, if the crystal is (at least, partially) ionic (as is the case of CdSe), the 

transverse optical (TO) phonons can interact with photons directly. This process leads to resonant 

absorption of EM radiation in the far-infrared. In such materials, the TO and LO phonon frequencies 

are unequal in the Brillouin-zone center, with TOLO   , and this splitting is a measure of the 

degree of iconicity of the crystal. LO phonons create a (longitudinal) long-range quasistatic electric 

field, which gives rise to the strongest interaction with electrons, holes and excitons, the Fröhlich 

mechanism.[17] 

The dispersion curves of optical phonons in many crystals are rather flat and, in the first 

approximation, can be described by the dispersionless “Einstein model”, which means just two 

parameters, LO   and TO , in the case of diatomic crystals with cubic symmetry.   

In the case of the hexagonal würtzite structure (characteristic of CdSe), there are four atoms per unit 

cell ( 4s ), corresponding to 3 acoustic branches and 9 optical branches. 

However, the anisotropy has a rather small impact on the polar optical phonons in this case and can 

be ignored, at least, in the first approximation.[13]    

Optical phonon modes in small semiconductor particles are spatially confined and, therefore, 

quantized, similar to electrons and holes. A detailed discussion of these modes in the framework of 

a continuum theory can be found, for instance, in the work of R. Ruppin and R. Englman, [18] for a 
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very thin semiconductor layer, such as NPL, and in Chapter 8 of the book edited by A. L. Rogach 

[13] for spherical QDs. Without entering into details, the lowest-order confined optical phonon mode 

(which has the highest frequency, due to the downward dispersion curve of the LO phonon with 

respect to the Brillouin zone center), is Raman-active and the most prominent in the spectra.  

In nearly-spherical colloidal QDs, this mode is spherically-symmetric and sometimes is labeled a 

“breathing” mode, although optical phonons, whose excitation consists of a relative displacement 

between two sublattices do not result in QD volume changes. The optical phonon confinement effect 

is even stronger in NPLs, for instance, LO-type phonon frequencies of 199.5, 202.8, and 204.5  

cm-1 were observed for CdSe NPLs of 4, 5, and 6 monolayers, respectively.[19] 

 

3.2. Theoretical background 

 

In Raman scattering, the intensity of the Stokes scattering component, caused by a localized vibration 

mode (e.g. molecular or QD) can be written as [1]: 

      
2

2 4e
S S I S S I

u 0

I , ; u ,
u 


       



 
   

 
      (3.4) 

where e  is the electronic polarizability of the scatterer, which depends on the atomic displacement 

(more precisely, the normal coordinate), u , and 


2u  is the spectral component of the square of 

the normal coordinate, averaged over time and also an appropriate thermodynamically ensemble, 

with a specified lattice temperature. The latter represents fluctuation displacements in the absence 

of an external force and often is called the fluctuation power spectrum. The  -function in Eq. (3.4) 

guarantees the energy conservation and requires that the Raman shift is equal to the spectral 

frequency of the atomic displacement.   

In Quantum Mechanics, the displacement can be described in terms of the expectation value of the 

normal coordinate operator [20], 

      
0

ˆ ˆû C b b ,
2

                          (3.5) 

where C  is a normalization constant that depends on the system’s details, 0  is the mode’s 

frequency and  bb ˆˆ  is the bosonic destruction (creation) operator. 
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 Using this formalism, the required power spectrum is determined as follows: 

         
2 2

0

ˆ ˆ ˆ ˆû C bb b b
2 

   .   (3.6) 

The first and the second terms in the brackets in Eq. (3.6) represent the Stokes and anti-Stokes 

processes respectively. In particular, the Stokes term is: 

           0
ˆ ˆbb N 1 ,


                        (3.7) 

where  N  denotes the Bose-Einstein function. Omitting constants, we can write: 

        
 

 
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
    
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  (3.8) 

where the dependence on the incident frequency is through the electronic susceptibility derivative. 

In practice, the  -function in Eq. (3.8) is replaced by a Lorentzian, 

 
 

0 2 2

0

1 
  

   
 

 
,   (3.9) 

where   is the width of the vibrational line mode due to broadening. Thus, an idealized Raman 

scattering spectrum for a single vibration mode (of a QD, for instance) is a single Lorentzian peak of 

a certain magnitude.  

If the QD is placed in the vicinity of a plasmonic surface and its vibration mode is polar, the latter 

can interact with the evanescent EM field of the surface plasmon. This interaction decreases 

exponentially with the QDs distance from the surface.  

The interacting system can be described by the following Hamiltonian: 

            0 SP
ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆH b b 1 2 a a 1 2 g a b b a ,               (3.10) 

where SP  is the surface plasmon frequency, â  and 
â are destruction and creation operators of 

the plasmons,  and g is the interaction constant. The Hamiltonian (3.10) describes two interacting 

boson modes and was first considered by Hopfield.[21] The coupled plasmon-phonon modes can be 

obtained by introducing new bosonic operators for two new modes denoted L (lower) and U (upper): 

 
2 2

L U
ˆ ˆˆ ˆ ˆ ˆc Aa Bb; c Ab Ba; A B 1.                   (3.11) 
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The parameters A  and B  are called Hopfield coefficients. By expressing â  and b̂  operators in 

terms of  
Lĉ  and Uĉ , and choosing the Hopfield coefficients in such a way that the resulting 

Hamiltonian is diagonal, the energies of the coupled modes can be shown to be given by: 

          
2 2

U ,L 0 SP 0 SP

1 1
E g .

2 4
                       (3.12) 

The plasmon frequency (for a fixed xk ) depends on the graphene Fermi energy,
FE  as   

FSP E    

(as follows from Eq. (3.3)) and so do the energies in Eq. (3.12) as qualitatively shown in Figure. 3.3. 

They demonstrate the typical avoided crossing behavior of two interacting modes, the Landau-Zener 

effect. 

 

Figure 3.4 shows, also qualitatively, the variation of the Hopfield coefficients. There squared moduli, 

2
A  and 

2
B  , measure the “fraction” of the plasmon and the phonon present in the mixed modes. 

At resonance, the avoided crossing point, the coupled modes are half phonons, half plasmons

 21
22
 BA . The upper mode is mostly phononic and the lower one is mostly plasmonic 

below the avoided crossing point with the character switched above the crossing point. 

The intensity of Raman scattering by the coupled plasmon-phonon modes is obtained by writing the 

phonon amplitude in terms of the coupled modes’ amplitudes: 

      
2 2

L L U U
ˆ ˆ ˆ ˆ ˆ ˆbb A c c B c c .

 

                        (3.13) 

Figure 3.3 Coupled plasmon-phonon modes, upper (blue) and lower black) vs graphene Fermi energy. 

Dashed lines show uncoupled surface plasmon and QD phonon modes. 
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Therefore, from Eq. (3.4), (3.6) and (3.13) we have for the Stokes component: 

 
 

   
2 2

S U L

N 1
I A B


      




    
  .     (3.14) 

It follows from Eq. (3.14) that, in general, one can expect to observe two Raman modes for a single 

optical phonon mode, as depicted in Figure. 3.5. However, the frequency of the plasmon-like, lower, 

branch decreases quickly as the Fermi level becomes lower than the resonant value, )(R

FE , and also 

its contribution to the scattering, proportional to 
2

B  decreases, in Figure. 3.4. Thus, the two-mode 

behaviour may be expected only in a limited range of Fermi energies. For lower
FE , one may expect 

just a blue shift of the phonon-like, Raman mode. 

Figure 3.4 Variation of the Hopfield coefficients as a function of the  graphene Fermi energy. 

Figure 3.5 Qualitative sketch of the expected dependence of Raman spectrum for scattering from coupled 

plasmon-phonon modes, upon the graphene Fermi energy. Dashed red lines indicate the expected spectra’s 

evolution as the Fermi energy is increased.  
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The feasibility of observing the expected effect depends, of course, on the strength of the coupling 

constant, g . It can be evaluated by calculating the interaction energy between the electric field 

created by surface plasmons and the polarisation associated with an optical phonon mode, 

              p E    dr .                                             (3.15) 

Where the integral is calculated over the volume of the semiconductor nanoparticle,i.e. the QD or 

NPL. If the electric field in Eq. (3.15) corresponds to a single surface plasmon, an excitation of energy

)( xSP k   , and the polarisation is: 

           p w ,                       (3.16) 

with w


 representing the relative displacement of two ions in the same unit cell, corresponding to a 

single optical phonon. Eq. (3.15) then yields the required coupling constant, g . In Eq. (3.17), 
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


 ,                       (3.17) 

where 
  is the background dielectric constant of the semiconductor )( TOLO   is the longitudinal 

(transverse) optical phonon frequency, and   is the reduced atomic mass density, according to 

Chapter 8 of the book edited by A. L. Rogach [13] and in A.G.Rolo et al.[22].  

A calculation for a spherical QD of radius R , considering the lowest order optical phonon mode (the 

so-called “breathing mode”, which is purely longitudinal with a frequency just slightly below LO  

[22]) yields the following result [23]:   

         
3

2 2 x
LO TO

k R
g ,

S


 


                              (3.18) 

where S  is the area of coherence of graphene SPPs (of the order of the square of their propagation 

length),   is the average of the dielectric constants of the cladding materials and xk  is the 

wavevector of “resonant” SPPs with LOxk  )( . Taking as typical values nm5R , 

-1nm1.0xk , 262 nm10m1  S , 6.1  and phonon parameters of  CdSe from the work 

of E.S.Freitas Neto et al [24], we obtain meV2.001.0  TOg  .  Although this is rather small, 

according to this estimate, one should expect a bigger effect for larger semiconductor nanoparticles 

such as the NPLS.  
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3.3. Experimental Methods 

3.3.1. Sample preparation 

 

For the work reported in this chapter, CVD graphene was used with QDs and NPLs both made of 

CdSe. These nanostructures were produced as explained in Chapter 2.  

The produced CdSe QDs were characterized through absorption and photoluminescence 

spectroscopy, see Figure 3.6. The maximum of the absorption band lies at  abs=530 nm and 

the emission peak is located at em=590nm. From the former, we estimate the radius of the 

representative QDs as <R> = 4 nm using the effective mass approximation formula (Chapter 8 

of Ref. [13]). The CdSe NPLs used consisted of an estimated 4-5 layers and the thickness of the 

deposited film was approximately 7 nm, as measured by ellipsometry. 

Hybrid structures 

 

The NPLs and QDs were deposited on several types of substrates on which graphene was already 

deposited to carry out the Raman studies. They ranged from mass-produced devices, graphene 

field-effect transistors (GFET) either liquid gated or back gated, to simpler devices fabricated from 

a microscope slide upon which a back gate was deposited, while the source and drain were 

constructed using conductive silver glue. 

Figure 3.6 Absorption and PL spectra of CdSe QDs (left) and NPLs (right) used in this study. 

. 
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Note that for the GFET and the other devices that were produced with CVD graphene, the 

transference method introduces roughness and some contamination by impurities, which limits 

the carrier mobility and can also introduce some doping, in this case, p-doping. Also, the 

dimensions between contacts were on the order of several hundred μm, which is far above the 

characteristic length associated with the ballistic effect. Under these conditions, the mobility can 

be well described by the Drude model (Eq. (3.2) for zero frequency). 

 

Fabrication of NPLs or QDs/PMMA thin films 

 

A clear mixture of the photoluminescent nanomaterial and Poly(methyl methacrylate) (PMMA) 

was obtained using 10 l of the nanomaterials and dispersing them in a stock solution of PMMA 

in chloroform. After the nanomaterial and polymer were mixed completely, the solution was 

filtered using 0.5 and 0.22 mm millipore filters successively (Millipore). The thin films were then 

prepared by the drop-casting and the spin-coating method on the substrates already covered with 

the graphene. The spin-coating process was carried out under normal laboratory conditions and 

the obtained film thickness was under 10 nm as confirmed by ellipsometry. This thickness was 

controlled by the concentration of PMMA in chloroform and the rotational speed of the substrate, 

according to the work of Christopher B. Walsha and Elias I. Franses [25]. 

 

Chemical doping of graphene 

 

In addition to an electrostatic control of the Fermi level, a chemical method using hydrazine to 

inject charge into the graphene was also employed. 

Figure 3.7 Mass produced GFET, left. Microscope slide back gated, center. Schematic of the back 

gated transistor, right.  
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Hydrazine (N2H4) solutions of several concentrations (1, 10, 25, and 50 wt. %) were prepared by 

diluting concentrated N2H4 monohydrate solution (from Aldrich, 98%) with de-ionized (DI) water. 

The chemical doping of graphene was obtained by submerging the entire surface of graphene 

with several droplets of the N2H4 diluted solutions and then drying with N2 gas after a 2-minute 

interval. To characterize the electrical properties of the obtained doped graphene dependence on 

the N2H4 concentration, several graphene transistors (GFET) were treated by the aforementioned 

N2H4 solutions and then the respective EV curve as obtained. This evaluation was carried out 

during several hours and the graphene gradually recovered some of its original properties, 

probably due to the desorption of the N2H4 molecules from the surface. 

 

3.3.2. Data collection 

 

Several resonant Raman scattering, RRS, studies were made while adjusting the electron density 

in the GFET and the other devices. Then several chemically doped and un-doped graphene and 

hybrid systems were also studied with a commercial Raman spectroscopy equipment, the WITec 

Alpha 300 R Raman confocal imaging setup. This system was used in the form of a micro-Raman 

back-scattering spectroscope. The system works with a single monochromator together with a 

CCD array detector for spectral measurements and a filter to block the reflected and excitation 

radiation. A filter is used for the absorption of the signal below 100 cm-1 of the laser line and the 

grating used had 1800 grooves/mm. 

To analyze the Raman signal of the sample, a coherent light source with sufficiently high intensity 

is needed. This is used to gain a high signal to noise ratio and to distinguish the elastically 

scattered light from the inelastically-scattered light. A frequency-doubled diode laser with a 532 

nm emission line was used. The incident power was adjusted to between 500 uW and 4 mW and 

coupled to the sample with a 50 x objective: The resulting spot size of the excitation on the sample 

was approximately 1 μm2.  

 

3.4. Results and discussion 

3.4.1. Bare graphene 

 

First-order Raman spectra of carbon-based materials usually show two main features known as 

G and D peaks, which lie at ~1580 cm–1 and 1360 cm–1, respectively. The G peak corresponds 
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to E2g symmetry phonons at the Brillouin zone center. The D peak is due to the stretching mode 

of sp2 – bonded carbon atoms and requires a defect for its activation.[26] The absence of the D 

mode in graphene spectra indicates a low amount of structural defects (present mainly at the 

edges).[27,28]  

The most prominent Raman spectrum feature of graphene is the second order of the D peak: the 

2D peak [27], which lies at ~2700 cm–1. The 2D mode is seen, even when no D peak is present 

since no defects are required for the activation of the second-order process.  

Before performing RRS measurements for the hybrid structures, some Raman studies of the 

graphene samples were performed, to serve as a baseline for monitoring the graphene quality 

before and after doping with hydrazine. Raman spectra were acquired as described in 3.3.2, in 

the range of 80 - 3200 cm-1.  The spectra obtained before the hydrazine treatment clearly shows 

the G and 2D peaks at the expected positions. Figure 3.8 presents a portion of the spectra in the 

vicinity of the G and 2D modes, before (orange lines) and after (blue lines) the doping respectively.   

 

 

Comparing the Raman spectra before and after doping, it is seen that the 2D mode essentially 

remains in the same position, while the G mode shifts upwards and narrows. One needs to be 

careful in attributing this change to the doping as it is known that disorder, doping, and stress 

can strongly affect the properties, and peak positions of the G and 2D modes of graphene.[29] 

However, the Raman spectra of our samples do not show the characteristic disorder mode (D-

mode). Therefore, the change in the G peak position should not be associated with the disorder. 

Figure 3.8 Raman spectra of bare graphene showing that G band (left) and 2D band (right) peak 

positions change due to hydrazine doping: Orange curves show the spectra taken before doping and 

blue lines after doping. 
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From this, we can conclude that the observed changes in the Raman spectra are likely to be 

related to charged impurities, i.e. doping affecting the Fermi level. It is known that the G mode 

position shifts to higher wavenumbers for increasing electron and hole doping and the 2D mode 

upshifts for p-type doping and down-shifts for n-type doping.[30] However, the latter is 

considerably smaller than the G mode shift.[29] For n-doping and charged impurity 

concentrations that lead to G-mode frequencies in the range of 1585 cm-1 < G < 1595 cm-1, the 

2D peak position (2D) is almost the same, while for p-doping and similar impurity concentrations, 

2D shifts considerably upwards. In our case, the observed blue shift of the G mode and almost 

no shift of the 2D mode indicates n-doping of the graphene, in agreement with other works 

performed in graphene doped using various chemical and electrochemical techniques.[30] 

Therefore, the presented Raman spectra of bare graphene show some sensitivity to hydrazine 

doping, and the observed changes are related to the electrons in graphene, i.e. they take place 

together with changes in the Fermi level. This is confirmed by the measurements of characteristic 

current-voltage curves of graphene, Figures 3.12 and 3.13. 

 

3.4.2. Graphene/QDs structures 

 

This RRS study initially was carried with a liquid gate GFET where the nanomaterials were 

produced with a hydrophilic behavior to be dispersed in water. This dispersion was then drop- 

cast on the GFET with the added value that the water could be used for gating the transistor.  

Figure 3.9 RRS spectra of CdSe QDs with a 5nm diameter (left). Active area of the liquid gate GFET, 

note the black area where the QDs agrgregated (right). 

. 
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This procedure seemed to be a simple and good idea to achieve our objectives when the initially 

obtained RRS signal was clearly resolved as seen in Figure 3.9 (left). The Raman spectrum shows 

the well-documented first-order optical phonon peak, appearing here at 206 cm-1, shifted 

downwards relative to the bulk CdSe value (210 cm-1) as expected because of the phonon 

confinement effect. It is mostly due to the spherically symmetric LO-type phonon mode.[22] 

Unfortunately, the approach using the liquid-gate FET structure led to unstable Raman signals, 

probably due to the Brownian movement of the QDs or NPLs in the solution. Thus, there was no 

guarantee that the nanomaterial was in the vicinity of the graphene due to the 3D nature of the 

water droplet. Furthermore, the nanomaterials tended to aggregate at the spot probed during the 

experiment, as seen in Figure 3.8.(right), adding even more entropy to the measurements. This 

effect might have been the result of the laser acting like an optical tweezer. 

Therefore, instead of the liquid-gate GFET, the use of a back-gated GFET was attempted. The 

nanomaterials were deposited in the form of a few nanometers thin film placed in the vicinity of 

the graphene. This thin film allows for better control of whether the nanomaterials were deposited 

close to the graphene since its thickness only allowed for a minimal number of layers of 

nanomaterial and these were fixed within the polymeric matrix.  

After the deposition of the nanomaterial, the RSS spectra were recorded, firstly, for a spot that 

was not covered with graphene and then a spot within the graphene. The RSS spectrum 

associated with the graphene displayed a LO-phonon peak slightly shifted upwards (by 4 cm-1) 

compared to the spot where the QDs were deposited directly on the bare substrate, Figure 3.10. 

The upward shift is also clearly observed if we examine the second-order mode of the QD 

phonons.  

Interestingly, the first-order LO peak for QDs located on top of graphene took the position of the 

LO-phonon mode of bulk CdSe, 210 cm-1. It is as if only the largest QDs were Raman active when 

placed on top of the graphene. 

Figure 3.10 RRS spectra of CdSe QDs deposited directly on graphene and on a glass substrate.  

. 
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The experiment was then carried out with the operational back-gated GFET. The system was 

swept through several gate voltages in an attempt to change the electrostatic doping. 

Unfortunately for both the QDs and NPLs the change in the LO signal Raman shift of the 

nanomaterials was not visible as the voltage was swept through various voltages as seen for 

example in Figure 3.11 (left) for the QDs.  

However, although the frequency of the Raman peak remains roughly constant when the gate 

voltage is varied, the intensity of the Raman signal does vary, Figure 3.11 (right). Probably this is 

not the effect one should expect from the physics discussed in Sections 3.1 and 3.2. If it were 

possible to exclude some possible secondary effects (such as a possible mechanical motion of 

the dots into and out of the illuminated spot), it would imply a kind of SERS effect, although 

probably not related to a near-field enhancement but rather to an electron transfer between the 

dots and graphene that could be enabled by an alignment of the Fermi level of graphene with the 

QD energy levels. [31] These potentially interesting effects are out of the scope of this thesis 

chapter and will be investigated further in the future. As for the expected effects of phonon-

plasmon coupling that should be revealed by mode shift and/or splitting, these were not observed 

for the QD-graphene system. 

 

3.4.3.  Graphene/NPLs structures 

 

Firstly, the same experimental approach (using a back-gate GFET structure) was undertaken for 

the NPLs and the results were similar. Since the electrostatic doping apparently did not affect the 

Figure 3.11 RRS spectra of CdSe QDS on graphene recorded for 3 representative values of the gate 

voltage for QDs incorporated in the back-gate GFET structure (left) and swept through several voltages 

(right).   
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system as expected, we turned to the chemical doping, for which hydrazine was used, following 

the literature. To evaluate the effect of the hydrazine doping on the Fermi level of graphene, a 

field-effect transistor structure with graphene and a liquid gate was used to obtain the work 

function. The work function of any material can be defined as the energy required to remove an 

electron from the highest filled level in the Fermi distribution of a solid to the vacuum at absolute 

zero and is a fundamental electronic property of any material since it indicates the relative 

position of the Fermi level. It was possible to demonstrate that the adsorption of hydrazine on 

graphene results in a negative shift of the Dirac point (relative to vacuum) as already reported in 

the literature. This is illustrated in Figure 3.12, where the transfer (or characteristic) curve (drain-

source current versus gate-source voltage) after the hydrazine exposure exhibits a shift of the 

neutrality point to lower gate voltages under the experimental conditions used.  

The as-produced GFET shows a p-type transport behavior with a positive-shifted Dirac point, which 

is altered when exposed to a solution concentration of 25 wt % hydrazine.  The air stability of the 

hydrazine doped GFET was monitored by measuring its behavior as a function of time, in which 

graphene was doped with a solution concentration of 25 wt % hydrazine and followed for 76 

hours, as shown in Figure. 3.12.  

 

After the initial shift, we can see a recovery of 15% towards the initial behavior, which is probably 

due to the desorption of the molecules, and it is more pronounced because of the use of the 

GFET with a liquid gate. Each time that one needs to make a run it is necessary to use the liquid 

gate, and this leads to a dilution out the molecules of the dopant adsorbed in the GFET. There is 

also the recovery due to the surface-air desorption present but its influence is secondary 

compared to the effect of cleaning that happens with the liquid gate. 

Figure 3.12 Characteristic current-voltage curves of graphene: (a) as grown, (b) after doping with 

hydrazine 25% and (c) after 76 hours. 
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The intrinsic Fermi level of graphene is shifted into the conduction band when graphene is 

exposed to hydrazine at higher concentrations and it is possible to tune it using different levels of 

doping, as depicted in Figure. 3.13. 

Using the NPLs hybrid systems with the hydrazine doped graphene, the Raman spectra recorded 

in the vicinity of the CdSe LO phonon mode do show some changes with the graphene doping, 

Figure 3.14.  

 

As for the case of QDs, the main peak corresponds to the LO phonon shifted from the bulk LO 

frequency by the confinement effect.  

Figure 3.13 Transfer curve obtained after doping with hydrazine with different concentrations (left). 

Fermi level positions, with respect to the Dirac points, extracted from the current-voltage characteristics 

for p-doped (green) and n-doped (black) graphene GFET (right). 

 

Figure 3.14 RRS spectra of CdSe NPLs on graphene. The right panel shows the region near the CdSe 

LO phonon frequency. The spectra were excited by a 532-nm line of a diode laser. Black curves are for 

n-doped graphene and green curves are for p-doped graphene. 
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Since NPLs are 5 monolayers thick, the frequency shift relative to the bulk CdSe value (210 cm-

1) is similar to that for the QDs (for instance, nm3R corresponds to approximately 5 unit 

cells). Also seen is the first overtone of the main mode, appearing close to 400 cm-1.  

Considerable changes are seen as the Fermi level varies, namely, the 8 cm-1 shift of the main 

Raman mode observed in Figure. 3.14 (right). Unfortunately, for technical reasons, it was not 

possible to measure Raman spectra with a more gradual and continuous tuning of
FE . Even 

though, we see that the effect of graphene on the Raman of NPLs is completely different from 

that observed for QDs. Indeed, a downwards shift of the LO-phonon peak is observed when NPLs 

are placed on graphene. The value of the shift changes considerably with graphene’s doping. The 

downward shift could be attributed to either a stronger phonon confinement effect (remember 

the LO-phonon dispersion curves bend downward) or a tensile strain.[24] However, none of these 

factors is likely to be induced by the graphene environment. The remaining explanation is that 

the Raman scattering in these nanostructures is due to some coupled modes. However, with the 

limited experimental data available, it is difficult to assert or exclude the plasmon-phonon coupling 

as a possible reason. Indeed, this coupling can take place with either n- or p-type graphene and 

both these situations may correspond to the lower coupled mode of Figure. 3.4 for )(R

FF EE   

and, by chance, no other situation occurred in our hydrazine-doped graphene, that would 

expectedly yield an upward-shifted coupled Raman mode.        

 

3.5. Summary 

 

To summarize, it has not been possible to experimentally verify the theoretical idea of RSS detection 

of coupled plasmon-phonon modes in hybrid systems consisting of graphene and semiconductor 

nanoparticles (QDs or NPLs). With dots, it is possibly due to the too low coupling constant that may 

be achieved because of their small size, as suggested by the numerical estimates made at the end 

of Section 3.2. With NPLs, which are much larger than dots in two spatial dimensions (although 

smaller in the third one) and thus may provide the stronger coupling, experimental results, in 

principle, are compatible with the theoretical predictions. Yet, further experiments are required to 

fully prove the theoretical concept analyzed in this Chapter.  

Nevertheless, we obtained a rather clear indication that the graphene environment does indeed 

influence the RRS signal coming from either QDs or NPLs. With the former, there are two effects 

observed: (i) QDs deposited on graphene show a much smaller shift of the LO-phonon peak relative 
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to the bulk CdSe value than dots deposited on glass (Figure. 3.8), and (ii) the magnitude of the 

Raman peak varies considerably with the gate voltage applied to graphene (Figure. 3.9). Both effects 

may be related to electron transfer between graphene and QDs of certain sizes, which can suppress 

(or enhance) Raman scattering for that QD population. This explanation, however, would not work 

for NPLs because, in contrast to the QDs, they have a very limited thickness dispersion. Therefore, 

the hybrid nature of the NPLs’ Raman mode, with the frequency varying as seen in Figure. 3.13, 

remains a plausible explanation.          
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4.1  Introduction 

 

Intensive efforts have been recently focused on nanoscale engineering and the design of materials 

with enhanced optical properties. Organic compounds with strong optical responses [1] and easy 

conjugation with biomaterials [2] are an attractive choice [3] since they can offer a broad range of 

potential applications ranging from fluorescence probes [4], light waveguides [5,6] and also 

frequency-doubled sources for local probes that can interact with biological systems.  

These biomaterials are one of the platforms necessary for the proper development of emerging 

technologies ranging from sensing to treatment, including the possibility of restoring damaged 

biological systems.[7] Synthetic polymers, which represent the largest and most flexible class of 

biomaterials, are extensively used in several applications.[8,9] Their widespread use can be 



EFFECTIVE 2HG IN BIOCOMPATIBLE ELECTRO-SPUN FIBERS 

 

96 
 

attributed to their easily modified chemical composition, relatively simple synthesis, and high 

adaptability, since their physical and chemical properties can be tailored to the specific needs of their 

applications.[10] In addition to the above-mentioned advantages, another important factor in favor of 

employing polymer-based biomaterials is their cost, which is low compared to inorganic materials.[9] 

One way to obtain these biomaterials is to conjugate the polymer with a class of organic molecules, 

known as push-pull compounds.[1] These organic materials often have stronger nonlinear optical 

properties than inorganic materials due to their molecular units having highly delocalized electrons 

in the π orbitals in conjugation with additional electron donor and/or electron acceptor groups on 

opposite sides of the molecules, making a push-pull system. It is also interesting that their properties 

can sometimes change dramatically when processed.[11] 

One of the advantages of using organic materials over inorganic materials as nonlinear optical 

materials is the capacity to alter the organic molecular structure to improve the nonlinear optical 

properties. Since organic crystals often have weak intermolecular bonding interactions, the molecules 

in organic crystals often function independently of each other. How they are oriented relative to one 

another within the crystal lattice significantly influences the macroscopic optical properties of the 

organic crystal. In inorganic nonlinear optical materials, lattice vibrations play a dominant role in 

enhancing the nonlinear optical properties but in organic crystals, the nonlinear optical properties 

are determined largely by the electron polarizability in the π- bonding orbitals. 

The selection of usable materials is based on factors such as ease of synthesis with low production 

cost, large second-order nonlinear susceptibility, thermal and chemical stability, wide optical 

transparency, availability of large single crystals, architectural flexibility for molecular design, ability 

to tune the surface morphology, high second harmonic generation (2HG) efficiency, adequate 

mechanical strength and some tolerance against optical damage by intense irradiation.[3] These 

requirements are difficult to all be fulfilled by a single crystal, so optimizing systems to fulfill the most 

advantageous combination of these characteristics is an on-going area of active research. 

Good optical quality molecular organic crystals are more difficult to grow than inorganic crystals but 

their performance as excellent quadratic nonlinear crystals largely exceeds that of inorganic ones. 

Organic derivative nanocrystals growth under the form of thin films or nanofibers has been recently 

explored with a view of developing them for applications in ultrafast optics.[12–14] 

However, it has proven difficult to incorporate these molecules at high density into non-

centrosymmetric structures capable of providing a second-order nonlinear response since most of 
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them crystallize in a centrosymmetric space group, which impedes the observation of a significant 

macroscopic second-order nonlinear effect. 

To overcome the problem of crystallizing in a centrosymmetric structure way, it’s possible to use 

electric field poling, electrospinning. This is possible since the centro-symmetry can be broken by 

applying a strong electric field to align the molecular dipole moments along a single direction. To 

maintain this electric field-induced alignment, the molecules are typically incorporated inside 

polymeric hosts to prevent the relaxation into their natural, lower energy centrosymmetric state.[15–

17] 

Also, it is convenient that the electrospinning process allows also a facile processing of biomaterials 

offering the means to form systems based on nanofibers with high surface to volume ratios.[16] 

Using a wide range of polymers, including the biopolymers, this process generally results in the 

formation of a colored mat composed of small fibers. 

Two of the more widely used biopolymers are Polylactic acid (PLLA) used for nerve [18,19] and 

smooth muscle regeneration [20], and Polycaprolactone (PCL) used in artificial organs [21]. 

In this chapter we present the production and characterization of nanofibers exhibiting a strong 

quadratic non-linear optical response. These sub-micron fibers consisting of optically nonlinear 

organic molecules embedded in PLLA and PCL as a biopolymer host were produced by the 

electrospinning technique. 

We have characterized the effective second-order nonlinear susceptibilities of these fibers by 

measuring their second harmonic response as a function of polarization using a femtosecond mode-

locked Ti:Sapphire laser system with a fundamental wavelength centered at 800nm.  

 

4.2 Experimental Methods 

4.2.1. Sample preparation 

 

For this work, we used the preparation depicted in chapter 2.6.7 using Polylactic acid (PLLA) and 

Polycaprolactone (PCL) as the biocompatible polymer hosts for incorporating four different 

optically nonlinear organic molecules, namely 2-Methyl-4-nitroaniline, 2-Amino-4-nitroaniline, 3-

Nitroaniline and 2-Methyl-benzyl-4-nitroaniline, Figure 4.1. 
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4.2.2. Setup 

 

A schematic diagram of the experimental setup for measuring the second harmonic response as 

a function of polarization is shown in Figure 4.2. 

 

Briefly, a femtosecond Ti:Sapphire (Coherent Mira ) laser oscillator pumped by a frequency-

doubled CW Neodymium-laser (Coherent Verdi 5W) was used as the excitation light source. The 

source pulses had a center wavelength of 800 nm, a full-width at half-maximum (FWHM) spectral 

width of 13 nm, a duration of around 90 fs (FWHM), an average power ~730 mW and were 

Figure 4.2 Diagram for optical SHG experiments implemented in our laboratory. The experiment is 

controlled through a LabVIEW program. 𝜆⁄2-half wave-plate; GL-P- Glan-Laser Calcite polarizer; F-Filter; P-

Polarizer; BS Beam splitter. 

 

 

Figure 4.1 The hosts : Polylactic acid (PLLA) (a) and Polycaprolactone (PCL) (b) monomers.      The 

organic nonlinear molecules used:2-Methyl-4-nitroaniline(c); 2-Amino-4-nitroaniline (d); 3-Nitroaniline (e); 

2-Methyl-benzyl-4-nitroaniline (f). 
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generated at a repetition rate of 76 MHz. This experiment illuminated the electrospun nanofibers 

with linearly polarized fundamental light and then analyzing the polarization of the transmitted 

SHG light. The samples were mounted on an XYZ stage to facilitate the choice of the probed area. 

The average powers of the laser beam on the sample surface were controlled using a half wave-

plate (𝜆⁄2) and a Calcite Glan-Laser polarizer combination. The polarizer also ensures that the 

incident polarization was linear. After attenuation, the polarized light passed through a computer 

motorized precision rotation mount with an achromatic half-wave plate (𝜆⁄2), this was used to 

rotate the polarization angle, ϕ,  of the incident light on the sample. After the half-wave plate, the 

fundamental light wave passed through a long-pass filter that blocks optical wavelengths below 

780 nm. This ensures that no parasitic second harmonic signals from upstream optical 

components are detected.  

The polarized beam of diameter 5 mm was then focused onto the sample using an objective 

microscope lens (10X, 0.3 N.A., Olympus Corp., Japan) to achieve a high enough power density 

to produce a measurable nonlinear response. Then the generated SHG light from the sample’s 

surface, interface, or bulk, was collected by an identical objective lens in a trans-illumination 

configuration. A set of filters was used to eliminate the transmitted fundamental beam intensity 

and select the SHG light generated with a central frequency twice that of the source. A second 

computer motorized precision rotation mount with a polarizer was used as the analyzer of the 

generated SHG light.  

This analyzer was rotated to be either parallel, q-p configuration, or perpendicular, q-s 

configuration, to the nanofiber’s longitudinal axis. The analyzed SHG light was then coupled to 

the entrance slit of a 0.3 mm imaging spectrograph Andor Shamrock SR-303i, using a grating 

with a resolution of 0.20nm. Since the efficiency of the grating varies slightly with the polarization 

of the incoming light, the analyzed SHG light was also passed through a half-wave plate (𝜆⁄2) 

before entering the spectrograph. This half-wave plate (𝜆⁄2) was adjusted to maximize the 

efficiency of the grating used. The combination of the second wave plate and fixed analyzer 

orientation allows us to acquire the q-p and q-s curves with the same overall normalization. To 

visually observe how the incident fundamental beam illuminated the sample, a beam sampler 

was used to direct a fraction of the back-reflected light at a CCD camera. This allowed us to select 

the individual fibers that were probed. 
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4.2.3. Data Collection & Analysis 

 

A single integrated program, “2HGPAnalyser” was developed in LabView (flowchart in chapter 

2.5.2) to control the setup (rotational stages and spectrograph), collect the data, and analyze it. 

The program continuously displayed the spectra collected from the spectrograph in real-time and 

then generated the corresponding polar plot. 

This program automatized the experiment avoiding the tedious work of manually finding the 

longitudinal axis, rotating the incident light, and then analyzing the obtained spectra. For every 

spectrum obtained, the background is subtracted and then the integral of the spectrum is 

calculated. This integrated signal is the quantity represented in the polar plot. Before the 

measurement, the spectrometer, motors, and the data acquisition are configured in the 

“2HGPAnalyser” software, Figure 4.3. 

 

The spectral acquisition procedure begins with the initialization of the instruments. The 

application then scans the polarization angle of the incident fundamental beam by rotating step-

by-step the polarizer in the analyzer interactively with the also step-by-step rotation of the half-

wave plate (𝜆⁄2) to search for the maximum signal that can be correlated to the nanofiber’s 

longitudinal axis. 

Figure 4.3 Layout of “2HGPAnalyser” software. 
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 After obtaining these positions, the motorized half-wave plate (𝜆⁄2) is rotated stepwise, between 

0 and 360º for the acquisition in the q-p configuration first, as shown in Figure 4.4. Then the 

transmission axis of the motorized analyzer is rotated 90º and again the motorized half-wave 

plate (𝜆⁄2) is rotated stepwise to obtain the q-s configuration.  

 

 

4.3 Results 

 

The obtained electrospun nanofibers had several morphologies, as depicted in the SEM 

measurements in Figure 4.5. 

 

 

The average fiber diameter ranged from slightly below 1 micrometer for the 2MBNA- 

PCL fibers to 200 nanometers for the case of 3NA-PCL hosted fibers, Figure 4.6. Every sample 

consisted of an array of continuous nanofibers, which were denser in the case of the 3NA-PCL 

system, Figure 4.5. The presence of beads or crystals grown on the external surfaces was 

detected in some of the nanofibers produced, specifically in the 2A4NA-PCL hosted system, 

Figure 4.6, and in both of the 2M4NA fiber systems.  

Figure 4.4 Example of the data obtained for one configuration. Respective real-time polar plot. 

 

Figure 4.5 SEM micrographs from produced nanofibers. From left to right:  3NA-PCL, 2A4NA-PLLA, 

2M4NA-PLLA hosted nanofibers. 
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For all of the other nanofibers produced, the crystals were all embedded within the fiber interior. 

These were the best specimens obtained after tuning the spin coating parameters to optimize the 

nanofiber morphologies.  

The SHG efficiency of the fiber arrays was measured using the polarimetry setup. A thin (2mm) 

BBO crystal was employed as a reference to calibrate the detection efficiency of our set-up. 

Figure 4.7 shows the polarization variation of the SHG generated by the BBO single crystal used 

as a reference and 3NA-PLLA hosted nanofibers. Both curves present a similar trend, a stronger 

second harmonic intensity in the p-polarization than s-polarization output, but with a different 

ratio. However, the s polarization SHG of the 3NA-PLLA hosted nanofibers is relatively stronger 

displaying a different symmetry than that generated by the BBO crystal.  

Using the signal of the  BBO crystal, Figure 4.7, as a reference it was possible to estimate the 

relative efficiency of second harmonic generation for the several nonlinear molecules in both 

hosts. The relative signals taking into account only the excitation intensity, acquisition duration, 

and intensity of the acquired signal are listed in table 4.1. 

 

Figure 4.6 SEM micrographs of the produced nanofibers. 3NA-PCL (left) and 2A4NA-PCL (right) hosted 

nanofibers. 

 

 

-- q-p 

-- q-s 

Figure 4.7 Polar plot of the SHG data generated by a 2mm thick BBO single crystal (left) and electro-

spun 3NA-PLLA hosted nanofibers (right). 
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 PLLA PCL 

3-Nitroaniline 0.11 0.18 

2-Amino-4-nitroaniline 0.08 0.06 

2-Methyl-4-nitroaniline 0.06 0.04 

2-Methyl-benzyl-4-nitroaniline 
 

0.05 

 

 

In this preliminary evaluation, the 3NA had the best performance in both hosts compared to the 

other nonlinear molecules used. Also, the PCL host led to higher signals than PLLA. 

For 3NA, an almost planar molecule consisting of an aromatic benzene ring with the acceptor 

nitro N2O group in the para-position while the donor NH2 group occupies the ortho-position, a 

strong molecular dipole moment points from donor to acceptor groups.  

The crystallographic c-axis is a polar axis and summation of components of the molecular dipole 

moment projected on the c-axis results in a static polarization 𝑃𝑠 = 6.5 × 10−2 𝐶𝑚−2  [22,23] 

indicating the high electric accentricity of the crystal unit cell and a predominately electronic 

polarizability. The three-dimensional structure of  3NA can be described as an array of all-parallel 

polar layers perpendicular to [100] and interconnected by weak C–H⋯O bonds [24]. The most 

striking structural feature is a polar supermolecular charge-transfer network along [001̅].  

Analyzing the X-ray diffraction, Figure 4.7, powder patterns measured on a 3NA-PCL fiber array 

and the data for bulk 3NA and PCL published crystallographic information file we have that for 

3NA bulk crystals, the most intense Bragg reflection is (211) closely followed by (400), while 

(311) and (110) have much smaller intensities, as shown in Figure 4.7, inset 3NA. For bulk 

crystalline PCL there are mainly three intense Bragg reflections with (110) one order of magnitude 

more intense than the other two, as shown in Figure 4.7, inset PCL.  

However, the X-ray pattern of electrospun nanofibers shows that (400) Bragg reflection is the 

most intense reflection followed by (200) and now with the (211) reflection at least five times less 

intense than (400). This result indicates that for 3NA_PCL electrospun nanofibers there is a 

strong preferential crystalline orientation such that 3NA crystallizes inside the fibers with its 

crystallographic (400) plane coincident with the fiber array plane. The 3NA molecules lying on 

(400) plane are arranged so that as a net molecular dipole moment is displayed along the unit 

cell polar axis, which is in turn aligned with the fiber´s longitudinal axis. We may, therefore, 

Table 4.1 Relative efficiency of 2HG for the several nonlinear molecules in both hosts. 
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envision composite 3NA-PCL electrospun fiber arrays as two-dimensional nanohybrid structures 

where each fiber is formed at a microscopic level by highly oriented 3NA molecules inside the 

crystal unit cell. There is no expected molecular interaction through bonding between PCL and 

3NA molecules. 

 

4.4 Discussion 

 

According to the x-ray diffraction patterns, the 3NA crystals inside the fibers are mainly oriented 

with their crystallographic 𝑐 polar axis along the longitudinal fiber axis having the crystallographic 

(400) plane in the fiber array plane. This highly oriented 3NA crystalline arrangement inside the 

fibers should lead to a very anisotropic nonlinear optical response for light traveling with its wave 

vector perpendicular to the polar axis. For crystals belonging to point group mm2 and taking into 

account Kleinman’s symmetry conditions [25], the second-order optical polarizability coefficients 

are represented by the matrix in Eq. (4.1) [26] written in the conventional contracted notation.  

  

Figure 4.8 The X-ray diffraction powder patterns measured on a 3NA-PCL fiber array and for bulk 3NA 

and PCL, inset. 
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and the polarizability components of the generated doubled frequency optical field are           

expressed by the relations,   
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Here 𝑑𝑖𝑗 are the elements of the second-order polarizability tensor and xE
, yE

and zE
 are the 

electric field vector components of the incident fundamental optical field applied along x, y, and 

z optical crystal axis, respectively. Assuming the fundamental light is incident along the optical x-

axis, then the detected signal will vary with the incident field polarization angle, θ ,  according to 

the following relations:     

                     

2
2 2 2

32 33

2 2 2

32

sin (θ) cos (θ)

sin (2θ)

q p

q s

I d d

I d









   


 .                       (4.3) 

The observed polar plots are shown in Figure 4.9 were acquired by integrating the signal over 

0.25 seconds with an average incident energy of 6.5 pJ. The “q-p” polarimetry curve closely 

approximates a single 4cos   pattern, confirming the strong preferential crystallographic 

orientation of 3NA crystals embedded into the PCL polymer matrix. However, the “q-s” 

configuration does not display the expected four-lobed “cloverleaf” pattern of a 2sin 2   

dependence. Furthermore, the ratio of the maximum signals for the “q-p” to “q-s” configurations 

is 9.3 nearly a factor of twenty smaller than the expected ratio based on the values for the second-

order polarizability tensors elements of 3NA, 33 21 /d pm V  and 32 1.6 /d pm V  [27]. This 

suggests that the incident light illuminated several 3NA nanocrystals, some of which were not 

completely oriented along the preferential direction indicated by the x-ray diffraction data.  
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For comparison, we present the obtained polarimetry curves from a 3NA single crystal (100) 

platelet with dimensions 
31.5 5 0.44x x mm  under the same excitation conditions with the 

fundamental incident beam normally incident. A detail of the q-s configuration shown in Figure 

4.10 (right) more closely approximates the expected four-lobed “cloverleaf” pattern of a 2sin 2  

dependence. We believe the pattern is asymmetric due to a difference in phase matching 

efficiency of SHG for light with a polarization orientated at an angle of  45º   relative to the 

direction of the maximum q-p signal.  

 

Figure 4.9 Polar plot of the SHG polarimetry data collected on a single 3NA electrospun nanofiber. 

These measurements correspond to the signal integrated over 0.25 seconds of a 76 MHz repetition 

incident fundamental beam with an average energy of 6.5 pJ per pulse. The radial axis values are 

expressed in millions of counts. (left) “q-p” and “q-s” polarimetry curve (right) a detailed look at the “q-

s” polarimetry curve. 

Figure 4.10  Polar plot of the SHG polarimetry data collected on single 3NA crystal (010) platelet with 

dimensions of 
31.5 5 0.44x x mm . The radial axis values are expressed in million counts. (left) “q-p” 

and “q-s” polarimetry curves (right) a detailed look at the “q-s” polarimetry curve. 
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Note that this platelet is 440 m thick, and that 3NA being orthorhombic is optically a biaxial 

crystal. Remarkably, the measured SHG output intensity for the q-p configuration of this platelet 

is lower than that of the submicron nanofiber. We attribute this lower output to phase mismatch 

in the SHG generated by the platelet.   

To determine the effective nonlinear susceptibility coefficient, 
3NA

effd  , the SHG response of the 

electrospun fibers was measured against an oriented BBO crystal of 1 𝑚𝑚 thickness. To 

calibrate the collection efficiency of the set-up, Type I phase matching occurs for an incident field 

at 800nm that propagates at 29.2 degrees relative to the optic axis with an effective second-order 

nonlinear coefficient of  𝑑𝑒𝑓𝑓 = 2.0 × 10−12 𝑚𝑉−1 [28]. Using the 10X objective, the effective 

length over which the fundamental and second harmonic beams remain superimposed with the 

BBO crystal is limited by the 69 mradian walk-off angle of the extraordinarily polarized second 

harmonic wave to a distance 
BBO

Sl   of approximately 25 m. By comparison, temporal walk-off 

between the fundamental and second harmonic beams is negligible under our conditions. Haifeng 

and Weiner [29]have developed a theoretical expression to estimate the efficiency of second-

harmonic generation by ultrashort pulses. Given the tight focus produced by the microscope 

objective their expression reduces to the form:  

2
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Here  U  and 
2U   are the energies of the incident fundamental and generated second harmonic 

pulses while 
pt  is the FWHM pulse duration of the fundamental beam, roughly 100 

femtoseconds. At phase matching the respective refractive indices n  and 2n   are both equal 

to 1.660. In contrast, the submicron thickness of electrospun nanofibres allows one to use the 

standard phase-matched plane wave result for second-harmonic generation:  
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where b is the confocal length of the focused incident beam (36 m) and 3NAL  is the thickness 

of an individual fiber.  
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Taking the ratio between the two above expressions allows one to estimate the effective second-

order susceptibility coefficient of the electrospun fibers:  

  

33/4
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where we have neglected small corrections due to differences in the refractive indices. In our 

measurements, the ratio of detected energies in the “q-p” was 
3

2 2/ 0.032NA BBOU U     while the 

ratio of incident fundamental energies was 
3 / 10NA BBOU U   .  However, this latter factor should 

be corrected to take into account that an individual fiber with a diameter of 225 nm is significantly 

smaller than the estimated focused fundamental beam 21/ e  diameter of 3.3 m, effectively 

reducing the ratio of incident energies. The estimated effective second-order susceptibility 

coefficient for the “q-p”  configuration is approximately 80 pm/V. This is almost a factor of 4 

greater than the largest tensor element 33 21 /d pm V for bulk crystalline 3NA [27]. 

 

4.5 Summary 

 

The results show that polymer nanofibers embedded with optically nonlinear organic compounds 

give rise to a strong anisotropic response of the second-harmonic generation as a function of the 

polarization direction of the incident light. The macroscopic orientation of small nonlinear active 

molecules in conjugation with an appropriate biopolymer host can improve the optical properties 

of the materials, exceeding the properties of the bulk crystals. The values obtained for the 3NA-

PCL hosted nanofibers encourage us to look forward to developing promising and low cost 

bioorganic optical devices, with several potential applications. 
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5.1.  Introduction 

 

Quantum dots (QDs), nearly 0D objects with the electronic energy spectra containing discrete 

levels, as briefly discussed in chapter 1.5.1, are excellent absorbers and emitters of 

electromagnetic radiation.[1] However, their assemblies (such as polymer thin fils with embedded 

colloidal QDs or matrix-free films composed of loosely liked nanocrystals)  have relatively poor 

carrier transport properties as compared to conventional semiconductors.[2] In contrast, graphene 

and the family of transition metal dichalcogenide monolayers (TMDs) have high carrier 

mobilities.[3] These materials can be coupled to QDs via exciton-plasmon[4] or exciton-exciton 
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coupling[5]. This is a strong motivation to bring these systems together in hybrid structures and 

then investigate their interaction. 

From a fundamental perspective and also to provide a foundation upon which to develop potential 

applications, it is crucial to understand the energy and charge transfer process in these systems. 

In particular, we wish to examine the case of energy/charge transfer from the Cadmium based 

QDs, to graphene and MoS2. 

Usually, the modification of the QDs photoluminescence decay rate when coupled to graphene or  

MoS2, is attributed to non-radiative energy transfer[6–9] but the question arises if this is limited to 

incoherent effects through mechanisms such as Förster resonant energy transfer (or possibly 

radiative transfer for longer distances). If coherent processes contribute, one would expect such 

effects to occur on ultrafast timescales, picosecond or sub-picosecond timescales, at ambient 

temperatures 

The emission dynamics of these systems were studied in this chapter using Time-Correlated Single 

Photon Counting (TCSPC) and a pump-probe technique, the transient absorption (TA) experiments. 

 

5.2. Experimental methods 

5.2.1. Samples 

 

For the studies described in this chapter, systems of CdSe QDs, exfoliated samples of graphene 

and MoS2, and CVD graphene were prepared and transferred to the same substrate as described 

in chapter 2.6. Thin Poly(methyl methacrylate) (PMMA) films and spacers were also produced as 

described in the same chapter. Details of the graphene-QDs structures have been provided in 

chapter 3. Examples of microscope images and Raman spectra used to characterize the MoS2 

flakes are shown in Figure 5.1.  

To investigate the emission dynamics of these systems, three areas of the samples’ surface were 

probed: (i) the thin-film containing only QDs (QDTF), (ii) a section with the QDs deposited over 

graphene (QDGR), and (iii) an area with the QDs on top of the MoS2 (QDMoS).  

It was possible to visualize the area of the MoS2 flake using an optical microscope where one can 

see several bulk MoS2 pieces and a small zone with the expected monolayer, Figure 5.1.  

The measured Raman spectra confirmed that the latter exhibits the characteristic signatures of 

a few-layer MoS2. Moreover, the frequency difference between the two Raman modes is 18.63 
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cm-1, close to the value of the 18.40 cm-1 that is the principal fingerprint of the presence of a 

monolayer of MoS2.[10,11] 

 

For the graphene, the verification of the area where the scooped graphene was deposited was 

made first by an enhancement of graphene visibility on the transparent substrate by using the 

microdroplet [12] and the refractive index principle [13]; looking through the microscope glass 

increases the graphene contrast making it much easier to identify. This was only to pinpoint the 

area since the confirmation was also made by Raman spectroscopy where we see the Stokes 

phonon energy shift caused by laser excitation that creates two main peaks in the Raman 

spectrum. It is possible to see in Figure 5.2 (upper panel, left) the primary in-plane vibrational 

mode of the sp2–bonded carbon atoms, the G peak at 1580 cm-1, and the 2D mode at 2690  

cm-1 which is an overtone of the D band. This D band and the overtone appear due to the breathing 

modes of sp2–bonded atoms and is caused by disordered carbon atoms in the lattice. Also, we 

can use the ratio of the 2D/G peaks intensities to confirm the presence of a monolayer.[14,15] 

The QDs’ presence was manifested by their Raman spectra and the characteristic PL emission. 

Using the FLIM setup we could see the effective coupling of the QDs to the monolayers as seen 

in Figure 5.8. Looking at the microscope image as already noted, it’s almost impossible to identify 

a monolayer, but when we take a FLIM map the contrast in the lifetimes from the quenching of 

the QDs by the monolayer is quite noticeable (Figure 5.8, center).  Data from integrating these 

FLIM maps over an area of 100 μm2  to obtain the mean fluorescence intensities from the three 

systems was also acquired, Figure 5.2 (upper panel, right). 

Figure 5.1 Microscope image with the presence of MoS2 bulk and monolayer. Inset: Raman spectrum 

showing the out-of-plane A1g phonon mode at ≈ 405 cm−1 and the in-plane E2g1 mode at ≈ 386 cm−1.. 
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5.2.2. Optical setup 

 

The details of the laser system, the Time-Correlated Single Photon Counting (TCSPC) system, 

and the broadband ultrafast transient absorption setup with associated software are explained in 

Chapter 2. In this section, several modifications applied to that base description for the 

broadband TA are described.  

Briefly, for the TCSPC experiment, the data was obtained using a mode-locked femtosecond 

Ti:Sapphire Laser (Titanium:Sapphire -Coherent Mira) and a frequency doubler/tripler for 

excitation. The detection system consists of a Multi-Channel Plate (MCP) photomultiplier and a 

Becker & Hickl detection card (SPC-150). The instrument response function of the system has a 

Figure 5.2 Upper panel: Microscope image showing the presence of a CVD graphene monolayer and 

QDs (left) with a Raman spectrogram of the lower right area shown in the inset. FLIM image of the 

same area where we can see the quenching of the QDs via its lifetimes (right). Lower panel: Integrated 

intensities for different areas. 



NANOSECOND TO PICOSECOND DYNAMICS OF 0D/2D NANOSTRUCTURES 

 

115 
 

temporal full-width half maximum of 20 ps. The excitation light was coupled into the microscope 

objective (20X, 0.8 NA, Zeiss, finite conjugate), which was used to focus the laser on the sample. 

The emission was collected by a lens in an L configuration and with magic angle arrangement 

(Fluorescence polarization detected an angle of 54.7° relative to the polarization of excitation 

laser) for solutions. For the solid-state samples, an epi-luminescence geometry was employed 

using the FLIM setup. It should be noted that during the measurements the excitation flux was 

kept very low (1 uJ/cm^2) to avoid the Auger recombination due to multi-photon excitations. 

For the TA experiment, Figure 5.3, a portion (500 μJ/pulse) of the chirped output pulse from the 

regenerative amplifier (100 fs FWHM pulses at 800 nm, at 1 kHz repetition rate) was used to 

pump the parametric amplifier which generates the final pump pulses with energies of around 

10 μJ per pulse, for the wavelengths studied in this the experiment. Before reaching the sample, 

the pump beam is optically chopped to provide a reference signal. The chopper was synchronized 

with the regenerative amplifier and worked at half of its repetition rate. 

The remaining part of the fundamental beam of the chirped pulse regenerative amplifier was sent 

down a variable delay line that determines the relative delay between the pump and probe pulses. 

After the delay line, a single filament white-light continuum is generated in a sapphire plate used 

for the probe pulses. An iris was inserted in front of the focusing lens to adjust the beam diameter 

for optimal white light generation. 

Figure 5.3 Diagram for optical differential transmission experiments implemented in our laboratory.  The 

experiment is controlled through a LabVIEW program. 𝜆⁄2-half wave-plate; GL-P- Glan-Laser Calcite 

polarizer; F-Filter; P-Polarizer; BS Beam splitter, PD-Photodiode. 
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The pump and probe beams are focused onto the sample in a collinear geometry using a 

microscope objective. To avoid any multi-photon excitation intensity effects, the experiments were 

made at low fluency, between 2.5 μJ cm-2 and 5 μJ cm-2 at the entrance pupil of the microscope 

objective. The probe intensity was always less than the pump intensity, and the probe spot size 

was chosen to be approximately 10 times smaller than the pump spot size to ensure 

homogeneous excitation over the probed area. The light was then collected by an identical 

objective lens in a trans-illumination configuration and subjected to a long-pass dichroic filter or 

a notch filter to diminish the spectral intensity of the pump and avoid saturating the 

spectrometer's detector.  

The differential transmission signals were collected using an Andor Shamrock SR-303i 

spectrograph which is synchronously triggered externally, at 1kHz, at twice the frequency of the 

pump beam modulation. For normalization, the intensity of a small portion of the probe beam 

was registered by a fast photodiode and integrated by a Stanford Research boxcar integrator (SRS 

SR250) whose output was subsequently sampled via a NI-Daqmx. 

The temporal resolution depends on the pulse duration of the pump pulse (~120 fs), the chirp 

of the white-light continuum, and the step size of the delay line. The temporal resolution was 

approximately 150 fs, and was experimentally determined by analyzing the data from the cross-

phase modulation measured on a glass microscope slide to extract the chirp and the IRF. 

 

5.2.3. Data Collection and Analysis 

5.2.2.1 Time-correlated single-photon counting – TCSPC 

 

The TCSPC data were acquired using the software SPCM64 from Becker & Hickl and was 

analyzed through the software SPCImage also from Becker & Hickl and FluoFit from PicoQuant 

GmbH. To fit the decay parameters to the fluorescence decay trace measured by the system, a 

deconvolution with the instrumental response function (IRF) was carried out.  

Several methods can be applied to extract the lifetime from the collected data, )(tD , using the 

instrumental response function, )(tIRF : 

t

0

D( t ) IRF( t̀ )F( t t̀ )dt  .     (5.1) 
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The most common ones are the nonlinear least squares (NLLS) [16] the method of moments 

(MM) [17], and the maximum entropy method [18]. In this work, we used the first two methods. 

The NLLS was employed since it is the method routinely used in decays with one or multi-

exponential behavior. The MM was also used since it yields the lifetime distributions without 

assumptions about the temporal shape of the underlying kinetics. 

For a correct evaluation of the decay parameters, the fit window was chosen so that the fitting 

range contained a portion of the time-independent background signal both to the right of the tail 

and before the IRF initial rise. The offset value was then fixed as a constant parameter in each fit 

and was assessed from the background count, present before the rising edge of the IRF. 

The results of the NLLS fit are a set of calculated values, which describe the experimental data. 

These calculated values are optimized by minimizing the weighted sum of the squares, 2 , of 

deviations of the calculated points, )(tY , from the experimental ones, )(tX , according to 

equation 19, for all channels (numbered by i ) of data in the fitting window.  

 
 

2
n n

2 i i2

i i i

i 1 i 1 i

X( t ) Y( t )
W X( t ) Y(t )

X( t )


 


     (5.2) 

Here iW  is the weighting factor of the data in the i -th channel (out of a total of n channels 

sampled). 

This approach assumes that the noise associated with each channel has zero mean and is 

independent of the other channel. To satisfy these conditions, a minimal number of counts, 102 

-105,[16] must be collected to support the assumption of Gaussian statistics. In the case of  MM 

analysis, the minimum is less demanding; usually 100 counts are sufficient.[17] 

The 2  value was minimized by varying the decay parameter either by itself or together with the 

pre-exponential factor iC , 

                        
i

t

i

i

F( t ) C e


 
 
  .                                (5.3) 

Individual decay curves were initially fitted with a single exponential, followed by inspection of the 

goodness of the fit in the form of the weighted residuals, Figure. 5.4, and the magnitude of the 

reduced 2 criterion, which is expected to be near unity. If these objectives were not attained, 

additional exponential components were introduced. 
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For fitting with the MM, the first moment was defined as: 

1 i i

i

M t N .    (5.4) 

where iN  is the number of counts in time channel i and it  is the time for the i -th  time channel, 

which results in the following mean lifetime estimation: 

1m 1 i

i

M N   .    (5.5) 

Once the 1-st moment lifetime is found, one can correct for the instrument response function 

contribution using the simple prescription: 

            
(k ) ( IRF )

r
1m 1m    .   (5.6) 

where 
( IRF )1m is the first moment of the instrument response function. 

 

5.2.2.2 Transient absorption – TA 

 

The differential transmission data were collected as a function of the delay between the pump 

and probe pulses, tT , using the “TASpectra” program that controlled the setup and 

sequentially measured the white light continuum transmitted through the sample with the pump 

on (the disturbed signal), pumpedT , and with the pump blocked (the reference signal), T  at each

t . 

The spectra were acquired at 1024 wavelength values over a 120 nm range and collected over 

delays ranging from ≈ 250 fs to 2 ns with an adjusted linear time-delay step depending on the 

desired resolution. For each acquisition, the spectrum was normalized using the synchronized 

information from the generated white light continuum intensity. 

The differential transmission spectra were then calculated as: 

Figure 5.4 Weighted residuals, visualization of a non-ideal fit (a) and a smoother one (b). Notice 

that in the second case the residuals are uniformly distributed. 
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pumped

t

T T
T

T



  .                                     (5.7) 

At each delay time step, the acquired spectral region indicates the state of the system at that 

instant of time. The differential transmission spectra were averaged at each delay until the desired 

signal-to-noise ratio was achieved. 

The differential transmittance of Eq. 5.7 used in this work follows the convention of plotting the 

excited state absorption, ESA, as a negative signal. Consequently, the stimulated emission, SE, 

and ground-state bleaching, GSB, correspond to positive signals. 

The chirp due to the spectral components of the white light continuum, that is the fact that the 

lower frequency components (red part of the spectrum) arrived at the sample earlier than the 

higher frequency components (blue end of the spectrum), was corrected for by importing the 

obtained data and using a MATLAB script. 

In the analysis procedure, due to the complexity of the TA dynamics, it is challenging to formulate 

a kinetic model that describes all these dynamics, so no specific model was applied. After the 

deconvolution with a Gaussian instrument response function, the data were analyzed using a 

sum of exponential functions to estimate the time scales on which the main processes are 

occurring. 

 

5.3. Results and Discussion 

5.3.1. PL decay kinetics  

 

The first approach to gain insight into the processes occurring in these systems was an extension 

of previous work in our group where the quenching of an excited dye molecule by energy transfer 

to a graphene surface was evaluated together with its possible use as an accurate molecular 

ruler.[19] This time QDs were used instead of a dye molecule to investigate the effect of nearby 

graphene on the light emission kinetics of the QDs. The procedure included the fabrication of 

structures where the separation between the excited QDs and the graphene could be well 

controlled as it is crucial for performing such measurements. For this purpose hybrid structures 

were created consisting of a monolayer graphene flake, a PMMA layer acting as spacer and 

insulator, and a second thin layer of the same polymer doped with the QDs. For this experiment, 

QDs with emission at 
em  =520nm were used together with two different graphene samples. One 

of them was a monolayer of an exfoliated crystal and the other was produced by CVD. Both were 
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transferred onto the same substrate in adjacent areas so that we could guarantee that the 

conditions of the PMMA spacer and the QDs were the same for both. The distance was then 

controlled by PMMA spacers that were estimated to be roughly 35, 30, 25, 20, 15, 10, 5 and 2 

nm thick. To assess the influence of graphene and the distance, TCSPC data were obtained from 

the QDs immobilized in the PMMA, with their emission band centered at 520 nm. 

The emission of QDs has a fluorescence rate, rk , characteristic of the QD. The emission 

quenching often observed in the presence of other materials implies that the QD was de-excited 

through other processes due to the presence of these materials. Possible de-excitation processes 

include charge transfer (CT) from the light-emitting entity to the environment and energy transfer 

(ET), already briefly discussed in the Introduction, and also internal conversion (IC). The total 

effect of these processes can be combined into a non-radiative decay rate, nrk , as: 

nr CT ET otherk k k k   .                    (5.8) 

In general, a sum of radiative and non-radiative decay rates describes how fast the excited entities 

return to the ground state, accordingly, its inverse can be called an effective excited state lifetime. 

  
1

r nrk k
 


 .     (5.9) 

This lifetime can be used as a measure of how much the QDs’ emission is influenced by the local 

environment. Parameters affecting the lifetime, beyond the emission wavelength, include 

temperature, the state of the other material (e.g. the Fermi energy of graphene in our case), and 

the distance to this other material.  

With this mind, TCSPC data for both graphene-QD systems were recorded, which are shown in 

Figures 5.5 and 5.6 on the next page. The reproducibility of measurement results was checked 

by carrying out at least five different acquisitions under the same experimental conditions.  
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Figure 5.3 TCSPC decays obtained for the exfoliated graphene. 

Figure 5.5 TCSPC decays obtained for the exfoliated graphene. 

Figure 5.6 TCSPC decays obtained for the CVD graphene. 
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Both methods, i.e. multiexponential fitting and direct model-free evaluation of the first moment 

of the decay kinetics, explained in 5.2.2 were used to evaluate the effective lifetime. The results 

are presented in Figure 5.7. The variation in the effective lifetime at each distance was typically 

less than 2 % over the five acquisitions for each method.  

As seen in Figure 5.7, similar trends are observed for the two evaluation methods. As expected, 

the graphene, either exfoliated or CVD-grown, provokes emission quenching and the effect is 

stronger the smaller the spacer between the QDs and the graphene surface. Interestingly, the 

distances over which the energy quenching is observed in this hybrid system reaches out to 

spacer thickness on the order of
em /15. This is lower than 

em /10, the value previously found 

for the organic dye perylene [19]  but it still considerably exceeds those found usually in molecular 

systems [20]. 

Let us discuss the dependence of the quenching effect upon the QD-graphene distance, i.e. the 

spacer thickness. First, it is convenient to write the non-radiative decay rate in the QD-graphene 

system with spacer thickness d as 

( 0 ) ( 1 )

nr nr nrk ( d ) k k ( d )  ,                       (5.10) 

where )0(

nrk )(lim dknr
d 

 is unrelated to graphene. We may define an effective lifetime of QD 

emission in the absence of graphene as  

Figure 5.7 Extracted first moments of kinetics (left) and the weighted exponentials (right) for CVD (black 

points) and exfoliated (red points) graphene 

ns ns 
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        
1

( 0 )

0 r nr1 k k


  .                                          (5.11) 

Therefore, we have: 

( 1 )

nr

0

1 1
k ( d )

( d ) 
  .                              (5.12) 

Also, it is convenient to define the following dimensionless quantity: 

  
( 1 )

nr

0

( d )
( d ) k ( d ) ( d ) 1


 


   .          (5.13) 

This quantity, which measures the efficiency of graphene as an emission quencher is plotted in 

Figure 5.8. It can be seen from the figure that 0  for 35d nm, while it reaches the values 

of 0.6 – 0.7 for the smallest d . We can see that the graphene-induced quenching is more 

efficient for the exfoliated sample, but in neither case is it as high as has been reported in some 

previous publications, over 90% in the work of Raja et al.[8] or even nearly 100% as found by 

Gaudreau et al.[21].   

 

The simplest model that can be assumed is that graphene-induced quenching is entirely due to 

non-radiative (near-field) energy transfer from excited QDs to graphene. Indeed, )(d  is non-

negligible for the distances that exclude any charge transfer process via electron tunneling (say, 

10d nm); at the same time, it tends to zero still within the near-field zone ( d ). Moreover, 

Figure 5.8 Dimensionless rate of graphene-induced quenching of the QD emission for the CVD (left) 

and exfoliated (right) graphene samples. 






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we may assume further that the surrounding dielectric (PMMA) does not contribute to the non-

radiative transfer processes as it is a transparent dielectric.   

We may apply here the dipole-dipole (Förster) resonant energy transfer (FRET) theory briefly 

discussed in section 1.6.2. For a donor and an acceptor, both idealized as point dipoles and 

separated by a distance R , the FRET rate is given by (1.34) where the constant 0W  can be 

identified with the spontaneous emission rate of a dipole emitter located in an infinite 

homogeneous medium with the refractive index   (see e.g. [22]): 

  

2 3

0 3

0

p
W

3 c

 


 .                                  (5.14) 

Here   is the emission frequency and p


 is the transition dipole moment. The Förster [23] 

radius can be expressed as follows: 

4 4
6 4

0 A D A4

3 c
R Q F ( E )F ( E )E dE

4

  ,                 (5.15) 

where AQ  is the integrated absorption cross-section of the acceptor and )(EFD  and )(EFA  

are the emission and absorption lineshapes of the donor and acceptor, respectively, both 

normalized to unity. If the acceptor dipoles are distributed within a plane (representing the 

graphene sheet), the FRET rate can be obtained by integrating over this plane and written as 

follows: 

                                                                    

2 6

0ET
A 3

2 2
0 0 0

Rk
d rdr

W r d



 
  

 
    

  ,                      (5.16) 

where A  is the surface density of acceptor dipoles. The emitter )(EFD  lineshape may be 

taken as a  -function. Since )()(  EFQ AAA  is the absorbance of the graphene sheet at 

photon frequency E ,  the integration in Eq. (5.16) yields:  

4

ET

4 4 4

0

k 3c
( )

W 8 d
 

 
 .               (5.17) 
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This scaling law of the FRET rate from a point dipole emitter to graphene in the near-field zone, 

4 dkET , may be obtained more rigorously. [24] The graphene absorbance, for FE2  

(i.e. in the visible region) is almost independent of the frequency and equal to 3.2 %. [25] 

 Therefore, Eq. (5.17) may be rewritten as: 

4

ET ET

0 r

k k
const

W k d

 
   

 
 .                                   (5.18) 

To compare the above theoretical prediction with our experimental results, the data presented in 

Figure 5.7 was replotted in terms of )()()()1( dddknr  , using a double logarithmic scale, 

Figure 5.9 right. No straight line was obtained and the experimental dependence )()1( dknr  is 

considerably weaker than the expected 4 dkET  one.  

The above theory does not take into account the finite size of the QDs. As a first approximation 

one can assume the dipole is located at the center fo the QD. In this case, the distance of the 

dipole from the graphene sheet can be approximated as sRdd QD * , where QDR  is the 

radius of the nanocrystal core of the QD (which can be estimated as 1.5 nm from Figure 1.7 in 

the Introduction) and s  is the size of the organic capping agent, AOT. The latter has a chain 

length of 12.57 Å, a head group diameter equal to 6 Å, which increases the effective QD radius 

by approximately 1.9 nm.[26,27] So, roughly 4.3*  dd nm. Taking 1

00

W , combining 

Eq. (5.13) with Eq. (5.18) and substituting *d  in place of d , the following formula for the 

parameter  is obtained: 

                  

1
4

*

*
( d ) 1 1 const

d






  
    

   
 .                          (5.19) 

Using Eq. (5.19) and excluding to first three points with the smallest spacer thickness results in 

a fit that comes close to the expected 4d   dependence, as seen in Figure 5.9. 

However, it fails to adequately explain the observed dependence for spacer thicknesses below 

10nm. Extrapolating the fit for the exfoliated graphene to the limit of no spacer, one would predict 

a value for   of 0.99, much higher than the observed value of 0.66. This suggests that there is 

something missing in the above theory that is particularly important for small spacer thicknesses.  
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The theory does not take into account the effects of the substrate and the spacer layer on the 

radiative decay rate, which may take place due to the scattering of the light emitted by the QD at 

the interfaces back to the emitter.[22] However, since the energy transfer efficiency estimate was 

carried out using the ratio of the decays with and without the presence of graphene and the same 

dielectric spacer thickness, this influence, in principle, should cancel.[28] Some additional 

processes could potentially be significant. One of these might be graphene-mediated FRET 

between QDs, a mechanism that might oppose the graphene-induced quenching, may cause the 

too slow variation of the decay rate with the decreasing distance to graphene. Another possibility 

is the presence of trapped states in a small fraction of the QDs. If these trapped states are less 

susceptible to quenching by graphene, they could serve as a reservoir for the QD excitation.  

An additional investigation of the near-field effects on QD emission was performed by placing a 

MoS2 layer side by side with a graphene sheet. The sample was prepared with an exfoliated MoS2 

flake, which was transferred together with the CVD graphene to the same substrate to have 

exactly the same conditions, concentration, and thickness of the film of the spin-coated QDs, with 

no spacer in this case ( 0d ).  

 

 

 

 

 

 

Figure 5.9 Double logarithm plot of nrk  in function of distance (left).  Fit of the experimental values of 

the quenching rate for exfoliated graphene using equation (5.19) excluding the three nearest values, 
(right). 

Figure 5.10 Absorption spectra of the MoS2 monolayer and the QDs used in the decay kinetics 

measurements (red); photoluminescence spectra of the QDs (blue). 
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Notice that the QDs immobilized in the PMMA for this investigation for experimental purposes 

had their emission band centered at 610 nm, Figure 5.10.To compare the influence of graphene 

and MoS2 on these QDs’ emission, TCSPC data were collected, as shown in Figure 5.11. They 

are from the QDs immobilized in the PMMA thin film at several probing spots, both on top of the 

graphene, MoS2, and in the area far away from either of the monolayers, at the same emission 

band at 610 nm.  

These decays were fitted using the same approach as before. The values of the corresponding 

parameters and the quenching efficiency are given in Table 5.1 

 

            Multiexp. (ns)       System              First moment 

1st 2st 3rd W.average        (ns) 

0.53 3.42 0.04 1.4 0.91   QDGR   1.52 0.90 

0.58 4.22 0.05 2.76 0.84   QDMoS   3.31 0.79 

0.43 3.75 21.1 18.05     QDTF   16.45   

 

It can be seen from Figure 5.10 that the QD emission band overlaps with the higher-energy 

absorption band of the TMD layer, which probably originates from B-excitons of MoS2 (see section 

1.5.4). The quenching rate was found to be lower for QDs on top of MoS2, in comparison with 

the dots deposited on graphene. The first-moment lifetime value obtained for the QDs/graphene 

Figure 5.11 Decays and corresponding fits (red) obtained for three different areas of the same 

sample with TCSPC QDs deposited over graphene, MoS2 and away from both of them. 

Table 5.1 Parameters obtained from both fit procedures of the measured photoluminescence decay 

kinetics. 



NANOSECOND TO PICOSECOND DYNAMICS OF 0D/2D NANOSTRUCTURES 

 

128 
 

system was ≈ 1.5 ns, while for the QDs/MoS2 system it was ≈ 3.3 ns. This is surprising given 

Eq. (5.17) since graphene’s absorption is much lower than that of MoS2, at the relevant 

wavelengths. One possible explanation is that the energy transfer between the QDs and the 

semiconductor layer is much stronger and reversible, i.e. the excitation can go back and forth, in 

contrast with the situation assumed by the Förster (perturbation) theory. If the dipole-dipole 

interaction energy is sufficiently large (in comparison with environment effects), the FRET theory 

and, consequently, Eq. (5.18) is not valid. Such regimes are known for molecular chains involved 

in energy transport in photosynthesis systems.[29]   

 

5.3.2. Transient absorption  

 

To better understand the 0D-2D hybrid systems, we carried out a pump and probe experiment 

and measured the differential transmission at a higher temporal resolution, hoping to gain some 

insight into the QD excited state evolution. Applying pump pulses with a central wavelength of 

480 nm, we performed time-resolved measurements of the differential transmission of the QDs 

at wavelengths ranging from 520 nm to 650 nm, with an overall delay of up to 800 ps.  

The spectra are characterized by a reduced absorption, i.e. photo-bleaching, at the QD exciton 

resonance around 580 nm. Photo-bleaching appears as a positive signal due to the convention 

adopted for the differential transmission, see Figure 5.12. This signal indicates that a significant 

portion of the population leaves the ground state and is transferred to the excited state, i.e. ground 

state bleaching, GSB. 

 

 

 Figure 5.12 Differential transmission spectrum of the QDs around the bleaching wavelengths with 

scale -T*10-3 (left). The red curve correspond to the differential transmission at a time delay of 1 ps 

between the pump and probe pulses. 
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One can readily find both large and small differences in these differential transmission spectra, 

presented in Figures 5.13 and 5.14. on the following page. 

 

 

 

 

 

Figure 5.13 Transient transmission spectra obtained for the QDs on the glass microscope slide (top), on 

top of a graphene monolayer (middle) and on the MoS2 monolayer (bottom). Vertical axis presents the 

wavelength (520 to 650 nm); Color-bar scale: T*10-3. 
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 Figure 5.14 Transient transmission spectra for the QDs on the glass microscope slide (top), on 

graphene (middle) and on the MoS2 monolayer (bottom). 20 ps time scale (bottom). ). Vertical axis 

presents the wavelength (520 to 650 nm); Color-bar scale: T*10-3. 
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The most obvious difference is the greater temporal persistence of bleaching near the excitonic 

absorption band after initial excitation for the QDs on the glass substrate which is consistent with 

the TCSPC measurements. Also, the initial bleaching centered on the excitonic absorption has a 

considerably shorter duration for the QDs-graphene sample compared to the other two. A more 

subtle difference is the slight apparent shift of the initial bleaching to longer wavelengths in the 

QDs-graphene sample. Analyzing a more restricted time scale shown in Fig. 5.14 highlights these 

differences.  

The initial bleach signal centered near 580 nm is depleted faster for QDs coupled to the 

monolayers, indicating strong coupling between the QD excitons and the monolayers. Graphene 

is more efficient than MoS2 in this respect. The bleaching center of gravity appears shifted towards 

higher energies in the QD/MoS2 system. 

Plotting the change in absorbance as a function of the wavelength for various time delays, Figure 

5.15, it becomes clear that both the QDs on glass and the QD-graphene system peak bleaching 

wavelengths relaxes to the red. For the QD-graphene sample, this shift is nearly 11 nm, 

Figure 5.15 Pump-induced transmission change obtained for the QDs on a glass microscope slide 

(upper panel), coupled to the graphene (lower left) and MoS2 monolayer (lower right) at various delay 

times (2, 5, 10, 15, 25, 40, 80, and 120 ps) after excitation. 
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corresponding to an energy shift of nearly 40 meV, while for the QDs on the glass substrate it is 

8 nm or 29 meV. In contrast, the peak of the QD/MoS2 systems moves only 2 nm (7 meV). This 

being a possible indication of the presence of homo-FRET in these systems. 

For the sample with graphene, the initial changes in the bleaching spectra are faster, but after 

40 ps the spectra seem to stabilize. In MoS2 coupled QDs at 15 ps, it is possible to notice a 

feature signal from the B-exciton convoluted with the bleaching of the QDs. Due to this 

convolution, it was not possible to see the rise of this fingerprint. But since it is not present during 

the initial delay times, its appearance must be related to the QDs evolution and rather than some 

being associated with some feature of the incident light. Around 650 nm (1.91 eV), a photo-

excited induced absorption feature appears between 5 and 10 ps after excitation, which seems 

to stabilize after 15 ps.  

The differential transmission bleaching decays were monitored at 580 nm, Figure 5.16, and fit 

to a bi-exponential function. 

 

The resulting decay lifetimes and the average lifetimes are presented in Table 5.2. 

 

Table 5.2 Kinetic parameters from bi-exponential fits to the measured transient decay for the first 125 

ps after excitation. 

Multiexp(ps)

A1  1 A2  2  avg

QDGR 17% 72.109 83% 6.367 17.24

QDMOS 40% 79.164 60% 6.388 35.39

QDTF 33% 167.101 67% 15.484 66.18

Figure 5.16 Normalized bleach recovery kinetics at 580 nm. 
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Different time scales are observed. First, upon photoexcitation by the pump pulse, the bleaching 

quickly reaches a maximum value on a fast sub-picosecond time scale.  A fast initial recovery 

then occurs within a few picoseconds followed by a slower recovery. Possible thermal diffusion 

of hot photoexcited carriers out of the pump or probe focus spots was ruled out as a contributing 

factor to the observed transients by changing the focus spot size in measurements. Carrier 

generation by the pump pulse and subsequent hot carrier intraband relaxation can contribute to 

the observed transients in the first picosecond but our measurement was limited by the temporal 

resolution of the setup and it was not possible to get a practical deconvolution, so we will only 

address the recovery.    

The ground state exciton bleach recovery dynamics of the QDs in the presence of the 2D materials 

is faster compared with QDs supported only by the glass microscope slide with similar decays fit 

for the graphene and MoS2 samples. However, the fast component of the graphene coupled 

sample amplitude is significantly larger than that of the MoS2 sample.    

The multi-exponential nature implies that more than one relaxation process is involved. The fast 

decay was rapid and did not exhibit a strong dependence on pump fluence, therefore, we can 

rule out exciton annihilation. For the longer time constant, 1 , in the QD thin film seem to arise 

from the non-radiative recombination mediated by a thermal escape of the photocarriers out of 

QDs. When in the presence of the 2D materials, this longer decay time constant shortens. 

 

5.4. Summary 

 

In summary, it has been possible to couple the QDs to CVD and exfoliated graphene, and the 

emission quenching effect of the latter was demonstrated. It was found that the CVD graphene was 

not so effective a quencher as the exfoliated graphene, probably due to the method of fabrication 

and transfer that could introduce impurities,. The experimental data have been compared to the 

theoretical prediction based on a Förster-type energy transfer scaling law with distance from the 

emitter to the graphene monolayer, 4 dkET . Even though a reasonable fit could be obtained for 

the case of exfoliated graphene by making a finite-size correction to the QD (semiconductor core + 

organic shell) for longer distances, the dependence of the non-radiative decay rate on the distance 

is weaker than expected, even though the investigated regimes are all within the near-field zone (the 

effect of graphene vanishes at a distance of roughly em  /15).   
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Coupling the QDs to MoS2, with approximate energy matching to the B-exciton of the latter also led 

to a considerable quenching of the QD emission. Surprisingly in the framework of the Förster theory, 

this quenching was found weaker than in the case of graphene (the distance was the same in both 

cases). This suggests that the Förster theory is not valid in this case, possibly indicating that exciton 

energy transfer between QDs and MoS2 may be reversible.        

Further time-resolved studies of the 0D-2D systems have been performed using the pump-probe 

scheme and measuring the differential transmission. This allowed us to follow the evolution of the 

ground-state bleaching (GSB) of the QDs and correlate it with the influence of the neighboring 2D 

materials. The multi-exponential nature of the temporal evolution of the GSB implies that more than 

one relaxation process was involved. The fastest components which dominate the bi-exponential fit 

(Table 5.2) are all below the width of the FLIM instrument response, thus, the use of FLIM to quantify 

the energy transfer rates in these systems may be insufficient. 
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6.1.  Introduction 

 

Second harmonic generation (2HG) is a non-linear optical process that occurs when high intensity 

light interacts with non-centrosymmetric materials or at surfaces, interfaces, or regions where centro-

symmetry is broken. 

The result of the interaction of an incident intense electric field, E, with a specific medium with 

nonlinear polarizability produces optical second harmonic generation. This incident electrical field, 

E, induces a macroscopic polarization, P, which contains new frequency components that depend 

on higher orders of the field and was given in Eq. (1.19), repeated here for convenience. 

    
( 1 ) ( 2 ) ( 3 )

i 0 ij j ijk j k ijkl j k l

j jk jkl

P ( E E E E E E )        .                     (6.1) 
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Where a Taylor expansion of the susceptibility in order of the applied electric field is carried out. The 

first term, χ(1) is the linear susceptibility, while χ(2) and χ(3)  are higher order nonlinearities that occur in 

the dielectric response. The first term, χ(1), describes linear effects, associated with the conventional 

refractive index, birefringence, and optical activity. The second term, χ(2), describes the second order 

optical effects, like frequency sum and difference processes used in up- and down-conversion 

processes. The third term, χ(3), describes third-order optical effects, such as Four-Wave Mixing (FWM), 

third harmonic generation (3HG), self-phase modulation (optical-Kerr effect), cross-phase 

modulation (optical cross-Kerr effect), two-photon absorption (2PA), and Raman processes.[1] 

Second-order optical processes involve 3 electric fields in total. In the case of second harmonic 

generation, two incident electric fields with the same fundamental frequency are combined to 

produce a coherent electrical field output at twice the fundamental frequency, i.e. the second 

harmonic (2HG) signal field. 

Taking into account the vector nature of the fields, the nonlinear susceptibility describing 2HG 

becomes a third rank tensor that depends on the incident frequency,  and photon wave vector, 

q.  Since q is usually small compared to the length scale for variation in the susceptibility, a second 

Taylor expansion is often used to obtain: 

( 2 ) ( 2 ) ( 2 ) 2

ijk D ijk Q ijkl l( 2 ; , ,q ) ( 2 ; , ) i ( 2 ; , )q O(q )                                                            

                                                                                                                                    (6.2) 

Where 
(2) ( )D  is the electric dipole term, and 

(2) ( )Q   is the electric quadrupole/magnetic 

dipole.[2] 

For frequencies far from material resonances, the 2HG response varies quadratically with the 

incident electric field. However, when resonances are involved, the occupation of the ground and 

excited states can be significantly altered by the incident light, leading to a non-quadratic behaviour.  

Because of its sensitivity to the material symmetry, second harmonic generation is frequently used 

to investigate thin films, surfaces, interfaces, and multilayers,[3–6] second harmonic generation is 

often employed as a sensitive probe of symmetry governed phenomena such as ferroelectricity [7], 

valley spin [8], and phase transitions [9]. If we explore it in a pump-probe design, for example using 

energies near the intra-band transition, we can access the electron dynamics in the materials with 

femtosecond time resolution.[10–12] A second possibility is to use second harmonic generation to 

study the ultrafast dynamics of charge transfer at donor-acceptor interfaces.[13–15] 
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MoS2 is an especially attractive 2D material for 2HG studies since its inversion symmetry is broken 

in a monolayer, which has D3h symmetry, giving rise to a dipole allowed 2HG.[16] This raises the 

possibility of probing the dynamics of our hybrid structures using 2HG. 

However, given that the nonlinear medium is only a monolayer thick, the overall 2HG signal is 

extremely weak. Unfortunately, due to multiphoton ionization processes leading to irreversible photo-

damage, one cannot arbitrarily increase the intensity of the incident fundamental field to increase 

the 2HG signal. Consequently, the 2HG count rates from MoS2   are often quite low. Typically the 

experimental signal to noise ratio is limited by shot noise, leading to adverse statistics at low 

counting rates.[17] 

Direct detection in a photon counting system using an avalanche photodiode is usually a logical 

option to acquire low-intensity signals [18], but these detectors are also sensitive to detecting the 

fundamental photons whose number is many orders of magnitude greater and which are therefore 

difficult to adequately filter.[19] 

One possible way to increase sensitivity is by designing a 2HG pump-probe experiment with a 

modified detection scheme that takes advantage of a local oscillator (LOS) and coherent detection 

that is sensitive to the amplitude rather than the intensity of the signal’s electric field.[20,21]  These 

types of detection schemes are especially common in the field of radio waves and microwaves and 

have been successfully applied to detect weak optical signals in such diverse fields as spectroscopy 

[22], optical coherence tomography [23], Lidar systems [24], atmospheric and astrophysical studies 

[25]. 

Two general classes of detection schemes are used depending on whether the carrier frequencies 

of the signal and local oscillator fields are the same, homodyne[26], or different heterodyne[27].   

In a heterodyne technique, small-signal measurements are generally performed by interfering a 

relatively strong coherent LOS field with the signal field using a beam splitter to combine the two 

fields collinearly. Superimposing the signal field with the local oscillator on a square-law detector 

results in a detected intensity given by: 

      LOS s
22 i t*

LOS s LOS sI E E t 2 Re E E t e
    

  . (6.3) 

Where sE  and LOSE  are the complex amplitudes of the signal and local oscillator fields respectively, 

while s  and LOS  are the associated carrier frequencies.  For the best sensitivity, it is important 

to match the spatial modes of the signal and local isolator so that the interference term is maximized.  

The resulting interference generates a signal at the beat frequency between the signal and local 
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oscillator that can be isolated with a narrow band electronic filter to avoid thermal and electrical 

noise that often dominates a detection system at lower frequencies. Furthermore, the beat signal is 

proportional to the product of the amplitudes of the signal field and the local oscillator, providing a 

built-in gain when compared to direct detection which scales as the amplitude squared (i.e. intensity) 

of the signal field.  

Using heterodyne techniques it is possible to acquire both amplitude and the phase information of 

the optical signal.[28] In principle this allows one to characterize both the real and imaginary 

components of the nonlinear response. 

In general, the gain in signal to noise obtainable in a heterodyne experiment is limited by the 

amplitude noise of the local oscillator. It is possible to minimize the effect of local oscillator noise 

by employing a detection scheme that uses dual detectors to form a balanced configuration[28]. 

The local oscillator noise will be common to both detectors while the respective beat signals can be 

made to be 180 degrees out of phase to each other. Subtracting the balanced detector’s signals 

cancels the common noise although at the cost of greater readout noise. 

Heterodyne detection works especially well for continuous or quasi-continuous signals when it is 

possible to use frequency filters or lock-in detection techniques to isolate the beat frequency. For 

ultrafast pulses, the limited temporal width precludes using electronic frequency filters to isolate the 

interference term. However, techniques such as spectral interferometry can be used to isolate the 

contribution of the interference term, although the single-shot gain in this case is limited by the need 

to maintain reasonable fringe contrast.   

The other possibility, the homodyne detection scheme, allows us to use the same source as the 

local oscillator but is difficult to implement in practice, as it requires the local oscillator frequency 

matches the carrier frequency exactly and is phase-locked to the incoming signal.[27,29] Some 

approaches minimize the phase difference between the received and local oscillator signals, one of 

them being the phase diversity design.[30] In this design, the generated optical field is divided by a 

50/50 beam splitter.  One half of the signal is mixed with the local oscillator signal, while the other 

half is mixed with a local oscillator signal that has been phase-shifted by 90° effectively measuring 

the two different quadratures of the homodyne signal.  Although this method effectively allows for a 

signal with an arbitrary phase to be detected, the use of the beam splitter decreases the final signal 

to noise ratio doubling the number of signal photons that are required for this detection method. It’s 

also possible to use a phase tracking system with an electronic feedback loop set to compensate 

for any phase variation. This avoids the adjustment of some of the optical path changes that are 
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introduced by the phase diversity design which requires an extra beam splitter and more detectors, 

but there’s the requirement that the feedback loop must be faster than the phase drift.[31] 

So there are obvious advantages and drawbacks for both of these types of coherent detection 

schemes, their main common characteristics/advantage being an increase in the signal to noise 

ratio. However, we have found that the need for optimized spatial mode and wave-front matching 

between the signal and local oscillator beams in a normal heterodyne experiment is especially 

difficult when the signal beam generated consists of only a few photons per pulse. An alternative 

approach that we take in this chapter is to embed the heterodyne detection scheme within the 

nonlinear optical process of second harmonic generation to effectively amplify the signal generated 

to levels where the signal to noise is acceptable.  

For that, we present a detection scheme that uses optical stimulation of second harmonic generation 

to enhance our weak signal field generated by the material. To achieve this, the light of the signal 

field is coincident on a BBO crystal together with an external pump, seeding the nonlinear conversion 

of the pump into an enhanced 2H signal field. This approach has already proven to be successful 

in Raman scattering [32] and X-ray scattering [33] measurement schemes. Recently it’s been also 

used in the stimulated enhancement of 2HG and difference frequency generation (DFG).[34] 

 

 

 

 

 

 

This approach, employed by Goodman et al. [35], uses a strong second harmonic signal incident on 

the sample together with the pump to “stimulate” an enhanced second harmonic signal from the 

sample. 

The amplification of the 2HG field signal follows the arguments given in the seminal work of 

Armstrong et al.[35]. Essentially, in a nonlinear medium amplitudes of the fundamental field and the 

Figure 6.1 Conception of the signal modulation scheme used to differentiate the stimulated 2HG field 

signal stimulated from the stimulating photons as depicted in Goodman et al.[35]. Here red represents the 

fundamental field while blue is the second harmonic 
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2HG field become coupled by the nonlinear susceptibility, making an exchange of energy possible 

and allowing amplification of one of the fields and a corresponding depletion of the other. 

To use this approach, Goodman et al. [35], express the phase difference between the field as written 

in Eq. (6.4), while the amplitudes of the fields are normalized so that their sum corresponds to the 

total intensity,  

22       and 
2 2

2 totalA A I   .                        (6.4)                           

Within the slowly varying envelope approximation to the nonlinear wave equation, the exchange of 

energy between the fundamental and second harmonic fields can be described by the following 

coupled equations: 

 2

A
A A sin( )
 









,  

 
22A

A sin( )

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 

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 

 

 







.                                       

where   is the normalized propagation distance given by / Lz   , with L being the 

characteristic length associated with energy exchange between the fundamental and second 

harmonic fields: 

 
eff total1 2

2

2 d I
L 2

c k


  

  
 

.  (6.6) 

Here k  is the propagation vector of the fundamental wave and 
effd  is the effective second-order 

susceptibility of the medium. Figure 6.2 presents the growth of the stimulated 2HG with distance 

propagated in the crystal using a coupled-wave formalism illustrating the solution of the coupled Eq. 

(6.5) and assuming ideal experimental conditions, ignoring diffraction, dispersion, etc. during the 

beam’s propagation in the crystal. Note that the derivative of the second harmonic intensity 

represents the rate of growth of the second harmonic field intensity. 
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In their work, Goodman et al. [35],  found that degree of signal amplification scales inversely with 

the sample’s nonlinear susceptibility 
( 2 )  and with the distance over which the stimulating and 

fundamental fields interact, meaning that optical stimulation is of greater interest in systems with the 

weakest initial signals, this being our main point of interest. On the other hand, the difficulty of 

discriminating this amplified signal from that of the background local oscillator becomes increasingly 

difficult for these weaker signals. 

However, as our objective is to explore the possible transfer of charge from excited quantum dots 

(QDs) to a MoS2 monolayer substrate, and probe the subsequent monolayers response using second 

harmonic generation we can’t use the same scheme, as the incident second harmonic light used for 

the amplification would also excite the QDs.  Hence we had to devise an alternate excitation scheme 

compatible with our pump-probe configuration. 

 

6.2. Experimental Methods 

6.2.1. Instrumental Design 

 

The experiments were performed at a repetition rate of 76 MHz using a commercial Kerr mode-

locked oscillator (Coherent Mira). This was pumped by a diode-pumped solid-state laser (Verdi 5v). 

This oscillator generated pulses with a 12 nm bandwidth centered at 794 nm, having an average 

power of 730 mW, with 100 fs pulse width (FWHM) and 5mm diameter size.  

The beam was split using a half-wave plate and a Glan laser polarizer. About 70 mW was injected 

into an 80 cm nonlinear photonic crystal fiber using a 20x microscope objective with a 9 mm focal 

length and a 0.4 numerical aperture. The fiber was placed slightly behind the focal plane of the 

Figure 6.2 Solution of the coupled Eq. (6.5). 
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objective so that the cross-section of the fiber end was fully illuminated.  Due to self-phase 

modulation, a broadband continuum was generated as the beam propagated within the photonic 

fiber. The light exiting the fiber was collected by a second 20x microscope objective and collimated. 

Subsequently, it was directed to a diffraction grating and then passed through an iris to select a 

narrow-band of the polychromatic light. Rotating the grating, the center of the selected band could 

be chosen to coincide with the absorption spectrum of the QDs. This narrowband field served as the 

pump beam and its intensity was controlled via a broadband half-wave plate and a polarizer before 

it was merged collinearly with the 2HG pump pulse. 

The other output from the polarizer, around 650 mW, was directed down an optical delay stage (DS) 

and was then split with a second half-wave plate & glans laser polarizer pair. One of the split beams, 

the probe, was merged collinearly with the narrowband pump and was used to generate the 2HG 

field in the sample. To optimize the 2HG field generation in the TMDC, its polarization was controlled 

via a half-wave plate.  

Usually, 2HG pump-probe setup designs follow similar lines with small modifications, and the 

resulting 2HG field is detected via photon counting or a coherent detection method. Instead, we 

employ an alternate method illustrated inside the blue rectangle in Figure 6.3, using a portion of the 

leftover fundamental beam. 

This second fundamental beam passes through a second delay line with a piezo adjustment for 

manipulating the phase and temporal overlap with the 2HG beam generated in the sample. After the 

delay line, this beam is divided by a beam splitter and one of the outputs is directed to a balanced 

photodiode to compensate for fluctuations in the fundamental beam intensity.  

The second output is combined with the weak 2HG field using a dichroic mirror. The temporal overlap 

between the 2HG signal and this second fundamental beam is adjusted by the second delay line, 

Note that changing the optical path via the first delay line does not affect this overlap. 

Both the second fundamental beam and the 2HG generated by the sample are focused onto a Beta 

Barium Borate (BBO) nonlinear crystal in a collinear geometry using a microscope objective.  The 

BBO crystal is cut for type I phase matching at 800nm which requires the fundamental and 2H fields 

to have orthogonal polarizations, allowing for the crystal birefringence to compensate for dispersion.  
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Figure 6.3 Diagram for optical 2HG amplification experiments implemented in our laboratory.  The 

experiment is controlled through a LabVIEW program. 𝜆⁄2-half wave-plate; GL-P- Glan-Laser Calcite Polarizer; 

F-Filter; P-Polarizer; BS Beam splitter, BPD-Balanced photodiode, CH-chopper, DS-Delay line, BBO- Beta 

Barium Borate crystal. 
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Provided the weak 2H field and the fundamental beam are co-propagating and overlapped in space 

and time, the weak 2HG field will effectively serve as a seed that will be amplified. However, this 

amplified 2HG will be superposed with a large background of spontaneous 2HG field generated by 

the fundamental field in the BBO crystal. This is analogous to heterodyne detection with the strong 

spontaneous second harmonic background playing the same role as the local oscillator intensity. 

Subsequently, the residual fundamental beam and initial narrowband pump are filtered out and the 

total second harmonic field is directed towards the second arm of the balanced photodiode.  

Two optical choppers are used to discriminate the desired signals. The first chopper, modulates the 

pump beam at a frequency of 500Hz, allowing us to separate the signal generated in the presence 

of the pump beam from that occurring in its absence. To differentiate the enhanced 2H signal from 

the large 2HG background generated in the BBO crystal a second chopper operating at 3 kHz was 

placed between the sample and the BBO crystal. This chopper was used to trigger a phase-sensitive 

lock-in amplifier connected to the balanced photodiode allowing us to detect the small increase in 

2HG due to stimulation by the second harmonic light generated in the sample. 

There are two alternative positions for this second chopper. The above described placement is shown 

in Figure 6.4 (left) and modulates the sample’s 2HG field before it is combined with the second 

fundamental beam at the dichroic mirror. Alternatively, the chopper could have been placed in the 

path of the fundamental beam before the coupling, corresponding to the situation in Figure 6.4 

(right).    

The first possibility allows one to separate the 2HG signal that originates from the sample and is 

amplified by the BBO crystal from that generated spontaneously in the BBO crystal by the incident 

fundamental light. The signal detected using the alternative placement is the superposition of the 

Figure 6.4 Two alternative signal modulation schemes that can be used to differentiate the 2HG signal field 

measured from the various other signal fields.The spontaneous 2HG signal is shown in green, the weak initial 

singal 2HG and stimulated 2HG are shown in blue, with the fundamental eam in red.  
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spontaneous signal generated by the second fundamental in the BBO crystal together with the 

amplified component of the 2HG signal generated by the sample. 

One can then separate the two contributions by scanning the fundamental beam in time – the 

amplified component only appears when the initial 2HG signal and the fundamental beam are 

overlapped, allowing us to estimate the amplification due to the stimulated 2HG component.  

 

6.2.2. Samples 

For the experiments described in this chapter CVD graphene and exfoliated MoS2 was used 

and coupled with QDs to obtain hybrid systems of QDs/MoS2 and QDs/graphene. They were 

produced as described in chapter 2 section6. 

6.3. Results and Discussion 

 

Using another BBO crystal as a model system, to produce the first 2HG weak field signal instead of 

the sample to be probed, allows us to optimize the experimental setup and characterize the 

amplification generated when the weak 2HG field signal is overlapped in time with the fundamental 

field in the second crystal. 

The two modulation schemes give similar trends in the output, modulating the fundamental field 

(right scheme of Fig. 6.4) a constant baseline is generated when the beams do not temporally 

overlap.   

Figure 6.5 Demodulated 2HG signal field measured (left). Normalization of the demodulated 2HG signal 

field measured (right). The red curve denotes the signal obtained using the modulation scheme of the left 

side in Figure.4.4, while the black curve denotes the right one. 
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When the initial (weak) 2HG field signal is modulated (left scheme of Fig.6.4) the lock-in demodulates 

both the initial (weak) 2HG and the 2HG stimulated field signals, so we measure the original signal 

plus the amplification. When the fundamental field incident on the second crystal is modulated, as 

mentioned above, the signal obtained is the amplified 2HG field (which requires temporal 

superposition) and a constant 2HG, the spontaneous 2HG field generated by the fundamental in the 

second crystal. 

The final practical result is that modulating the weak 2HG field signal leads to a cleaner output with 

almost no background. Although the peak signal, in this case, is roughly 20% lower this in effect 

corresponds to the background of the constant (spontaneous) signal generated in the second crystal.  

By combining information from these two different modulation schemes we can estimate the 

amplification factor achieved for the weak 2HG signal. First, using the background of the curve 

obtained when modulating the fundamental field, we can estimate the spontaneous 2HG field 

intensity is roughly two-tenths of the maximum signal obtained at temporal overlap corresponding to 

a magnitude of roughly 5x103 (units). The peak of the curve obtained when modulating the 

fundamental field (the black curve in Fig. 6.5) should correspond to this background plus the 2HG 

signal stimulated by the weak 2HG field, allowing us to estimate the latter as having a magnitude of 

roughly 2.0x104. Next, given that the peak signal obtained when modulating the weak 2HG signal 

field (the red curve in Fig. 6.5) is the superposition of the weak 2HG signal and the stimulated 2HG 

signal, we estimate that the weak signal 2HG intensity is approximately 2.5x103. 

Altogether then, the amplification obtained, being the ratio of the peak of the red curve to the initial 

weak 2HG signal magnitude is roughly 2.25x104/2.5x103 or a factor of 9. If instead of the peak 

magnitudes of Figure 6.5, we use the spectrally integrated signals at the maximum temporal overlap 

(see the curve of Fig 6.6) we obtain a slightly lower amplification factor of  8.8. 

Figure 6.6 Gaussian fit to the 2HG signal field measured. For the modulation of the stimulating field (left) 

and for the modulation of the weak field (right). 

 

 

 



GAIN OF SECOND-ORDER NONLINEAR-OPTICAL SIGNAL BY OPTICAL STIMULATION 

148 
 

The gain we managed to obtain is far below that reported by Goodman et al.[34], were they predict 

gains of several hundred or more for a sample with a thickness well below the scale length L and an 

optimized ratio of incident fundamental beam intensity to that of the stimulating second harmonic 

beam. However, it should be kept in mind that the estimates of Goodman et al neglect spatial 

propagation effects such as diffraction and birefringent walk-off of the extraordinary ray and a 

mismatch in group velocities between the fundamental and second harmonic waves. To assess the 

impact of these effects we developed the following numerical simulation. 

Within the slowly varying envelope approximation, assuming that the second harmonic wave is 

polarized along the x-direction with propagation along the z-direction, the coupled-wave Eq. (6.5) take 

the following form: 
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(6.7) 

Here A and A2 are the electric field envelope amplitudes for the fundamental and second harmonic 

waves respectively. On the right-hand side of the Eq. (6.7), the first group of terms represents 

diffraction and birefringent walk-off, the second group the dispersion, and the last group the nonlinear 

interaction. The  2
  factors represent the group delay dispersion.  

Assuming perfect phase matching, 2 2 0k k k     , we have that for the negative uniaxial 

crystal BBO at 800nm, the type I phase matching can occur for the polarizations o o e  (o-

ordinary polarization; e-extraordinary polarization)  with a walk-off angle of 68.04 mrad   for the 

second harmonic beam at 300 Kelvin. 

According to the software, SNLO, developed by Dr. Arlee Smith [36], under these conditions, the 

refractive index is 2 1.660n n     while the group indices are given by , 1.684gn      and 
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,2 1.742gn   . The respective group delay dispersions are, GDD,  2 275.1 /fs mm   and 

 2 2

2 195.9 /fs mm  ; while the effective second-order susceptibility of the BBO is 

2.0 /effd pm V  . 

Using these parameters for a pulse with a FWHM of around 100fs, the lengths associated with the 

group velocity dispersion can then be estimated as:  

             
   2 22 2

, ,2 2/ 130 ; / 50GVD GVDL mm L mm          ,    (6.8) 

       while the “quasi-static” interaction length due to group velocity mismatch is:  

                                          ,2 ,* / 520qs g gL c n n m     .                                                 (6.9) 

      The confocal length, or diffraction length, is equal two times the Rayleigh length, assuming a 5 

       micron beam waist: 

                                                          

2
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02 ( ) 200cf

w
L k w m





   ,                            (6.10)  

       and the walk-off length of the extraordinary beam assuming again a beam waist of around 5-micron   

___ for the second harmonic field is 

                                                                           02 / 150woL w m   .                                             (6.11) 

Given the above estimates, the group velocity dispersion can be safely neglected and group velocity 

mismatch will probably only have a minor effect.  

If we transfer to a frame moving with the group velocity of the fundamental beam, the faster beam, 

to keep the temporal grid more or less centered, the previous coupled equations become:  
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(6.12) 

The effect of these equations can be simulated by using a discrete rectangular x-y-t grid (3D) and 

propagating the fields using a split-step Fourier method. This allows us to treat the linear terms: 

dispersion, diffraction, and beam walk-off, in Fourier space and the nonlinear interaction in real 

space. This method relies on computing the solution in small steps and treating the linear and the 

nonlinear steps separately. This is advantageous as the linear propagators are simple exponential 

factors in Fourier Space, while the nonlinear interaction which involves the superposition of the two 

waves is easiest to compute in real space, so we have to Fourier transform back and forth. 

To efficiently integrate the nonlinear part in real space it is helpful to scale the fields. We decided to 

use the overall energy of the beams as the inherent scale. Analytically one can show that a Gaussian 

beam propagates under dispersion and diffraction according to the following expression [37]: 

             

 
   

 

 

 

 

0

RD D

2 2 2

R

2 2

0 R D D

A1
A x,y,z,t

1 z / f iz / z1 Cz / z iz / z

( x y ) 1 iz / f t 1 iC
exp

w 1 z / f iz / z 1 Cz / z iz / z


  

     
 

           

 ,   (6.13) 

with Rz  the Rayleigh length ( 2

0 /nw   ) and Dz  the dispersion length ( / 2GVDL ), the pulse  energy 

for such beam is given by 
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       This leads to   
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       Now under perfect phase-matching  2 2k k   the nonlinear parts of Eq. (6.12), 

                                                                        

*

eff 2

22
eff

A i
d A A

z nc

A i
d A

z nc


 














 



 ,                                             (6.16) 

can be rewritten by expressing the complex beam amplitudes as a real magnitude and a phase, 

A e
i

A 

   with a similar expression for 2A   . Then separating the real and imaginary parts, as 

in Armstrong et al [35], gives us: 
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 .           (6.17) 

Note that if one multiplies the first equation by A  and the second equation by 2A   and adds 

them together we obtain:  
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Implying that the total intensity remains constant, which is essentially an expression of energy 

conservation. This suggests that we can use the total intensity 2TotI I I    to scale the complex 

beam amplitudes in terms of the peak intensities at x = y = z =t = 0, 
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       Then the non-linear Eq. (6.16) becomes: 
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       where a coupling constant has been defined as:  
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These coupled equations can be then numerically solved for an arbitrary phase difference between 

the beams using a fourth-order Runge-Kutta algorithm.  Furthermore, energy conservation implies 

that  2 2

2 1dxdy a a    . This constraint can be used to control the step size in the Runge 

Kutta algorithm.  
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With this method and under the aforementioned conditions, the dependence of the signal 

amplification on the incident energy of the 2HG weak signal for an amplification field can be 

estimated, as depicted in Figure 6.7. 

Here, as in the experiment, the BBO crystal length was taken to be 1 mm. The initial wave-front of 

the fundamental beam was adjusted to produce a beam waist of 5 microns at the center of the 

crystal. This corresponds to the beam waist expected for a 1mm diameter incident beam focused by 

a 10x microscope objective with an effective focal length of 16.5 mm. The incident weak field second 

harmonic was taken to be mode matched with the fundamental, i.e. to possess the same Rayleigh 

range within the crystal (beam waist of 5 / 2  microns). 

So in the experimental conditions we used are definitely in a lower regime of amplification than what 

had been originally anticipated, and in the vicinity of what was obtained experimentally.  

Nevertheless, the simulation suggests that it might be possible to slightly adjust the signal ratio to 

obtain a more efficient amplification than was obtained. 

Probing the steady-state 2HG signal field of a MoS2 monolayer it was possible to see a signal increase 

detected by the lock-in amplifier when the fundamental field was incident on the second crystal, 

corroborating the expected amplification of the 2HG field. Using a calibration curve the amplification 

as estimated to be roughly 9 times higher than the weak 2HG initial signal. So this was found to be 

in the same ballpark of the tested initially for the BBO model experiment. Controlling and decreasing 

the energy of both fields allowed us to improve the amplification, but decreased the overall signal 

obtained. This made it necessary for there to be a compromise to have enough sensitivity. 

Figure 6.7 Estimative for the signal amplification using our experimental conditions.  
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Using the pump and probe geometry a MoS2 monolayer and hybrid sample of QDs and MoS2, 

prepared as described in chapter 2, where probed to explore the charge carrier dynamics at the 

interface by monitoring the intensity of the 2HG signal with a temporal resolution of roughly 200 fs. 

To accomplish this a pump beam with a wavelength centered at 580 nm was produced in the 

photonic fiber and selected with the grating/iris pair to optically excite the sample. A portion of the 

fundamental beam (800 nm), was used as the probe pulse and its polarization was adjusted to 

generate as high a 2HG signal field as possible. The relative delay between the pump and probe 

pulses was controlled using a hollow retroreflector on a motorized delay stage. The two beams were 

collinearly combined with an ultrafast dichroic mirror and interacted with the sample after being 

focused by a 100x microscope objective. The intensities of the fields (pump and probe) were 

controlled to avoid laser-induced Auger recombination, multi exciton generation (MEG), and possible 

photo-damage in the samples being studied. After the interaction with the sample all fields were 

collected by a 10x objective microscope, and using a narrow band-pass filter centered at 400nm 

only the 2HG signal field was allowed to propagate to the amplification/detection arm containing a 

BBO crystal as previously described. 

The lock-in amplifier signal output was acquired via a NIdaqmx with the software “P&P2HGamp”, 

programed in LabView, which controlled the experiment.  

The acquisition of the signal was synchronized with the chopper at 500 Hz in the pump beam and 

registered as pumpI . This is for when both the pump, the excitation of the system, at 580nm, and the 

probe, the fundamental beam, were present. The signal 2HGSSI  acquired when only the probe was 

incident. The normalized difference:  

2

2

pump HGSS

PP

HGSS

I I
I

I


 ,                                         (6.23) 

is a measure of the effect of the pump induced optical excitation on the second harmonic response 

of the MoS2. When IPP is zero, there’s no perturbation, while a positive value indicates an increase in 

the 2HG signal field when perturbed and vice versa. 

In the MoS2 monolayer sample, a fast pump induced decrease of the 2HG field signal response was 

observed, as expected by the depopulation of the valence band, and whose decay can be fit by a bi-

exponential, in Figure 6.8, as suggested in the literature [38] for analyzing TMD monolayers. 
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And to be truthful adding a third exponential term didn’t improve the fitting. The averaged time-

constants obtained from the corresponding fits over the first 50 ps after excitation were 1.05±0.03 

ps and 81.5±0.9 ps, as in Figure 6.8.  

The first, fast component of the 2HG response might be associated with a pump induced 

depopulation of the valence band via the creation of excitons in the MoS2. The slower component 

would then reflect exciton relaxation within the monolayer material. These assignments are 

corroborated by similar trends found in the transient absorption measurements. In our case, using 

the same approach used in chapter 5.3.2, analyzing the bleach signal of the MoS2, Figure 6.9, the 

equivalent time constants for the MoS2 were found to be 1.751 ps and 95.478 ps. 

This slight difference might be due to the use of different pump and probe wavelengths and/or 

intensities used. There are studies where these values vary over a wide range:  from 500 fs up to 

100 ps for the fast time decay constant and from 15 ps up to 500 ps for the slow component in 

Figure 6.8 IPP profile decay and corresponding fit for the second harmonic generated by a MoS2 

monolayer (left), Fit results for the decay (right). 

 

Figure 6.9 Transient spectra obtained for the MoS2 on the glass microscope slide with 20 ps time 

scale, ranging from 580 to 720 nm and with an -T*10-3.  
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TMD monolayers, [39–43], presumably depending on the temperature, excitation wavelength, and 

incident fluence. Occasionally, tri-exponential behavior has also been reported.[44] Taking into 

account the different substrates, temperatures, pump and probe intensities, wavelengths used as 

well as varying sample quality in terms of the nature of defects and defect density, these different 

behaviors are perhaps not too surprising. Given the wide range of values, the sensible approach 

when correlating the 2HG field signals and the transient absorption signals is to focus on comparing 

only the main trends. 

The same experiment was then repeated for the hybrid structures composed of QDs on a MoS2, 

monolayer, and this time the 2HG signal increased rather than decreased, Figure 6.10. 

 A possible explanation for this increase is that charges generated by the excitation of the QDs 

might have migrated to the surface, producing a separation of electrons and holes across the 

interface, generating an electric field oriented at the surface and enhancing the second harmonic 

generation.  

The same trend with a fast initial decrease followed by a slower decay was verified by the fitting, 

Figure 6.10. However, one important difference is that both time decay constants are longer in the 

hybrid structure than for the MoS2 monolayer. The faster one increased by ~50 % to 1.563±0.072 

ps and the slow by almost 300% to 242.9±6.9 ps. This could indicate the presence of delocalized 

indirect excitons that have a longer lifetime, slower recombination rate, due to the spatial separation 

of electron and hole wave functions, or possibly transit time effects associated with the migration 

of charge from the QDs to the MoS2 interface.  

An attempt was also made to acquire similar data for 2HG signals from graphene and the hybrid 

QDS/graphene coupled system. Due to the inherent centro-symmetry in graphene, the 2HG signal 

Figure 6.10 IPP profile decay and corresponding fitting for the of the hybrid structure of QDs and MoS2 

monolayer (left). Fitting results for the previous decay (right). 
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from these systems is much reduced. To increase the signal, measurements were acquired at an 

oblique incidence of 45º. In this case, the 2HG signal arises in part from the inversion symmetry 

breaking by the underlying substrate surface but also has a contribution of the electric quadrupole 

response introduced by the in-plane component of the incident photon wave vector.  Using this 

angle effectively breaks the overall symmetry of the system.  

However, the 2HG signal under these conditions even with the amplification had an insufficient 

signal to noise ratio and no meaningful variation could be detected. 

 

6.4. Summary 

 

In conclusion, it was possible to amplify the 2HG signal by the proposed method roughly 10 times 

to have an improved signal to noise ratio. This allowed us to extract the time-resolved data from 

the MoS2 and its hybrid structure conjugated with QDs. It was found that in the presence of the 

QDs the 2HG is increased. This probably was due to the presence of delocalized indirect excitons 

whose extended fields might enhance the generation of second harmonic light by the MoS2. 
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7.1. Introduction 

 

The experimental discovery of graphene in 2004 [1] has stimulated increasing scientific interest in 

this remarkable two-dimensional material. Since its isolation, graphene, a single sheet of carbon 

atoms in a honeycomb lattice, has attracted the attention of many researchers due to its unique 

properties [2] and its potential use in many applications [3]. As a versatile experimental method, 

spectroscopy has been widely used to investigate the optical conductivity [4], electronic structure [5], 

and charge dynamics of graphene [6]. Graphene displays extraordinary broadband optical 

characteristics [7] and strong third-order nonlinear optical properties [8] that allowed the 

development of an active field of research in recent years.  

Due to the high mobility and linear energy dispersion of graphene’s charge carriers, it shows a strong 

third-order nonlinear electrodynamic response.[9] This opens up the possibility of using nonlinear 
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optical processes in graphene to modulate the frequency of incident optical fields or to create optical 

switches in ways similar to the use of nonlinear electronic elements in electronic circuits. The 

phenomena have already been demonstrated in several experiments and applications including third 

and higher harmonics generation, four-wave mixing, saturable absorption, and the Kerr effect.[10] 

Due to the centrosymmetric crystalline structure of graphene, even-order nonlinearities are forbidden 

at the level of the dipole approximation, so that the dominant nonlinear contribution is third order in 

the applied fields. In particular, the Kerr effect nonlinearity leads to both exceptionally strong self-

focusing and rapid saturable absorption in graphene. Both these effects have been used to initiate 

mode-locking in short-pulsed lasers.  

The optical Kerr effect is a nonlinear phenomenon related to a change in the refractive index of 

materials when they interact with the field of a strong electromagnetic wave, 

      0 2n n n I                         (7.1) 

here  is the dielectric function of the material and I  is the intensity of the incident electromagnetic 

field. The nonlinear refractive index n2 at a single frequency is related to the third-order electric 

susceptibility    3
, ,     of the medium. Several different experimental techniques have been 

used to determine the nonlinear refractive index of graphene, including Z-scan [11],  four-wave mixing 

experiments [12],  and OHD-OKE [13] (optical heterodyne detection of optical Kerr effect). The 

reported results for n2 in graphene vary widely, spanning several orders of magnitudes, including 

disagreement about the sign of the effect. Opposite signs have even been reported when using the 

same basic experimental technique in some cases.[11,13–15] This indicates that the measured n2 

values are sensitive to a wide variety of experimental parameters including the wavelength, pulse 

duration, and the incident beam’s transverse spatial profile. The influence of different sample 

preparation techniques is also likely the cause of at least part of this disagreement, as well as the 

presence of impurities (defects and doping) and the substrate material.[14,16]  

To perform these experimental measurements it is necessary to employ intense incident fields which 

may give rise to several unwanted side effects such as multiphoton absorption or stimulated Raman 

scattering. Among these side effects,  there is one interesting phenomenon that can occur when a 

high-intensity optical pulse propagates in a nonlinear responding medium, that of self-phase 

modulation that can be used to our advantage. The phenomenon now known as Self Phase 

Modulation (SPM) was first observed in the context of the transient self-focusing of optical pulses 

propagating in a cell filled with a solution of a carbon disulfide. The first observation of SPM in solids 
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and glasses was carried out by Alfano and Shapiro [17] using picosecond pulses. Subsequently, this 

effect was also observed in optical fibers, with the initial experiments making use of fibers whose 

core was filled also with a carbon disulfide solution.[18]  

Self Phase modulation is a process in which an ultrashort optical pulse locally changes the index of 

refraction of the medium in which it is propagating. This change, in turn, introduces a phase 

modulation on the propagating optical pulse. If for simplicity, one ignores propagations effects, the 

optical phase acquired by a beam with intensity I  and propagation vector 0 0 /k c  after passing 

through a Kerr medium of thickness L  is given by  

      0 2 0( )nk L n n I k L                                    (7.2) 

Since the instantaneous optical frequency of a pulse is given by minus one times the temporal 

derivative of the pulse’s spectral phase this can lead to the appearance of new frequencies and 

significant spectral broadening and chirping.  

                                                        
0

instantaneous 0 2

n I
n

t c t


 

 
   

 
 (7.3)  

Normally the Kerr coefficient, n2, is positive which causes the frequencies of the leading edge of the 

pulse to decrease (are red-shifted) while the frequencies at the trailing edge of the pulse increase 

or (are blue-shifted). 

Generalizing the situation to the case of two incident beams, the modulation in the refractive index 

provoked by one of the pulses can be felt by the other, leading to an all-optical form of “crosstalk”. 

This effect has come to be known as Cross Phase Modulation (XPM). and can result in several 

interesting phenomena. For example in optical fibers, the temporal intensity variation of one optical 

field can modulate the temporal phase of other copropagating optical signals in the same fiber and 

can be used for optical switching and signal processing. 

To understand this more fully consider the superposition of two optical fields with carrier frequencies, 

1  and 2  , 

                                    
1 2j t j t

1 21 2 Re[E( , ) E( , ) ]E E E t e t e
                (7.4) 

These fields can induce a nonlinear polarization in the medium P, of the material due to the applied 

field, E,  XPM (3) 3EP   . Assuming Kleinmann symmetry and neglecting dispersion in the 

nonlinear susceptibility the contribution that oscillates at the frequency 1  is: 
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          1
2 23 (3)3

1 1 2 14
, , 2 , ,

j t
P t E t E t E t e

      
 

   (7.5) 

The first term represents the contribution of SPM while the second is the XPM component. This 

variation in polarization can be probed using, for example, the OKE method. For that, we have a 

strong pump beam and a weak probe superimposed in the sample. The probe signal power must be 

relatively weak, so that the phase shift/modulation in the sample is dominated by the strong pump 

light through XPM, allowing us to neglect the effect of SPM on the probe. Due to the temporal profile 

of the strong pump, the phase of the weak probe field is modulated through XPM. Detecting the new 

frequency components induced by the phase modulation allows one to determine 
 3

  or 

equivalently n2. 

More sensitive measurements can be made by taking advantage of the high polarization 

discrimination afforded by calcite polarizers. When both the pump and probe beams illuminate the 

sample, in the presence of nonlinearity, the pump induced birefringence or dichroism of the sample 

can alter the probe polarization. If the polarizer is crossed with the unmodulated probe beam, any 

Kerr induced polarization change will lead to a small part of the probe being transmitted and 

detected. Induced birefringence corresponds to the real part of the complex nonlinear refractive 

index, while induced dichroism corresponds to the imaginary part. To obtain time-resolved data, 

which reveals the temporal dynamics of the nonlinearity, a delay-line is used to control the temporal 

superposition between the pump and the probe pulse. 

The sensitivity of this method can be further improved by employing optical heterodyne detection, 

OHD-OKE, using a local oscillator, to amplify the weak probe signal that passes through the polarizer. 

The resulting improvement in the signal-to-noise ratio is often sufficient in practical cases to 

distinguish between induced birefringence and dichroism or equivalently the real and imaginary parts 

of the Kerr coefficient. This method has been used to characterize the nonlinear susceptibilities of 

chalcogenides thin films [19], transition metal dichalcogenides [20], and also of graphene [13].  

The quadratic dependence of the OHD-OKE signal on the material response makes the interpretation 

of the time-resolved signal, as well as the estimation of the relaxation dynamics difficult. Furthermore, 

the experiment is so sensitive that it can be affected by such normally neglected phenomena such 

as strain birefringence from the lenses.  

Here we propose an alternative method to characterize n2 detecting changes in the frequency 

spectrum of the probe rather than its polarization. This opens the possibility of spectrally resolving 

the nonlinear response. The experimental procedure we are developing to measure the nonlinear 
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refractive index, n2, of graphene is a simple and effective technique based on the XPM effect using 

the OKE approach/geometry where we used a white-light continuum (WLC) as a probe and analyze 

the frequency modulation rather than polarization changes. To accomplish this we take advantage 

of the strong frequency chirp present in our WLC.  

 

 

 

 

 

 

 

 

 

 

 

 

 

If the pump and probe pulses overlap in time, i.e., around the zero time delay point, the time-

dependent change of the refractive index provokes a time-dependent modulation of its phase. This, 

in turn, creates a spectral change, which can be detected if the probe is dispersed after the sample. 

This spectral resolution is important since the mechanism involves no net energy transfer either away 

from or into the probe. In other words, the total energy of the probe remains constant but is only 

redistributed over different frequencies. It is important to notice that XPM occurs even when the 

medium is completely transparent to both the pump and the probe pulses. Because the WLC probe 

is highly chirped only a narrow band of its frequencies will overlap with the pump field at any given 

pump-probe delay. Varying the delay allows us to shift the spectral region affected, providing a 

convenient means to study the dispersion of the nonlinear Kerr effect.  

 

7.2. Experimental Methods 

7.2.1. Samples 
 

The graphene sample used in the work reported in this chapter was CVD graphene, produced 

as explained in Chapter 2.6. 

Figure 7.1 Diagram depicting the experimental method. 
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7.2.2. Setup 

 

The details of the laser system and broadband ultrafast pump and probe apparatus and software 

have been previously described in Chapter 2.2 and 2.4.  

Briefly, and as depicted in Figure 7.2, for the XPM experiment, a portion (500 μJ/pulse) of the 

output of the chirped pulse regenerative amplifier (110 fs FWHM pulses at 800 nm, at 1 kHz 

repetition rate) is used to pump the parametric amplifier which generates the final pump pulses 

with energies of around 100 μJ for the wavelengths used in this the experiment. Before reaching 

the sample, the pump beam is attenuated to around 100 nJ and then optically chopped to provide 

a reference signal. The chopper was synchronized with the regenerative amplifier and worked at 

half of its repetition rate. 

The residual fundamental beam of the output of the chirped pulse regenerative amplifier was 

conducted down a variable delay line that determines the relative delay between the pump and 

probe pulses. After the delay line, a single filament WLC is generated in a sapphire window to 

create the probe pulse.  An iris was inserted in front of the focusing lens before the sapphire 

window to adjust the beam diameter for optimal white light generation. The WLC  pulse generated 

here has normal dispersion, meaning that the red wavelengths travel faster than the blue ones. 

Spectrally, the window of the WLC pulse used extends from 450 to 750 nm.  

The pump and probe beams are focused onto the sample in a collinear geometry using a 

microscope objective. The probe intensity was always less than the pump intensity, and the probe 

spot size was chosen to be smaller than the pump spot size at the focus to ensure homogeneous 

interaction within the probed area. The light was then collected by an identical objective lens in 

a trans-illumination configuration and transmitted through a short pass dichroic filter or a notch 

filter to diminish the spectral intensity of the pump and avoid interference in the acquisition.  

The XPM signals were collected using an Andor Shamrock SR-303i spectrograph which is 

synchronically triggered externally, at 1kHz, twice the frequency of the pump beam modulation. 

For normalization, the intensity of a small portion of the probe beam was registered by a fast 

photodiode and integrated by a Stanford Research boxcar integrator (SRS SR250) whose output 

was subsequently sampled via a NI-Daqmx. 
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Figure 7.2 Diagram for the XMP experiments implemented in our laboratory.  The experiment is 

controlled through a LabVIEW program. 𝜆⁄2-half wave-plate; GL-P- Glan-Laser Calcite polarizer; F-Filter; P-

Polarizer; BS Beam splitter, PD-Photodiode. 
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The temporal resolution depends primarily on the degree of the WLC chirp, and the spectral 

resolution of the monochromator. The temporal resolution was around 12 fs, and was 

experimentally determined by analyzing the data from the XPM measured on a glass microscope 

slide to extract the chirp and the IRF. 

 

7.2.3. Data Collection & Analysis 

 

The XPM data, T, was collected as a function of the delay between the pump and probe pulses, 

using the “TASpectra” program, rooted in the flowchart of “PPSystem” as in chapter 2.5.2, that 

controlled the setup and sequentially measured the WLC transmitted through the sample with 

the pump on (the disturbed signal), pumpedS , and with the pump blocked (the reference signal), 

S at eacht. 

The spectra were acquired at 1024 wavelength values over a 120 nm range and collected over 

delays ranging from -250 fs to 10 ps. For each acquisition, the spectrum was normalized using 

the synchronized information from the generated WLC intensity. 

The differential transmission spectra were then compiled as: 

                      
   

 

,
,

pumpedS t S
T t

S

 




 
   .                              (7.6)                                        

Each delay time step represents the acquired spectral region indicating the modifications in the 

spectrum for a particular delay between the pump and probe beams. The spectra were averaged 

at each delay until the desired signal-to-noise ratio was achieved (SNR~10); typically 10000 

repetitions were required at each delay.  

 

7.3.  Results 
 

Using a pump beam at 800nm and ensuring that the focused area of the probe is smaller than that 

of the pump, to ensure that “all” the probe is perturbed, we proceeded to obtain the change in the 

white-light spectrum due to the XPM. We analyzed several areas on the graphene samples deposited 

on the 1.1 mm thick microscope glass/slide and then areas only with the glass substrate to allow us 

to have a signal like an instrumental response function (IRF) to calibrate the set-up, Figure 7.3 
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Figure 7.3 Experimental XMP signal obtained for the substrate only (left) and the graphene plus 

substrate (right) with the strong pump field at 800nm, longer wavelength than the sampled probe 

spectrum. The color-bar indicates the variation in T. 

 

Ideally, the experiment would be carried out on a single freestanding monolayer graphene flake, but 

this was not possible to obtain.  Figure 7.3 (left) presents the XPM signal recorded from the 

microscope slide used as reference/IRF and physical support for the graphene, as a function of 

wavelength and time delay between pump and probe pulses. The same process was then repeated 

on parts of the substrate covered with the monolayer of graphene and is represented in Figure 7.3-

right. In this experiment, the pump pulse was centered at 800 nm. 

The variation in the wavelength of the central modulation as a function of delay allows us to 

characterize the frequency chirp of the white light probe (see Figure 7.8 below). It is dominated by a 

quadratic component (group velocity dispersion) but also contains a non-negligible third-order term. 

The pump induced change in transmission as a function of wavelength for three distinct probe-pump 

delays, for both the microscope slide only and graphene plus microscope slide systems, is shown in 

Figure 7.4. As the pump-probe delay is decreased, the pump interacts with increasingly earlier parts 

of the probe pulse, with spectra more to the red. It should be noted that the zero value for the delay 

is somewhat arbitrary being related to the physical position of the delay stage. 
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Figure 7.4 Experimental XMP signal, obtained from the microscope glass (blue) and the graphene plus 

microscope slide (red) as a function of wavelength for three representative pump-probe delays 700, -600 

and -1200 fs respectively.

 

In general, the XPM leads to symmetrically shaped signals, with a magnitude comparable to those 

obtained in a normal transient absorption pump-probe experiment. To intuitively understand the 

general form of the signals, consider the effect of the phase modulation in the instantaneous 

frequency as described in Eq. (7.2) and (7.3) repeated here for convenience: 

    0 2 0( )nk L n n I k L    ,                                  (7.2) 

0
instantaneous 0 2

n I
n

t c t


 

 
   

 
. (7.3)  

Because the leading edge of the pump pulse has a positive derivative, the leading frequencies of the 

portion of the white light beam that overlaps with the pump will be downshifted in frequency, while 

the one superposed with the trailing edge of the pump are upshifted. This produces a modulation 

with a depletion in the center of the probed frequencies and a slight increase in the amplitudes of the 
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frequencies at the edges of the portion of the probe pulse simultaneous with the pump, as 

diagrammed schematically in Figure 7.5. 

 

 

 

 

For the glass microscope slide, the signals have e roughly the same magnitude for the different time 

delays indicating a flat spectral response for the glass. For the signals from the graphene/substrate 

combination, it is clear that the central modulation magnitude increases for longer wavelengths. The 

variation of the magnitude of the modulation with the pump delay relative to the center of the probe 

spectrum as shown in Figure 7.6. Due to the positive chirp of the white light beam, negative times 

correspond to longer wavelengths (lower frequencies).  

 

 

Figure 7.6 Variation of the magnitude of the XPM induced change in the spectrum with the pump-probe 

time delay for both the glass(blue) and the graphene plus glass (red)  systems. Here the magnitude of T 

corresponds to the depth of the central valley in the modulated spectra. The zero time delay has been set 

to the center of the delays probed. 

 

Figure 7.5 Depiction of the frequency redistribution due to the XMP provoked by the Kerr effect. 
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It is also feasible to employ pump pulses at blue wavelengths, i.e. higher energies than those 

contained in the white light. In this case, we observed, as expected, a white light chirp similar to that 

previously extracted. 

  

 

 

 

 

There is significantly more noise in this data. The focusing of a pump beam centered at 400nm is 

different from that at 800nm due to diffraction and chromatic aberrations. This makes the 

experiment harder to carry out; in particular, at the beam waists, the pump is no longer much larger 

than the white light probe. One can therefore expect small variations in the overall signal magnitudes 

compared to the data shown in Figure 7.3 The depths of the glass valleys are somewhat deeper than 

was the case for the microscope glass only data of Figure 7.3. In contrast, the graphene plus 

microscope slide data pump at 400nm has a modulation depth rather less than the modulation 

when pumped at 800nm. Furthermore, the 400nm pump data is asymmetric with the peak on the 

blue side largely missing. However, the modulation depth does increase as the modulation 

wavelengths become closer to the wavelength of the pump; this time they increase towards the blue. 

This suggests that the third-order nonlinear response of the monolayer graphene shows considerable 

dispersion with a resonant enhancement as the probe wavelengths approximate those of the pump 

field.  

7.4.  Analysis 
 

Due to the difficulties in the experiment using the pump at 400nm, we will focus our attention on 

the data acquired with the pump center at 800nm. A first step in the analysis of the results is to 

Figure 7.7 Experimental XMP signal obtained for the substrate only (left) image and the graphene (right) 

image with the strong field (pump=400nm), higher energies than the probe. The color-bar indicates the 

variation inT.
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characterize the dispersion curve of the white light probe. Given the symmetric form of the spectral 

modulation, (see for example Figure 7.4) we assume that the center of the pump pulse at each delay 

is superimposed on the frequency component of the white light probe that suffers the most intense 

modulation. Fitting the variation of the frequencies at which the maximum modulation occurs with 

the pump-probe delay, we find that a third-order spline accurately reproduces the data.  

Figure 7.8 displays the results. The obtained chirp is positive as expected and nearly linear, with a 

very slight negative third-order component. 

One interesting observation to make is that due to this rather high chirp, the effective temporal 

resolution of the experiment is limited by the spectral resolution of the monochromator and not the 

100 fs step size in the probe optical delay line or the temporal width of the pump pulse. For example, 

sampling the probe spectrum near 620 nm the fit value of the second-order chirp is roughly

2 15 /C GHz fs . As the spectrometer samples the spectrum with a resolution close to 0.5nm, at 

620nm this corresponds to a frequency resolution of approximately 390f GHz   leading to an 

effective temporal resolution,  2/ 2 12.9t f C fs     an order of magnitude better than the FWHM 

of the pump pulse. 

 

Figure 7.8 Spline fit to the variation in the peak modulation frequency due to XPM in a 1mm glass slide 

as a function of the relative delay between the pump and white light fields. The largest residuals are less 

than 0.1% of the peak frequency.

 

A second point to make is that the overall phase change induced in the probe beam by the pump is 

rather small. One can readily see this by considering an ideal situation in which the nonlinear media 

is so thin that the Kerr induced change in the refractive index is constant through the medium, 

allowing one to ignore any propagation effects within the media. If one further assumes that the 

white-light probe field is a linearly chirped Gaussian beam of the form: 
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                                                  
2

2

WL WL 2A exp
WL

tE t iC t
   
  

, (7.7) 

while the pump takes the form of an unchirped Gaussian with a 1/e2 intensity half-width of P , then 

it is a simple matter to calculate the change in the white-light prob spectrum induced by the pump. 

Under these conditions, the nonlinear phase will take the form 

       
2

0 2

2
expNL

P

t
t



 
    

 
. (7.8) 

The un-modulated spectrum is given by the Fourier transform of Eq. (7.7) 

 

   

    

2
2

2

WL 2

22 2 2
WL

22 22
22

e A exp

A
exp

2 11

WL

i t t

WL WL

WLWL

S dt iC t

CC





  







   
  

 
 

  
  

 



, (7.9) 

while the modulated spectrum is 

          
2

2
2

Pumped WL 2e A exp
WL

i t t
dS dt t t iC t






     
   . (7.10) 

Figure 7.9 shows how the modulation varies with the amplitude of the nonlinear phase, 0  , 

when the duration fo the pump 120P fs   , that of the white-light probe 2.5WL ps  and the 

linear chirp parameter 2 15 /C GHz fs . 

The right-hand portion of Figure 7.9 confirms that under these conditions the modulation depth 

scales linearly with the peak nonlinear phase; the slope for the chosen parameters is roughly 

0max
/ 0.7 / radianT   . From Figure 7.3, one can confirm that the maximum observed 

modulation depth in T  never exceeds 0.01.  
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Figure 7.9  One dimensional simulation of the effects of XPM as a function of the peak nonlinear phase 

modulation(left). Here the pulse widths of the pump and white light probe were taken to be 120 fs and 

2.5ps respectively. Propagation effects were ignored. The modulation depth is linearly proportional to the 

peak nonlinear phase. 

 

The above simulation then implies that the peak nonlinear phase, 0 , is less than 15 mrad. In this 

one-dimensional model, 0 , effectively corresponds to twice the  value of the B integral for the 

pump beam: 

 0 2

0

4
2 , 0

L

PumpB dz n I z t



    . (7.11) 

The factor of two arises because XPM is twice as effective as self-phase modulation. The B integral is 

frequently used in the design of nonlinear linear amplifiers. When B =3, the integrated on-axis phase 

change due to the nonlinear change in the refractive index corresponds to a phase change of nearly 

half a cycle, which is a rough threshold for when catastrophic self-focusing might occur. Under our 

conditions, the effective B integral for the pump is less than one-hundredth, meaning the phase front 

of the pump beam is only slightly affected. We note that research-grade front surface mirrors often 

have a surface quality specified to a level of /10  an order of magnitude greater than the on-axis 

pump B integral due to the Kerr effect. This implies that in a first approximation, the nonlinear 

modifications in the propagation of the pump beam, due to self-phase modulation can be safely 

ignored.  

Concentrating on the WLC, the two main linear effects affecting the propagation fo the beams within 

a medium are diffraction and dispersion. Usually, in the description of ultrafast laser beam 

propagation, linear dispersion effects are expanded in a power series about the carrier frequency, 
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The zero-order (first) represents the usual phase accumulation due to propagation in a linear medium 

and is a global constant for the entire beam. The first-order term is proportional to the inverse of the 

group velocity at the carrier frequency, 1/ v /Group k    . For a single beam, within the slowly 

varying envelope approximation,  this term can be eliminated by transferring to a reference frame that 

travels with the group velocity vGroupz z t   , t t  . Therefore, it describes the overall delay of a 

pulse traveling at the group velocity and will not lead to any distortion of the overall pulse shape. The 

derivative in the second-order term is the group delay dispersion, 2 2

2 /k    , i.e. the variation in 

the inverse group velocity with frequency. Under normal dispersion, corresponding to a positive value 

of the second derivative, the lower frequency components tend to travel faster (they see a lower 

effective refraction index) while the higher frequencies travel more slowly. This effect tends to spread 

out the pulses, effectively creating a frequency chirp. For a pulse with a Gaussian temporal shape of 

duration  , the characteristic length scale over which group velocity dispersion becomes an important 

effect is the dispersion length (analogous to the Rayleigh length for diffraction), 2

disp 2/ 2L   . 

Taking the example of  BK7 glass in the visible,  the group velocity dispersion, 2 , is less than 100 

fs2/mm  which leads to a dispersion length dispL  greater than 50 mm for a 100fs pulse. As the glass 

slide used in the XPM experiments is only 1.1 mm thick,  group velocity dispersion will make a very 

minor contribution to the pump and can be safely ignored for the white-light probe.   

Given the above considerations, the propagation of the white-light probe beam can be well-described, 

within the slowly varying envelope approximation, e.g. in [21], by the following differential equation,    

                                       

 
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 
 

   (7.13) 

Here AWL is the WLC electric field amplitude with the carrier frequency removed. On the right-hand 

side, the first term describes diffraction; the second describes the difference in the group velocities 
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between the pump and probe beams, and the last term describes the nonlinear interaction 

corresponding to the XPM.  We have transferred to a reference frame traveling with the group velocity 

fo the pump beam. We will further assume that the pump beam with intensity  ,PumpI r t  can be 

adequately modeled as an unchirped Gaussian beam propagating in a uniform linear medium.  

Since we measure the modulation as a relative change in the white light spectrum, we reasoned that 

the exact temporal form of the white light beam is not important, and for simplicity, we have assumed 

a Gaussian beam, both spatially and temporally, with a chirp imposed by the above-determined 

temporal phase (see Figure 7.8). To avoid aliasing when performing Fourier transforms, the temporal 

full-width at half maximum of the white light Gaussian beam was limited to be five times the width 

of the pump.  We believe this is more than sufficient to model the XPM. The central (carrier) 

frequency of the simulated white light beam was varied to match that corresponding to the peak 

modulation (largest value of  T  ) at each delay. 

To calculate the modulated spectrum, Eq. (7.13) was integrated using a split-step Spectral method, 

e.g. in [21]. Under this method, operators on the right-hand side of Eq. (7.12) are written a symbolic 

representation as 

           WL
s t WL

A ˆ ˆ ˆL L N A
z


  


,   (7.14) 

where  ˆsL  is the linear operator describing diffraction, ˆtL  is the linear operator describing the group 

velocity mismatch between the pump and probe beams and N̂  is the nonlinear operator describing 

XPM.  Formally integrating Eq. (7.14) over a small step size z  along the propagation direction 

leads to  

             s t
ˆ ˆ ˆL L N z

WL WLA z z e A



 

  .   (7.15) 

The key insight to the split-step formalism is to realize that to up to terms that are quadratic in the 

step size, z ,  

                           
     s t s t s t
ˆ ˆ ˆ ˆ ˆ ˆ ˆˆL L N z L L z / 2 L L z / 2N z 3e e e e Order( z )

   
   

  .   (7.16) 

as can be readily confirmed by expanding the exponentials in power series. Note that the linear 

propagation steps are most easily carried out in the Fourier space. Consider for example the 

diffraction operator. When only this operator is present 
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Using the Fourier transform relation 
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Eq. (7.17) becomes in Fourier space,  
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which can be immediately integrated to give 
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Transforming this expression back into real space propagates the field by a distance dz  under the 

action of the diffraction operator. A similar procedure can be carried out in the temporal domain for 

the group velocity mismatch operator. On the other hand, the action of the nonlinear operator is 

easiest to solve in real space, 
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 .   (7.21) 

Here we have assumed that the slice thickness dz is sufficiently thin that the intensity profile of the 

pump beam is approximately constant. Putting the above steps together, one has all that is needed 

to propagate a numerical solution of the white light field amplitude forward by a single step of size 

dz . An adaptive routine with error estimation can be constructed by propagating the field forward 

by an entire step dz  and then repeating the calculation by carrying out a finer mesh, propagating 

two successive steps of size / 2dz  and comparing the results. If they agree to a specified tolerance 

the step is accepted, if they disagree the step size is reduced and the procedure is repeated. Sinkin 

et al. [22] show how one can combine the results of the coarse propagation (corresponding to a 

single step size of dz ) and the fine propagation  (corresponding to two successive steps each of size 

/ 2dz ) to obtain an algorithm accurate to order
3dz   . 
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To carry out this procedure we chose the size of the spatial grid (64 x64 points) and the windows to 

provide at least 5 sampling points across the beam width at any point during the propagation, both 

in real space and Fourier space. To achieve the required resolution in Fourier space the window size 

was set to be 12 times larger than the maximum pump-beam waist radius upon entering or leaving 

the sample. This limited our simulation to a pump-beam waist diameter at the focus of at least 10 

microns. This corresponds to a Rayleigh range of just under 150 microns in the glass slide, meaning 

the effective beam diameter changes by nearly a factor of 3.5 when propagating through the glass. 

Increasing the number of spatial grid points would allow simulating tighter foci at the cost of higher 

runtime. In the temporal domain, we chose the window size to be 8 times the FWHM of the assumed 

white light temporal width, sufficient to provide a spectral resolution of 0.25 nm at a wavelength of 

570nm improving slightly as the delay scan towards the red.  We required 256 temporal points to 

avoid aliasing in the spectral region modified by the XPM. 

As already mentioned, the simulations were carried out in the reference frame moving at the group 

velocity of the pump beam.  To initialize the simulation, we shifted the temporal grid slightly so that 

the white light peak passed coincided with the temporal window center at the midpoint of its 

propagation through the glass slide.  The exact temporal translation of the white light beam during 

propagation depends on the carrier frequency (set by the delay) and the glass slide material; typical 

values are of the order of 50-70 fs, a significant fraction of the pump beam’s temporal width.  

The simulation has the flexibility to vary the pump beam waist position to any point within the glass 

slide. Not having previously characterized the spacial dependence of the white light beam, we 

assume the most favorable situation: equal Rayleigh ranges and beam waist positions for the pump 

and white light beams.  This means that the white light beams waist is only slightly smaller than that 

of the pump beam, their respective radii scale as the ratio in the central wavelengths fo the two 

beams. Admittedly this does not exactly correspond to the conditions under which the experiment 

was carried out. By using a CCD camera to image the beams incident on the sample we endeavored 

to make the white light beam several times smaller than the pump. However, it does represent a 

reasonable attempt to take into account spatial propagation effects. A better solution would have 

been to increase the beam sizes so that the Rayleigh length was at least as large as the glass slide 

thickness. We also ignore any chromatic aberration effects of the microscope objective used to focus 

the beams, which are probably significant for the WLC. 

Our procedure for carrying out the simulations is as follows. First, we create a mask centered about 

the modulation and extending three times the width of the central prominence to either side of the 
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central valley in the differential transmission curves. This allows us to emphasize the main variations 

but also retain sufficient points to access the accuracy of the subtraction used to determine the 

differential transmission. We assume the pump beam focuses to a beam waist of 5 microns at the 

center of the glass slide. We have also assumed that the glass slide is fabricated from the Schott 

glass BK7 and have used the Sellmeier coefficients to calculate the group velocities for the different 

wavelengths probed as the pump-probe delay is varied. Having fixed the pump beam waist there are 

effectively two free parameters remaining need to characterize the pump beam: its energy and 

temporal width. Additionally, due to the effects of group velocity mismatch, there will be slight 

variations in the temporal shift between the pump and probe beams as the pump modulates different 

spectral components of the probe beam. Finally, we also allow for the possibility of a slight offset in 

the subtraction procedure used to calculate the differential transmission.  

 

  

Figure 7.10 An example of the fit obtained for the glass slide data at a single delay glass slide. On the 

left the fit was for the individual delay and the resulting fit values are pump temporal FWHM = 120.6 

±3.8fs, pump energy = 1.20±0.06 pJ, baseline shift = (1.34±0.5)x10-4, probe temporal shift = 67.3±1.3 

fs. On the right is the fit for the same delay when all 26 delays were globally fit to determine the pump 

temporal FWHM = 123.1 ±1.6 fs, pump energy = 1.15±0.02 pJ (The baseline shift and probe temporal 

delay were kept as given for the individual fit on the left). 

 

All told then, individual fits of differential transmission to the experimental data points for each delay 

were performed by varying the four parameters: the incident pump-field temporal FWHM, energy, 

and small individual corrections to the baseline and temporal position of the simulated white light 

beam relative to the pump.  The fitting procedure was performed using the nonlinear regression 

algorithm in MATLAB, “fitnlm” as a function. An example of the quality of the fit obtained for one of 

the delays is given in Figure 7.10 (left). We note that the pump beam energy values depend on the 
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assumed value of the glass slide’s Kerr coefficient. We have used the literature value for the Kerr 

coefficient of fused silica glass at 800nm, 16 2

2 2.4 10 /n x cm W .   

In the next step, we sought to globally fit the pump energy and pump temporal FWHM to all 26 

delays, while applying the previously determined individual baseline and temporal shift values at 

each given delay. Because the noise varies somewhat amongst the various delays we decided to 

weigh each delay contribution to the global fit by the inverse of the variance of the baseline values. 

These baseline values are the measured differential transmission values far from the main 

modulation, i.e. spectral components in the WLC which have negligible overlap with the pump beam. 

Each delay contains 256 spectral points which we separate using a logical mask into a “signal 

portion” extending to 3 times the width of the main prominence to either side of the central 

modulation and a baseline. Typically, the signal portion contains around 50 spectral points. Plotted 

in Figure 7.11, the estimated noise in T   is simply the standard deviation of the baseline. For the 

glass data, the average noise value is 4.1x10-4 while the average modulation depth over the 26 delays 

is 3.94x10-3 leading to an average signal to noise ratio of just under 10. 

 

Figure 7.11 Estimated noise in the glass slide data obtained by calculating the standard deviation of 

the baseline (sections will-removed from the central modulation) in each trace. 

 

Figure 7.12 displays the variation in the found best-fit values for the pump beam energy and pump 

beam temporal FWHM.  There appears to be a slight systematic bias that leads to longer pulses and 

higher energies for the smaller delays, which correspond to the pump probing the redder portion of 

the white-light spectra. This might be an indication that the microscope slide employed was not 

fabricated from BK7 glass, and hence slightly wrong group velocity mismatch values. It could also 

reflect the effect of chromatic aberration in the focus of the white-light beam. We have assumed that 
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for all the delays the focus of the white light is precisely superimposed with that of the 800nm pump 

beam. Never the less, the global fit values seem to provide a reasonable estimate of the average 

values of the individual fits. 

  

Figure 7.12 The best-fit parameter values for the individual fit of the glass slide data for the pump 

FWHM (left) and the pump beam energy (right). The dotted lines in each case represent the global fit 

parameter values corresponding to 123.1 ±1.6 fs and 1.15±0.02 pJ respectively. The error bars 

represent the standard error in the estimate as output by the Matlab non-linear regression algorithm. 

 

These global values for the pump energy and temporal width serve as fixed inputs for the fit to the 

system composed of a monolayer of graphene on top of the glass slide. We model the graphene 

flake’s effect as imposing a sharp initial nonlinear phase on the white light field according to the 

expression: 

                            WL
Graphene 2,Graphene Graphene pump

2
x, y,t n L I x, y,t

c


     (7.22) 

Here  GrapheneL  is the thickness of a monolayer of graphene (0.354 nm)[23]. 

For these graphene plus glass fits, each delay was fit separately using only two fit parameters, the 

effective Kerr coefficient, 2,Graphenen and the temporal shift. The focus of the pump and probe beams 

was changed to coincide with the graphene on the front surface of the microscope slide. Figure 7.13 

displays an example of a typical fit obtained for an individual delay. In general, the quality of the 

obtained fits is somewhat worse than that for the glass slides with a slight underestimation of the 

main valley depth and shoulder heights. 
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Figure 7.13 Individual fit for the graphene plus glass slide system at a pump.probe delay of  -200 fs. 

The effective value for the graphene Kerr coefficient is n2 = (5.49±0.27)x10-10 cm2/W. 

 

Since the values used for the pump intensity depend on the Kerr coefficient of the glass slide, which 

we have not yet measured, we report the results scaled by the Kerr coefficient of the glass slide.  

Finally, we present the fitting of the combined graphene plus glass using the global fit of the glass 

data with the beams focused at the front surface of the glass slide, Figure 7.13. 

 

Figure 7.14 Results of fitting the combined graphene plus glass system using the global fit of the glass 

data with the beams focused on the graphene at the front surface of the glass slide. Error bars represent 

the standard error estimate output by the fitting algorithm. 

 

Despite a fair amount of dispersion in our values, there is a clear increase in the relative signal as 

the modulated frequencies approach the frequency of the pump beam. Our data imply that the real 

part of the Kerr coefficient in Graphene is positive. We do not observe any convincing evidence of a 

significant imaginary part of the Kerr coefficient. We note that our estimates are based on assuming 
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that the Kerr coefficient for the glass slide of unknown material is approximately the same as that of 

fused silica at 800nm, 16 2

2 2.4 10 /n x cm W to estimate the energy of the pump pulse. To make 

a definite estimate we will need to carefully measure this value by for example carrying out a Z-scan 

experiment using the mode-locked femtosecond oscillator beam at 800nm. 

Previous measurements using FWM with picosecond pulses in the red and near-infrared by Hendry 

et al.[12] had arrived at a value for graphene’s third-order susceptibility of  3 71.5 10x esu  , 

corresponding to a Kerr coefficient of approximately  10 2

2 2.6 10 /n x cm W which agrees with the 

lower limits of our estimates. Miao et al.[11], using the Z-scan technique at 1562nm deduced a 

much higher value of 7 2

2 1.64 10 /n x cm W  . However, Hendry et al. [12] predict that the third-

order susceptibility scales as the wavelength to the fourth power, which amounts to roughly a factor 

of 50 enhancement for the response at 1562 nm compared to 600nm. Notice, that this is divergent 

to the  Dremetsika et al.[13] endeavor using the OHD-OKE method, that obtained a negative Kerr 

coefficient, 9 2

2 1.1 10 /n x cm W   at a wavelength of 1600nm, being this negative values and 

magnitudes also retrieved using the Z-scan technique by their group and also by Demetriou et al.[15].   

7.5. Summary 

 

In conclusion, it was possible to estimate the size of the third-order optical nonlinearity of graphene 

with the proposed XPM method. We believe this method is a promising tool for the characterization 

of the optical nonlinearity of graphene or other 2D materials, mainly because it is not sensitive to 

sample inhomogeneity’s and thermal effects, and also because it provides a ready means of 

measuring the dispersion of the third-order susceptibility against the standard of the substrate. For 

it to be quantitatively successful, it will be necessary to adjust the beam diameters so that diffraction 

and chromatic aberration effects play a lesser role. Towards that aim, we plan to substitute the x10 

microscope objective by slightly off-axis ultrafast silver spherical mirrors. Ideally, one should 

perform these measurements on a free-standing graphene sample, although this is difficult to 

arrange.   
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8.1. What has been done 
 

To recap, it was possible to gain some insights of the linear and non-linear optical properties arising 

from interactions of elementary excitations in several nanostructures. 

 

We started for obtaining a rather clear indication that the graphene environment does indeed 

influences the RRS signal coming from either QDs or NPLs. With the former, there are two effects 

observed: (i) QDs deposited on graphene show a much smaller shift of the LO-phonon peak with 

respect to the bulk CdSe value than dots deposited on glass, and (ii) the magnitude of the Raman 

peak depends considerably on the gate voltage applied to graphene. Both effects may be related to 

electron transfer between graphene and QDs of certain sizes, which can suppress (or enhance) 

Raman scattering for that QD population. This explanation, however, would not work for 

nanoplatelets because, in contrast with QDs, they have a very limited dispersion of thickness. 

Therefore, the hybrid nature of the NPLs’ Raman mode, with the frequency varying remains a 

plausible explanation. Yet, further experiments are required to fully prove the theoretical concept 

proposed. 

 

In order to obtain enhanced 2HG biomaterials it was possible to show that polymer nanofibers 

embedded with optically nonlinear organic compounds give rise to a strong anisotropic response of 

the second-harmonic generation as a function of the polarization direction of the incident light. The 
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macroscopic orientation of small nonlinear active molecules in conjugation with an appropriate 

biopolymer host can improve the optical properties of the materials, exceeding the properties of the 

bulk crystals. The values obtained for the hosted nanofibers encourage us to look forward to 

developing promising and low cost bioorganic optical devices, with a number of potential 

applications. 

 

Fast forward to the time resolved experiments it was possible to couple the QDs to CVD and exfoliated 

graphene, in order to verify their possible viability as a molecular ruler. It was found, probably due 

to the method of fabrication and transfer as a chance of introducing some impurities the CVD 

graphene, was not so effective a quencher as the exfoliated. 

For the exfoliated graphene an ET transfer model with a dimensionality of 4 and using a parameter 

that contains the geometric factor and the coupling coefficients seemed to be appropriated. 

Coupling the QDS with the B exciton of the MoS2 and also with graphene without a spacer was also 

possible, and with a side effect of also increasing the efficiency of ET to graphene. Still, the ET rates 

estimated where no compatible with the models used. In expectation to obtain an elucidative answer 

for this mismatch transient absorption was used. This allowed to follow the evolution of GSB of the 

QDs in the monolayers and correlate it with when is without 2D neighbors. The multi-exponential 

nature of the evolution of the GSB implies that more than one relaxation process was involved. 

 

In other to further evaluate the previous systems it was proposed a time resolved 2HG experiment, 

but since the 2HG arising from monolayers is of low magnitude it was devised a setup to improve 

their noise signal ratio.  

In that frame, the amplification of the 2HG signal by the proposed experimental method achieved 

and was roughly about 10 times in order of the initial signal. This allowed us to extract the time 

resolved data from the MoS2 and from its hybrid structure conjugated with QDs and resolve it time. 

It was found that in the presence of the QDs the 2HG is increased. This was probably due to the 

presence of delocalized indirect excitons allowing for a possible enhanced emitter system of second 

harmonic light. 

 

Lastly it was possible to characterize the signal of the third-order optical nonlinearity of graphene 

with the proposed XPM method. We suggest that this method seems a promising tool for the 
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characterization of the optical nonlinearity of graphene or other 2D materials, mainly because it is 

not sensitive to sample inhomogeneity’s and thermal effects. 

 

8.2. What is left to do 
 

Despite the knowledge and the experience gained from the experiments done in the framework of 

this thesis, further research is welcomed in order to: 

 

A) Achieve an unambiguous demonstration of phonon-surface plasmon polariton coupling in the 

NPLs/graphene system, or if possible develop an alternative explanation for the observed 

deviation; 

 

B) Explore the existence of some additional energy transfer channel in the case of PL quenching in    

the QDs/graphene system and the possibility of reversibility of this process in the several hybrid 

systems; 

 

C) Obtain a consistent description of the role of graphene in the Kerr effect in the graphene/glass-

like system, since the description of graphene (a 2D material) in terms of refractive index is 

quite imperfect and even more imperfect is to prescribe an effective refractive index to the joint 

graphene/substrate system.  
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