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Abstract 

These days the exponential increase in the volume and variety of data stored by companies and organizations of various sectors of 

activity, has required to organizations the search for new solutions to improve their services and/or products, taking advantage of 

technological evolution. As a response to the inability of organizations to process large quantities and varieties of data, in the 

technological market, arise the Big Data. This emerging concept defined mainly by the volume, velocity and variety has evolved 

greatly in part by its ability to generate value for organizations in decision making. Currently, the health care sector is one of the 

five sectors of activity where the potential of Big Data growth most stands out. However, the way to go is still long and in fact 

there are few organizations, related to health care, that are taking advantage of the true potential of Big Data. The main target of 

this research is to produce a real-time Big Data architecture to the INTCare system, of the Centro Hospitalar do Porto, using the 

main open source big data solution, the Apache Hadoop. As a result of the first phase of this research we obtained a generic 

architecture who can be adopted by other Intensive Care Units. 
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1. Introduction 

Over the past 20 years, the amount of data has increased in large scale in several areas 1. According to an 

International Data Corporation (IDC) report 2, in 2010, the amount of data created and replicated exceeded the 

Zettabytes barrier, reaching in 2011 the 1.8 Zettabytes. As at the date of the report, in 2011, the prospect was that this 

growth would increase nine-fold over the next five years 2, meaning that in 2016 was expected that the volume of data 

was close to 17 Zettabytes. According to an EMC report with research and analysis by IDC, health care accounts for 

a significant percentage of the data in the digital universe. In 2013, digital data about health care was 153 Exabytes, 

which, with an accelerated growth rate, in the order of 48% per year, is expected that the volume reach 2314 Exabytes 

in 2020 3. Yet, in the same report, they indicate that the global digital universe presents a growth of 40% a year, 

allowing to conclude that the growth of digital data, in health care, will be faster than the rest of the digital universe. 

The constant, predictable and significant data increase has led to the introduction of a new paradigm, the Big Data. 

The term Big Data has come up with the explosive increase in data globally and is mainly used to describe huge data 

sets. In comparison to traditional data sets, Big Data is often associated with real-time analysis of large amounts of 

unstructured data 1. At the level of health care, the information technology, the business world and the clinical research 

are creating an emerging movement under the Big Data banner 4. Proponents of this movement argue that it is a new 

approach that will transform and accelerate health care, correcting decades of misguided research, and reshape clinical 

science as well as how to care for patients. Intensive Care Units (ICUs) are an environment in which the demand for 

change is increasing due to the constant recording and processing of large amounts of data, related with patients’ health 

conditions 5. According to Portela et al. 5, the complex condition of critically ill patients and the enormous amount of 

data, may hinder the decision-making, by intensivists, at the time of providing the best health conditions. The authors 

also add, that intensivists do not have the time to analyse the conditions of the patient in an assertive and consolidated 

way, and it is becoming increasingly necessary to develop systems capable of assisting intensivists in the shortest 

period, i.e., in real-time. In the first phase of this research, based on the INTCare architecture, other analysed big data 

architectures, and a superficial analysis of the Apache Hadoop ecosystem, we produced a Big Data architecture, which 

we believe can be used in any Intensive Care Unit. As a way of validating and release a final version of the architecture, 

to the INTCare, in the second phase of this research, we'll perform a detailed analysis of the Hadoop ecosystem and 

produce a prototype that will simulate the processing and storage of streaming data from bedside monitors, collected 

in the ICU of the Centro Hospitalar do Porto (CHP). 

Finally, in addition to the introduction, this article is composed of four other sections. Second section, Background, 

provides background knowledge on topics related to Intensive Medicine and Intensive Care Units, the INTCare system, 

the main theme, Big Data and related work. Next, the third section identifies the research methodology used and how 

it applies in this research project. The fourth section describes the proposed real-time Big Data architecture, based on 

open source technologies. In the last section, the conclusions are presented, as well as the future work. 

2. Background 

2.1. Intensive Medicine, Intensive Care Units and INTCare Project 

Intensive Medicine (IM) is a multidisciplinary area of medical sciences focused on the prevention, diagnosis and 

treatment of serious diseases, that are considered as threats to the lives of patients and which are characterized by 

causing failure of one or more vital organs 6. Intensive Care Units (ICUs) are special hospital units prepared to provide 

health care to patients whose survival depends on intensive care. In these units, patients’ vital signs are continuously 

monitored by various life support devices, which together with drug delivery enable patient recovery 6. 

INTCare is a project developed at the Intensive Care Unit (ICU) of the Centro Hospitalar do Porto (CHP), which 

emerged from the need to build an intelligent system to automate the data collection and analysis process and, 

consequently, predict organ failure and their effects on patients 7. The original system has suffered many changes, 

resulting from the expansion of ICU needs and the potentialities generated by the growing amount of electronic data. 

As a result, it is currently a Pervasive Intelligent Decision Support System (PIDSS) that acts automatically and in real-

time, to provide more information to the intensivists of the UCI 7. The INTCare system presents an architecture 8 
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composed of four subsystems (data acquisition, knowledge management, inference and interface), that interact 

between themselves through the intelligent agents 8. 

2.2. Big Data 

Talking about Big Data is to approach an abstract concept1.  Big Data is, in many respects, a poor term9. The 

concept has been used by the sciences to refer to data sets, large enough, to require supercomputers, but what was 

previously run by these machines can now be processed with standard computers and standard software10. However, 

even though Big Data is only associated with recording large amounts of data, its main features are the ability to 

search, aggregate and cross large datasets9.  According to Chen et al.1, at the present, although the importance of Big 

Data is generally recognized, there are still differences of opinion about its definition. The authors compiled various 

sources and, overall, the Big Data definitions converge on "a set of data that cannot be understood, acquired, managed 

and processed by traditional information technologies and software / hardware, within an acceptable period of time". 

This definition was first announced in 2010 by the Apache Hadoop team, responsible for one of Big Data's main open 

source projects, as the definition they considered valid. In fact, the Big Data concept was first approached in 2001, 

when a META analyst named Doug Laney presented the 3Vs model - Volume, Velocity and Variety - in a research 

report. This model was used by some research departments of Microsoft and IBM for the next 10 years 1. 

2.3. Related Work 

As a result of the realized research, we found the architecture of the Artemis platform (Fig. 1). It is an online 

platform for Neonatal Intensive Care Units, that enables simultaneous diagnosis of multiple patients, through real-

time analysis of multiple data streams 11, 12. 

 

 

Fig. 1. Artemis platform architecture 12. 

The Data acquisition component continuously inserts, into the platform, data streams from clinical devices and 

available clinical information. After that, the data is transferred to the Online analysis component, where the data is 

processed in real-time. In the Data persistence component, the data obtained in the Data acquisition component is 

stored together with the data generated in the Online analysis component. Subsequently, the data are exploited in the 

Knowledge extraction component and are specifically adapted to support clinical research for a set of conditions. 

Finally, the Redeployment component sends new, clinically-validated algorithms to the online analytics component13. 

3. Research Methodology 

Despite the growing adoption of Big Data, there is still no method designed specifically for the definition and 

implementation of Big Data architectures / projects. After analysing the various methods of scientific research, we 

choose the Design Science Research Methodology for Information Systems. This method aims to study, research and 
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investigate the artefact and its behaviour from an academic or organizational point of view and it's composed by six 

activities, which constitutes the iteration process developed by Peffers et al. 14. The first activity Identify problem & 

motivate seeks to define the problem to investigate and justify the value of the solution. Define objectives of a solution 

is the second activity and pursues to infer the objectives of a solution from the definition of the problem and from the 

knowledge of what is possible and feasible. Following in third, the activity Design & development is dedicated to 

creating the artefact resulting from the investigation, and may contain concepts, models, methods or instantiations. 

Demonstration is the fourth activity and consists in demonstrating the use of the artefact in the resolution of one or 

more instances of the problem, through experimentation, simulation and proof of concept. In the fifth activity, 

Evaluation, aims to observe and quantify / measure how well the artefact supports the solution to the problem by 

comparing the solution objectives with the results of the Demonstration. Lastly, the sixth activity, Communication, 

involves presenting the problem and its importance, the artefact, its usefulness, the rigor used in the project, and its 

effectiveness, to the researchers and professionals in the area. Within this research project, the iteration process will 

have a problem-centered initiation, once the problem and its importance are identified. In this sense, it was defined 

how each of these six activities relates to this specific research.  

The problem here is the inability to process and store, in real-time, large amounts of data, coming from several 

different sources and platforms. The objective defined for this research seeks to find a solution and develop an artefact 

capable of processing and storing the data in real-time. The solution was to develop a real-time Big Data architecture 

based on open source technologies. The artefact in production is a Hadoop cluster, which will later be implemented 

for demonstration at the Intensive Care Unit (ICU) of the Centro Hospitalar do Porto (CHP). Once implemented, your 

performance will be evaluated by information systems administrators and by the intensivists who work there. Finally, 

the dissemination of this artefact and its importance will be done through a dissertation report, under work, and 

scientific articles, such as this one. 

4. Real-time Big Data Architecture 

The need to implement a Big Data architecture arose from the INTCare system’s inability to process large amounts 

of data in real-time. Currently, the INTCare databases have an approximate size of 120 GB and the data is processed 

every 1 minute. For best results, INTCare needs to process the streaming data every 1 second. This requirement implies 

over annual processing of streaming data of 33 GB (when processed per minute) to 2 TB (when processed per second) 

and a total annual of 7 TB of stored data. The Real-time Big Data Architecture in Fig. 2 is a proposal of a generic 

architecture for intensive care, which is an evolution of INTCare architecture, capable of processing, storing, and 

analyzing large data sets, in real-time, using open source Big Data technologies, like Apache Hadoop. Thus, the 

architecture is composed of the stakeholders and five subsystems, composed by a set of intelligent agents. 

4.1. Stakeholders 

The stakeholders involved in the intensive care are: i) patients; ii) healthcare professionals (doctors, nurses …); iii) 

government and administration (those who choose and buy services and technology from the service and solution 

providers); iv) healthcare service providers; v) data scientists (people who analyse the data, create scenarios …); and 

vi) technology solution providers (people who provide the healthcare technology). These stakeholders may be users 

or data providers. 

4.2. Data Acquisition, Data Management and Knowledge Management 

Data Acquisition subsystem is responsible for the acquisition of data from several different sources, such as: 

external databases, documents, images, sensor and others. Depending on the specificity of each of the data sources, 

there may be one or more intelligent agents in the data acquisition, which will send the data to the interface and data 

management subsystems. The Data Management represents a Hadoop cluster, where the large data sets are processed 

and stored. The Hadoop components used in this subsystem depends on the type of data and the requirements of the 

environment. Knowledge subsystem can contain intelligent agents for: i) Data Mining (that converts data recorded in 

the data warehouse into knowledge through the creation of real-time forecast models); ii) Data Analytics (integrated 
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with other applications to provide examination of the large data sets); iii) Performance (for the statistical data 

collection); and iv) Ensemble (to combine several models with the goal of improving predictive performance). 

4.3. Inference and Interface 

Integrated with Interface subsystem, and used by the healthcare professionals and data scientists, the Inference 

subsystem can provide two intelligent agents: Prediction and Scenario Evaluation. The Prediction Agent uses the data, 

produced by the application of the models implemented in the Knowledge Management subsystem, to answer 

questions from users. The Scenario Evaluation Agent provides to the users the capability to create and evaluate 

hypothetical scenarios. Composed of an intelligent agent, this subsystem provides a web interface that integrates with 

other subsystems, allowing the healthcare professionals to access the most diverse information of patients, evaluate 

scenarios, request prognoses, and others. 

 

 

Fig. 2. Real-time Big Data Architecture for Intensive Care. 

4.4. Intelligent Agents 

This type of agents makes the system work through automatic actions, which perform some essential tasks, such 

as automatic data collection and updating of predictive models, in real-time, without the need of human intervention 
15. The interaction between the agents is a focal point in the efficiency and flexibility of the system 16. The Real-time 

Big Data architecture has for agents: Data Acquisition, Inference, Interface and Knowledge Management. 

5. Conclusions and Future Work 

This research provided useful information about how the data has been growing at a very fast away and its impact 

and potential in the health care sector. The inability to process and store large amounts of data, in real-time, requires 

the implementation of Big Data solutions in order to gain competitive advantage and extract, increasingly, value from 

data. The present INTCare system is a clear example of a system whose need to implement a Big Data architecture is 
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critical. The main limitation is the inability to process streaming data with a recurrence less than 1 minute, given that 

it would go from 33 GB of processed data, per year, to 2 TB (with a recurrence of 1 second). 

From the analysis of the architecture of the Artemis platform, we understand that adding a fifth subsystem to the 

present architecture of the INTCare, we obtain a solution capable of responding to the needs of processing and storage, 

of the large amounts of data. In addition, this new architecture can be used in any Intensive Care Unit that wants to 

implement a solution based only in Big Data open source products. 

The architecture designed is the main contribution of this work. This architecture represents a global definition of 

the Intensive Care requirements and it can be deployed in any services which has similarity of specifications, i.e., real-

time data acquisition and processing needs - critical services with reduce time to make decisions. 

As future work, it is necessary to carry out an analysis of the needs of the INTCare system and a detailed 

identification of all projects of the ecosystem of the Hadoop project, in order of selecting the right Hadoop projects 

and design a specific architecture for the INTCare. A proof of concept is also defined to assessing the architecture 

feature. After that, and before the implementing and testing the architecture, it should be performed a predictive 

analysis of the hardware requirements, with the purpose of the scaling the Hadoop cluster. 
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