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Abstract 

This paper analyses the collapse of credit booms by using a discrete-time competing 

risks duration model to disentangle the factors behind the length of benign and harmful credit 

booms. The results show that economic growth and monetary authorities play the major role 

in explaining the differences in the length and outcome of credit booms. Moreover, both types 

of credit expansions display positive duration dependence, i.e. both are more likely to end as 

they grow older, but hard landing credit booms have proven to be longer than those that land 

softly. 
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1. Introduction 

Credit has always been regarded by the economic theory as important to help support 

investment and ultimately economic growth. Nonetheless, when credit grows too fast, 

financing ends up being extended to riskier investment projects with inferior net present value, 

fraudulent behaviour is more likely to occur and the overall quality of the projects that are 

backed up drops. This means that in the aftermath of credit expansions the banking sector may 

experience significant vulnerabilities that eventually can trigger systemic banking crises. 

According to our data, approximately 1 out of 4 credit booms end up this way. The recent 

global financial crisis – originated in part by a swift increase of mortgage loans in the United 

States – is one example of this scenario and has contributed to the belief that credit booms 

should be monitored carefully and their dynamics better understood (Reinhart and Rogoff, 

2009; Baron and Xiong, 2017). 

This has been an important topic of investigation in recent years and several 

determinants of credit booms have been identified.1 However, our understanding of why some 

credit expansions end up badly while others land smoothly remains incomplete. Researchers 

have found it to be particularly difficult to grasp empirically. In reality, larger magnitudes and 

longer durations have been the only consistent identifiers of harmful credit booms found in the 

literature (Gourinchas et al., 2001; Barajas, et al., 2009; Arena et al., 2015; Dell’Ariccia et al., 

2016; Meng and Gonzalez, 2017). Nonetheless, so far no work has provided sophisticated 

statistical proofs for these claims or explanations to why some last longer than others. In light 

of what we know from the literature, understanding the duration of lending growth episodes, 

the mechanism behind their formation and the type of behaviour they exhibit over time is of 

crucial importance to comprehend the impact of credit booms on the financial and banking 

 
1 See Gourinchas et al. (2001), Sidaoui et al. (2011), Borio and Disyatat (2011), Mendoza and Terrones (2008, 

2012), Calderón and Kubota (2012); Gourinchas and Obstfeld (2012), Elekdag and Wu (2013), Arena et al. 

(2015), Dell’Ariccia et al. (2016), Meng and Gonzales (2017), Avdjiev et al. (2018), Castro and Martins (2019). 
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sectors and also for the implementation of adequate policy measures. This remains a research 

challenge that the present study intends to undertake. 

This paper starts by employing a discrete-time duration model to analyse the duration 

of credit booms making use of an extensive quarterly dataset covering 67 countries from 

1975q1 to 2016q4. The discrete-time duration model has the important advantage of allowing 

for the inclusion of time-varying covariates and a duration dependence parameter.2 However, 

the estimation of a single risk duration model may lead to a potential bias, as it restricts the 

estimated coefficients to be the same when potential outcomes can differ. In reality, each credit 

expansion has two potential landing outcomes (harmful or not) and, in general, studies examine 

them by conducting a separate analysis for each one. This strategy still does not solve the bias 

problem because the interaction between the two possible scenarios remains unaccounted for. 

As such, this paper goes even further in the proposed duration analysis of credit booms and 

employs, in a second stage, a discrete-time competing risks model. This relies on a framework 

in which the hazard rate is the sum of two conditional probabilities involved in the overall 

credit expansion process: the probability of ending innocuously and the probability of resulting 

in a systemic banking crisis. This approach is novel to the analysis of credit expansions and 

portrays more adequately the reality of the phenomenon. 

This paper confirms statistically that the probability of credit booms ending increases 

over time at a decreasing rate and that no significant difference exists in the speed they exhibit 

when collapsing into different outcomes. It further shows that economic growth is important to 

explain not only differences in the duration of any kind of credit boom but also differences in 

length between harmful and innocuous ones. Additionally, Central Bank independence and 

monetary policy are also found to be relevant predictors of their duration. 

 
2 Moreover, Allison (1982) argues that when the time units are large, a discrete-time duration analysis may be 
more effective than its countinous-time counterpart. It is the case in this study where the data are grouped into 
large (quarterly) discrete-time intervals. 
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The rest of the paper is organized as follows. Section 2 reviews the relevant literature 

on credit booms and on their outcomes. Section 3 describes the empirical methodology and 

data. The empirical analysis and the discussion of the results are presented in Section 4. 

Finally, Section 5 concludes. 

 

2. Contextual framework 

Since the turn of the decade the literature on credit booms has been noticeably 

expanding. Although some recent theoretical efforts have been made to understand the 

phenomenon (see, for instance, Boissay et al., 2016 and Burnside et al., 2016), the bulk of 

research still resides in empirical applications that emphasize the role played by 

macroeconomic variables. First, credit expansions have been consistently linked to sharp 

increases in capital inflows that raise the supply of loanable funds, usually occurring in periods 

of disinflation or/and low interest rates in developed economies. (Gourinchas et al., 2001; 

Calderón and Kubota, 2012; Gourinchas and Obstfeld, 2012). Second, they are also associated 

with a higher ratio of private credit to bank deposits which, additionally, is seen to increase 

financial fragility (Borio and Disyatat, 2011; Gourinchas and Obstfeld, 2012). In particular, 

Sidaoui et al., (2011) report that rising inflows of foreign capital may lead to excessive 

monetary and credit expansions, which according to Avdjiev et al. (2018) can be exacerbated if 

the share of external bank lending is high. Third, productivity shocks are also reported to 

increase the credit-to-GDP ratio via pressuring the capital stock to increase at a higher rate than 

GDP. Overall, healthier economies are more likely to exhibit credit expansions (Mendoza and 

Terrones, 2008, 2012; Meng and Gonzales, 2017). Fourth, financial reforms and broad 

domestic differences are also highlighted, particularly reforms associated with financial 

liberalization, domestic expansionary monetary and fiscal policies, less flexible exchange rate 

regimes and frailties in the supervision of the banking system are all found to increase the 

occurrence of credit booms (Mendoza and Terrones 2012; Elekdag and Wu 2013; Arena et al., 
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2015; Dell’Ariccia et al., 2016). More recently, Castro and Martins (2019) extend the analysis 

of credit booms to the role of the political environment and find that credit booms are less 

likely when right-wing parties are in office, especially in developing countries, and when there 

is political instability. They also show that Central Bank independence reduces the probability 

of credit booms. 

This paper, besides exploring the multiple economic determinants of credit booms 

discussed in the literature, borrows from Castro and Martins (2019) and also investigates the 

importance of government stability and Central Bank independence (CBI) on the duration and 

outcomes of credit booms. A higher degree of government stability – like the government’s 

ability to carry out its programme or to stay in office – can lead to a more stable economic 

environment, thus favouring longer credit surges. The relevance of Central Banks to explain 

credit patterns is undisputed as well as the important role they play in monitoring the financial 

system and in preventing markets – and the overall economy – from overheating. However, 

political pressures exerted by governments can constrain the work of Central Banks, reducing 

their desired independence.3 From the governments’ perspective, a credit expansion is 

definitively a good thing. More investment and higher consumption makes voters happier, and 

happier voters tend to improve the incumbents’ re-election chances. Hence, it is reasonable to 

assume that governments are particularly fond of periods of abnormal credit growth, and 

dislike dealing with credit crunches. Furthermore, they are also aware that Central Banks play a 

major role in credit booms’ dynamics. As such, it is expected that less independent Central 

Banks may help increase the occurrence, intensity and lenght of credit booms; moreover, they 

are also expected to be less predisposed to intervene when the economy displays strong signs 

of overinvestment, excessive risk and/or overinflated market bubbles.  

Understanding why some credit booms end up by seriously disrupting the banking 

system and the overall economy is of critical importance. Despite some advances that have 

 
3 See Chappell et al. (1993); Havrilesky, (1988, 1991) and Lohmann, (1998).  
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been made in this field, findings tend to be mixed and significant differences between good and 

bad credit expansions have been hard to capture. For instance, Gourinchas et al. (2001) report 

no relevant differences in key macroeconomic variables between both types of expansions. 

However, more recent works do find some dissimilarities. Dell’Ariccia et al. (2016) point out 

that starting at a higher level of financial depth increases the likelihood of having a harmful 

boom, while Arena et al. (2015) found that macroeconomic fluctuations seem to be larger and 

exhibit more sudden declines when credit booms result in banking crisis. Meng and Gonzalez 

(2017) report that this is also the case when the size of the financial sector grows, especially 

above macroeconomic consistent levels.4 Of particular importance to this paper is fact that 

most studies seem to systematically report that harmful credit booms are associated with larger 

magnitudes and longer durations. This suggests that to understand what affects the length of 

credit booms is fundamental to further improve our knowledge about why some end up 

creating havoc and others do not. This paper tries to fill this gap in the literature by relying on 

adequate duration analysis techniques, which are presented in the next section. 

 

3. Econometric Methodology and Data 

The duration of credit booms is modelled by specifying the conditional probability of 

leaving that spell, i.e. the hazard rate. In this case, the hazard rate can be seen as the sum of two 

conditional probabilities: the probability of a credit boom ending softly and the probability of it 

ending into (or being followed by) a systemic banking crisis. 

Given that not all credit booms end softly,5 the estimation of a single risk duration 

model may lead to a potential bias, as it restricts the estimated coefficients to be the same when 

potential outcomes can differ. In this context, the econometric model for multiple outcomes in 

 
4 However, they do not find any association between “bad” credit booms and macroeconomic and financial 
policies – exception made to the quality of regulations and supervision of the banking system. 
5 In our data we observe that about one in four credit booms ends hardly in a banking crisis. 
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The most frequent episodes of credit booms last between 2 and 10 quarters. A similar pattern is 

found for those that end softly, while hard landings are most frequent for credit booms lasting 

between 5 and 9 quarters (but with a few lasting much longer). Hence, the picture is not clear 

on whether the former have a higher propensity to last longer than the latter or not. Moreover, 

the probability of credit booms surviving, after a certain duration, substantially decreases over 

time regardless of their ultimate outcome. A visual inspection does not clarify which one is 

faster, as such the next section tests for the presence of duration dependence and assesses 

whether their dynamics is different or not. 

[Insert Figure 1 around here] 

Although one of the goals of this paper is to identify differences in the duration 

dependence dynamics of credit booms regarding two possible exiting states, another goal is to 

assess whether and how the economic environment, central bank behaviour, government 

stability and financial uncertainty affect the likelihood of credit booms ending softly or hardly. 

These determinants are discussed in detail next. 

To account for the effect of the economic environment, we rely on a set of economic 

variables commonly found in the related literature (Gourinchas et al., 2001; Borio and Disyatat 

2011; Calderón and Kubota, 2012; Gourinchas and Obstfeld, 2012; Mendoza and Terrones, 

2008, 2012; Meng and Gonzales, 2017): total gross capital inflows as percentage of GDP 

(CapInflows) as proxy for capital inflows; the ratio of private credit to bank deposits 

(CredDeposits) as a proxy for the liquidity in the banking system; growth rate of real GDP 

(RealGDPgr); trade openness (Openness) measured by exports plus imports over GDP; 

exchange rate flexibility (ExchRateFlex), proxied by the coarse classification of the exchange 

rate regime developed by Reinhart and Rogoff (2004), and updated by Ilzetzky, et. al. (2009) 

and similar sources mentioned in that paper for more recent years. We expect that better 

economic conditions may fuel longer credit booms; whether their outcome is good or bad, it is 

open to the empirical discussion provided in the next section. 
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The role of monetary authorities in the credit booms dynamics is controlled for using: 

the Central Bank interest rate (CBrate), which can not only affect the quantity but the quality 

of credit; and an index for its degree of independence (CBindep), measured by the Cukierman-

Webb-Neyapti weighted index and updated by Garriga (2016). Monetary policy is an important 

factor to consider, as Central Banks are the main regulators of the quantity of money present in 

the system. During credit expansions, they may exhibit a loose monetary policy of low interest 

rates, which makes it easier for economic agents to obtain credit, fuelling its growth above 

normal levels or its fundamentals. This may also promote longer booms of credit and the build-

up of conditions for them to end in a banking crisis. Monetary authorities also play an 

important role in monitoring the financial system and in preventing markets – and the overall 

economy – from overheating and collapsing into a crisis. We expect this role to be fulfilled 

more efficiently when they are more independent. This means that we expect credit booms to 

be shorter and land softly when the degree of Central Bank independence is higher. 

To account for the role of government stability and financial (and economic) 

uncertainty on the credit booms dynamics we use, respectively, the government stability index 

from the International Country Risk Guide, which measures which measures the government’s 

ability to carry out its program and to stay in office, and the VXO volatility index of Chicago 

Board Options Exchange S&P 100. Instability and uncertainty are conditions that may lead to 

shorter booms of credit which may end up badly. 

 

4. Empirical Analysis 

The results and findings from the empirical analysis are presented and discussed in this 

section. First, we present a basic duration analysis with a standard Weibull specification to 

check for the presence of duration dependence in the duration of credit booms simply splitting 

them by outcome. Then, we proceed with the competing risks analysis where the outcome of 
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those that end softly, maybe because credit and deposits are two variables that banks can 

control more directly, smoothing possible tensions in the banking sector. As expected, credit 

booms also last longer when the economy is growing faster and this evidence is shared by both 

soft and hard landings: an increase in the GDP growth rate (RealGDPgr) has a significant 

negative impact on the likelihood of a credit boom ending over time.14 

While the degree of openness of an economy (Openness) is irrelevant, a more flexible 

exchange rate regime (ExchRateFlex) prevents credit booms from lasting longer, especially the 

harmful ones. This result can be explained by unexpected exchange rate movements or 

contagion effects that may lead to an abrupt end of credit booms, which can have repercussions 

in the banking sector. Without time to adjust, banks can struggle with an increase of non-

performing loans due to unpredicted exchange rate movements and a banking crisis may arise. 

The results also show that the length of harmful credit expansions is pushed back with 

more Central Bank independence (CBindep) and when the base interest rate (CBrate) is raised. 

It is reasonable to assume that the longer it takes for a bad credit boom to unfold the more 

difficulties the banking system is expected to experience. As such, those variables that are 

found to help cut short these nefarious booms are probably smoothing their aftermath. 

Additionally, financial uncertainty undermines the length of credit booms, especially 

benign ones. This might mean that changes in those indicators that are easily perceived by the 

banking sector – and allow them to easily adjust their behaviour – do not play a significant role 

in the curation of credit booms that harm the banking sector. However, changes in variables 

linked to contagion effects or unpredicted exchange rate movements and policy behaviour 

(monetary and political) may come as a surprise to the banking sector, leaving them no time to 

react and adjust their balance sheets, which can contribute to the genesis of a banking crisis. 

Nevertheless, these controllers are not enough to explain the full duration dynamics. 

Despite their inclusion, positive duration dependence is still an issue. Moreover, when soft and 

hard credit booms are assessed separately, we even observe the presence of decreasing positive 

duration dependence for soft credit booms and constant for hard ones. However, looking at 

Figure 2.b) we conclude that soft credit booms have a consistently higher rate of failure over 
 

14 However, it may also be promoted by that credit expansion. This endogeneity issue will be addressed in the 
robustness checks below. 
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the length of their lives than those that end hardly. This confirms that despite the higher 

acceleration in the likelihood for hard credit booms to collapse over time, those that land softly 

remain more likely to end at any point in time than hard ones. Hence, as before and on average, 

the former are shorter than the latter. 

 

4.2. Competing risks analysis 

As credit booms can end up softly or in a banking crisis, the estimation of a single risk 

duration model can be biased, since – as stated before- it restricts the estimated coefficients to 

be the same when potential outcomes can differ. The simple procedure of splitting the analysis 

into soft and hard landing booms, randomly censoring the competing risk, does not solve the 

problem either, because we are still ignoring the interaction between the two possible outcomes 

and treating separately the common dynamics of credit booms before their outcome unveils. 

Allison (2014) also argues that this random censoring is non-informative as we have no control 

over when the other event occurs. For these reasons, a proper analysis of the process requires a 

model that accounts for a hazard rate that is the sum of two conditional probabilities: the 

probability of a credit boom ending softly and the probability of ending in a systemic banking 

crisis. Hence, the discrete-time competing risks model described in section 3 arises as a better 

alternative than a single-risk duration model for each outcome. 

The empirical results from the analysis of the discrete-time competing risks 

multinomial logit model are presented in Table 2. The estimated parameters inform us about 

the probability of a credit boom ending/landing softly (SL) or hardly (HL) relative to the 

probability that it continues over time, i.e. an ongoing credit boom (OCB). In addition, we 

report the estimated coefficients for the contrast between SL and HL as a way of assessing the 

factors that drive the impact on the probability of a soft landing relative to a hard landing. This 

interaction between the outcomes is not possible to estimate with a single-risk duration model 

and examines the likelihood of a hard landing occurring as opposed to a soft landing. 
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The empirical evidence provided by this model confirms that both types of credit 

expansions display positive duration dependence (see columns 1 and 2). Most importantly, the 

results also show that, as time goes by, the probability of a boom ending in a banking crisis 

increases relatively to the likelihood of ending softly (see column 3). Hence, the competing 

risks model helps us to directly test the question raised in section 3 – and the graphical 

evidence provided in section 4.1 – and to statistically prove that credit booms that end up 

hardly are more prone to last longer than benign ones. This evidence and the indication that 

credit booms are, in general, duration dependent are further corroborated by a simple linear 

specification of time (DurCBoom) (see columns 4-6). Also, columns 7-9 provide similar results 

based on a more flexible time-dummies approach that imposes no constraints on the shape of 

the hazard function but adds instead a dummy variable for each year that an event is reported.16  

Regarding the additional conditionings, the empirical findings provide a more fine-

tuned perspective on the role they play in the dynamics of credit booms. While the previous 

duration analysis suggests that capital inflows do not affect the likelihood of a credit boom 

ending, the competing risks approach reveals that capital inflows do play an important role: as 

capital inflows increase, the probability of a hard landing grows relative to a soft landing.17 In 

fact, rising inflows of foreign capital may intensify the vulnerabilities associated with currency 

and maturity mismatches (Akyuz, 2009) and create distortions in asset prices (Agnello and 

Sousa, 2013; Agnello et al., 2012) that may lead to a banking crisis. This implies that policy 

 
16 Respectively D_Dur_yr1 to D_Dur_yr4, where the base category corresponds to spells longer than four years 
because we cannot simultaneously observe soft and hard landing credit boom spells of longer duration – see 
Figure 1. 
17 A more intuitive interpretation can be given using an odds-ratios analysis instead. In the multinomial logit 
model, the exponential of a coefficient corresponds to the relative risk ratio (of a category relatively to the base 
category) or odds-ratio for a unit change in the corresponding variable (for details, see Long, 1997). Therefore, we 
observe that when the total gross capital inflows as percentage of GDP increase by one p.p., the odds-ratio of a 
credit boom ending hardly relatively to ending softly varies by a factor of exp{0.272}=1.31, ceteris paribus 
(model with LnDurCBoom). This means an increase of around 31% in the respective ratio, meaning that hard 
landings are more prone to occur as capital inflows increase. 
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measures aimed at reducing the inflow of capitals when a credit boom is building up can 

mitigate the predisposition for a hard landing. 

The propensity for harmless credit booms is also consistently reduced by an increase in 

the credit-to-deposits ratio, which means they tend to be longer, as previously observed in the 

single-risk duration analysis (see Table 1). Additionally, economic growth remains crucial in 

promoting longer credit booms whatever their nature is. In particular, a one p.p. increase in the 

GDP growth rate leads to an expected change of the odds for the contrast soft (hard) versus 

ongoing credit boom by a factor of exp{-0.174}=0.84 (exp{-0.342}=0.71), i.e. to a decrease of 

about 16% (29%) in that contrast/odds-ratio (see columns 1 and 2). In fact, stronger economic 

growth should contribute to create sounder conditions for a sustainable growth of credit 

(Mendoza and Terrones, 2008, 2012; Meng and Gonzales, 2017) as such credit expansions 

driven by fast growing economies have a tendency to thrive. Additionally, our results show 

that hard landings are less likely than soft ones when growth is higher. Their odds-ratio is 

estimated to decrease by around 15% when GDP growth rises by one p.p. 

The competing risks approach also confirms that the degree of openness does not seem 

to matter. Nonetheless, a marginal positive impact of the exchange rate flexibility on the 

likelihood of soft and hard landings is reported, but no significant differences are found 

between them. 

Regarding the role of the monetary authorities, we observe that hard landings are 

significantly more likely to occur, rather than a credit boom surviving, when the monetary 

authority increases the interest rate and in countries exhibiting more independent central banks. 

These results are similar to the ones obtained in the previous sub-section, however, when the 

outcomes are compared, some interesting findings are recorded: credit expansions are more 

likely to end in a banking crisis rather than landing softly when the interest rate is increased 

and the central bank enjoys of more independence. More independent central banks have clear 

mandates to pursue a policy of low inflation rate, which in a scenario of a credit boom will not 



 20 

be easy to achieve without interest rate increases. These may indeed put an end to a credit 

boom and inflationary pressures more quickly, but at the expense of the build-up of more non-

performing debt which can put the banking sector at risk. What these findings seem to be 

telling us is that while high interest rates and more Central Bank independence are cutting short 

(bad) credit booms, thus presumably reducing their nefarious consequences,18 they are actually 

contributing to make hard landings more likely. 

As to the role played by government stability, the evidence is weak but the results seem 

to suggest that hard landings are more likely to occur when the government’s ability to carry 

out its programme and to stay in office is improved. On the contrary, the effect of financial 

uncertainty is highly significant for those credit booms that end softly. Financial volatility acts 

as a warning mechanism for the banking sector, which seems to give a clear incentive for them 

to adjust their balance sheets, leading a credit boom to a quicker but safe end. Finally, no 

significant differences are observed between developed and developing/emerging countries in 

any of the contrasts considered. 

 

4.3. Robustness Checks 

In this section, we provide some robustness checks of our results vis-à-vis two major 

econometric experiments. We start by tackling potential endogeneity problems and afterwards 

we consider alternative definitions of credit booms.  

Even though we use lags of the independent variables to account for potential 

simultaneity (and delays in data reporting), we also further address the issue of endogeneity by 

employing an instrumental variables (IV) approach. A summary of the empirical findings is 

reported in the columns 1-3 of Table 3. In the first step, three potentially endogenous variables 

 
18 This result is partially in line with the findings provided by Castro and Martins (2019), in the sense that if credit 

booms tend to be cut shorter under more independent monetary authorities, they will also be less likely to occur 

when that independence prevails. 
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– i.e. CapInflows, CredDeposit and RealGDPgr – are instrumented with their first to fourth 

lags and the first stage OLS estimations show that the instruments are not weak.19 In the 

second-step, we use the fitted values of the above mentioned potentially endogenous regressors 

in the estimation of the multinomial logit model. However, the Durbin-Wu-Hausman test does 

not reject the exogeneity hypothesis at the same level of significance. Nevertheless, the main 

findings and conclusions of our study remain unchanged, confirming the important role played 

by duration dependence, economic growth, monetary authorities and uncertainty. 

[Insert Table 3 around here] 

As an additional robustness check, we re-estimate all model specifications using two 

alternative, more restrictive criteria for the identification of credit booms, where the threshold 

in the Gourinchas et al. (2001) and Barajas et al. (2009) criteria used in this study is now set at 

1.75 and 2.0, respectively. The results are reported in columns 4-9 in Table 3. Besides some 

stronger evidence for the role of government stability in the dynamics between the outcomes of 

credit booms, favouring hard landings, the main empirical findings remain both quantitatively 

and qualitatively very similar to those of the baseline model specifications. 

 

5. Conclusions 

This paper addresses one uncharted area in the literature related to what determines the 

length of credit booms. It further improves the understanding of this subject by taking into 

account the common dynamics of credit booms before their outcome unveils. A discrete-time 

competing risks duration model – more precisely, a multinomial logit model – is employed to 

estimate the differences in the dynamics behind those booms that end without collateral 

damages and those that result in a systemic banking crisis. Our main findings have proved to 

 
19 In fact, the results from both the Cragg-Donald and Kleibergen-Paap F-statistic indicate that we can reject that 
they are weak at a 5% significance level. The respective critical value comes from Stock and Yogo’s (2005) weak 
identification test for a 5% maximal IV relative bias. 
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be robust to different specifications of the baseline hazard function, the presence of 

endogeneity, and alternative definitions of credit boom episodes. 

The results confirm that both types of credit booms display strong evidence of positive 

duration dependence, i.e. both are more likely to end as they grow older, but credit booms that 

are followed by banking crisis have shown to be longer than those that land softly. One 

important implication of this result is that as credit booms prevail in time, they create 

imbalances in the economy that are hard to stabilize when the credit boom bubble bursts. 

We also find strong evidence that economic growth plays a major role in explaining the 

differences in length and outcome of credit booms, promoting longer credit booms whatever 

their nature. Although longer durations increase the risk of a boom ending up in a banking 

crisis, results suggest that a harmful ending is less likely to occur than a soft one when growth 

is higher. 

The role played by the monetary authorities also seems to be relevant as the hazard 

duration of harmful credit booms increases with more Central Bank independence and higher 

interest rates. Still, in this context, booms are more likely to end up in a banking crisis than in a 

soft landing. What these findings seem to be telling us is that while high interest rates and more 

independent monetary authorities are cutting short bad credit booms – presumably as an 

attempt of reducing their nefarious consequences – they are also contributing to their arrival. 

As such, more independence and the policy of high interest rates seems to be a question of 

trading more frequent banking crisis for less violent ones. 

Our results also show that an increase in the credit-to-deposits ratio improves the 

longevity of credit expansions. This is especially true for benign ones that also benefit from 

less financial uncertainty. Financial volatility seems to be acting as a warning mechanism for 

the banking sector, which may incentive them to adjust their balance sheets, leading a credit 

boom to a quicker but harmless end. However, capital inflows are found to boost the 

propensity for a hard landing relatively to a soft one. This implies that measures aimed at 
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reducing the inflow of capitals when a credit boom is building up can mitigate the risk of a 

banking crisis when the credit bubble bursts. While the degree of openness does not seem to 

matter, exchange rate flexibility has a marginal positive impact on the likelihood of soft and 

hard landing credit booms, but no significant differences between them are found. 

From a policy perspective, the findings of this study suggest that measures aimed at 

stabilising the inflow of capital, promoting sustainable economic growth and financial stability 

can help to boost the pace of credit booms that end up without collateral damages. 

Additionally, they also highlight that the monetary authorities should account for the harmful 

consequences of interest rate rises when credit is growing above its fundamentals. A more 

vigilant behaviour regarding the build-up of credit bubbles in the economy can help them to 

smooth the process of increasing the interest rate over time in order to timely adjust the 

economic agents’ expectations. 
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Table 2. Determinants of the collapse of credit booms into a soft or hard landing 

  SL/OCB HL/OCB HL/SL  SL/OCB HL/OCB HL/SL  SL/OCB HL/OCB HL/SL 
  (1) (2) (3)  (4) (5) (6)  (7) (8) (9) 
CapInflows  -0.143 0.128 0.272**  -0.152 0.103 0.255**  -0.161 0.144 0.305** 
  (0.128) (0.098) (0.119)  (0.127) (0.093) (0.117)  (0.135) (0.104) (0.133) 
CredDeposit  -0.023** -0.014 0.008  -0.021* -0.012 0.009  -0.023** -0.006 0.017 
  (0.011) (0.010) (0.012)  (0.011) (0.010) (0.012)  (0.011) (0.010) (0.015) 
RealGDPgr  -0.174*** -0.342*** -0.168***  -0.160*** -0.319*** -0.159***  -0.156*** -0.391*** -0.234*** 
  (0.055) (0.066) (0.064)  (0.051) (0.055) (0.060)  (0.054) (0.075) (0.072) 
Openness  0.272 0.713 0.441  0.233 0.678 0.446  0.311 0.487 0.177 
  (0.293) (0.708) (0.738)  (0.264) (0.639) (0.680)  (0.309) (0.662) (0.689) 
ExchRateFlex  0.237* 0.417* 0.180  0.216 0.313 0.097  0.242* 0.370 0.129 
  (0.134) (0.251) (0.276)  (0.133) (0.258) (0.271)  (0.130) (0.244) (0.276) 
CBrate  -0.005 0.026** 0.031**  -0.008 0.022 0.030*  -0.003 0.032** 0.035* 
  (0.010) (0.012) (0.014)  (0.010) (0.016) (0.016)  (0.009) (0.016) (0.018) 
CBindep  0.122 2.483*** 2.361**  0.021 1.941** 1.920*  0.185 2.967*** 2.783** 
  (0.682) (0.914) (1.169)  (0.654) (0.873) (1.135)  (0.672) (0.976) (1.261) 
GovStab  -0.013 0.223* 0.235  -0.012 0.240* 0.252  -0.053 0.245* 0.298* 
  (0.072) (0.125) (0.151)  (0.071) (0.140) (0.169)  (0.073) (0.126) (0.157) 
Volatility  0.036*** 0.031 -0.005  0.037*** 0.032 -0.005  0.036*** 0.028 -0.008 
  (0.012) (0.022) (0.024)  (0.012) (0.022) (0.025)  (0.013) (0.020) (0.023) 
Developed  -0.372 0.164 0.536  -0.384 -0.008 0.376  -0.251 0.336 0.588 
  (0.278) (0.510) (0.519)  (0.268) (0.540) (0.543)  (0.271) (0.565) (0.642) 
LnDurCBoom  0.719*** 1.699*** 0.981**         
  (0.212) (0.365) (0.435)         
DurCBoom      0.061*** 0.138*** 0.078*     
      (0.020) (0.035) (0.041)     
D_Dur_yr1          -1.083* -18.117*** -17.034*** 
          (0.603) (0.867) (1.139) 
D_Dur_yr2          -0.119 -1.458** -1.339 
          (0.445) (0.640) (0.916) 
D_Dur_yr3          0.417 -1.785** -2.202** 
          (0.465) (0.758) (0.952) 
D_Dur_yr4          0.415 -1.935** -2.350** 
          (0.544) (0.961) (1.066) 
D_Dur_yr5          0.070 0.016 -0.054 
          (0.654) (0.853) (1.051) 
#Observations 996 996 996 
#Countries   55    55    55  
#Spells  68 29   68 29   68 29  
LogL -304.1 -311.0 -296.8 
SBIC 829.2 842.8 869.8 
Pseudo-R2 0.194 0.176 0.213 

IIA tests    
Suest-Hausman: omitted category 

OCB 
 

19.489 
[0.244] 

10.119 
[0.860] 

22.451 
[0.317] 

SL 
 

16.789 
[0.399] 

16.281 
[0.434] 

18.810 
[0.534] 

HL 
 

8.676 
[0.926] 

8.160 
[0.944] 

9.883 
[0.970] 

Small-Hsiao: omitted category 
OCB 

 
24.582 
[0.078] 

23.483 
[0.101] 

26.201 
[0.159] 

SL 
 

20.725 
[0.189] 

22.943 
[0.115] 

30.263 
[0.066] 

HL 
 

12.085 
[0.738] 

14.499 
[0.562] 

21.621 
[0.361] 

Notes: See Table 1. Robust standard errors (clustered by country) for the estimated coefficients are reported in parentheses. 
Significance level at which the null is rejected: ***, 1%; **, 5%; and *, 10%. Time-effects are accounted for with decade 
dummies. OCB = Ongoing Credit Boom; SL = Soft Landing; HL = Hard Landing. #Spells indicates the number of episodes of 
soft and hard landings, respectively. The variables are lagged one period to avoid simultaneity problems. The suest-based 
Hausman and Small-Hsiao tests for the independence of irrelevant alternatives (IIA) are reported here to assess whether the 
risks are independent or not; for each statistic of the test is also reported the respective p-value in square brackets; 16 degrees 
of freedom are considered in the first two estimations and 20 when the dummies for duration are used instead. 
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Table 3. Endogeneity and alternative definitions of credit booms 
  Endogeneity  Threshold: 1.75  Threshold: 2.0 
  SL/OCB HL/OCB HL/SL  SL/OCB HL/OCB HL/SL  SL/OCB HL/OCB HL/SL 
             

  (1) (2) (3)  (4) (5) (6)  (7) (8) (9) 
CapInflows  -0.730 0.173 0.903  -0.069 0.098 0.167  -0.054 0.103 0.156 
  (0.827) (0.138) (0.842)  (0.134) (0.127) (0.145)  (0.132) (0.132) (0.148) 
CredDeposit  -0.023* -0.016 0.008  -0.019* -0.020** -0.001  -0.022* -0.019** 0.002 
  (0.012) (0.011) (0.011)  (0.011) (0.009) (0.013)  (0.013) (0.009) (0.015) 
RealGDPgr  -0.159*** -0.355*** -0.196***  -0.159*** -0.334*** -0.176**  -0.143*** -0.328*** -0.185** 
  (0.054) (0.072) (0.073)  (0.055) (0.070) (0.072)  (0.050) (0.069) (0.074) 
Openness  0.518 0.572 0.054  0.111 1.191 1.080  -0.036 1.128 1.164 
  (0.408) (0.786) (0.816)  (0.463) (0.888) (0.920)  (0.499) (0.934) (0.984) 
ExchRateFlex  0.228* 0.386 0.158  0.229* 0.572** 0.343  0.212 0.571** 0.359 
  (0.134) (0.247) (0.260)  (0.133) (0.275) (0.282)  (0.147) (0.274) (0.296) 
CBrate  -0.004 0.028** 0.031**  -0.003 0.023* 0.026**  -0.003 0.022* 0.025* 
  (0.009) (0.011) (0.013)  (0.009) (0.013) (0.012)  (0.010) (0.013) (0.013) 
CBindep  0.180 2.598*** 2.419**  0.284 2.565** 2.281*  0.426 2.591*** 2.166* 
  (0.680) (0.901) (1.130)  (0.754) (1.013) (1.204)  (0.763) (1.002) (1.237) 
GovStab  0.006 0.210* 0.204  -0.064 0.342** 0.406***  -0.077 0.342** 0.419*** 
  (0.076) (0.122) (0.149)  (0.076) (0.134) (0.151)  (0.081) (0.134) (0.152) 
Volatility  0.033*** 0.032 -0.000  0.039*** 0.015 -0.024  0.036*** 0.015 -0.021 
  (0.012) (0.021) (0.024)  (0.012) (0.025) (0.027)  (0.012) (0.025) (0.028) 
Developed  -0.324 0.085 0.408  -0.342 0.132 0.474  -0.348 0.163 0.510 
  (0.310) (0.508) (0.508)  -0.069 0.098 0.167  -0.054 0.103 0.156 
LnDurCBoom  0.681*** 1.756*** 1.075**  0.669*** 2.194*** 1.525***  0.607*** 2.157*** 1.550*** 
  (0.210) (0.375) (0.444)  (0.216) (0.421) (0.503)  (0.213) (0.422) (0.504) 
#Observations 982 939 905 
#Countries       55 54 54 
#Spells      68       29   64   25   62     25  
LogL     -303.6 -275.1 -267.7 
SBIC       827.6 769.2 753.3 
Pseudo-R2       0.192 0.208 0.209 
Cragg-Donald   257.6   
Kleibergen-Paap 22.7   
Stock-Yogo (5%) 17.80   
Durbin-Wu-Hausman 
 

                    7.73 
                 [0.259]   

Notes: See Tables 1 and 2. Results from instrumental variable (IV) estimations where CapInflows, CredDeposit and 
RealGDPgr are instrumented with their lags one to four. The predicted values from the first-stage estimation for those 
variables are then used in the second-stage multinomial logit estimations. The F-statistics for the Cragg-Donald and 
Kleibergen-Paap weak identification tests are reported at the bottom of the table, with the respective Stock-Yogo weak 
identification critical values for a 5% maximal IV relative bias. The values for the Durbin-Wu-Hausman endogeneity test 
statistic are reported in the last row with the respective p-values in square-brackets. 
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List of Figures 

Figure 1. Credit booms, soft and hard landings: frequency and survival 
Histograms Survival functions 

  

  

  
 

Figure 2. Estimated Hazard functions by kind of event 
a) b) 
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APPENDIX 
 

Table A1. Credit booms dates, duration and kind 
Country Begin End Duration Outcome Country Begin End Duration Outcome 
Argentina 1984q1 1985q4 8 Soft Ecuador 1981q3 1982q1 3 Hard 
Argentina 1989q2 1991q2 9 Hard Ecuador 1984q1 1985q4 8 Soft 
Argentina 1997q1 1999q1 9 Hard Ecuador 1993q3 1995q4 10 Soft 
Armenia 1994q3 1995q3 5 Soft Ecuador 1997q3 1998q4 6 Hard 
Armenia 1999q2 2000q4 7 Soft Ecuador 2001q1 2002q2 6 Soft 
Armenia 2004q3 2009q1 19 Soft El Salvador 1984q4 1985q4 5 Soft 
Armenia 2012q1 2013q1 5 Soft El Salvador 1988q4 1990q1 6 Hard 
Armenia 2014q4 2015q1 2 Soft El Salvador 1993q4 1996q1 10 Soft 
Australia 1985q1 1986q3 7 Soft Estonia 1992q2 1992q4 3 Hard 
Australia 1989q1 1991q2 10 Soft Estonia 1996q2 1998q2 9 Soft 
Australia 2007q4 2009q2 7 Soft Estonia 2005q3 2009q1 15 Soft 
Austria 1997q1 1998q3 7 Soft Finland 1989q1 1993q1 17 Hard 
Austria 2005q2 2006q3 6 Hard Finland 2007q4 2008q4 5 Soft 
Belgium 1992q4 1994q3 8 Soft Finland 2012q4 2013q4 5 Soft 
Bolivia 1977q1 1977q4 4 Soft France 1978q1 1979q4 8 Soft 
Bolivia 1982q1 1982q3 3 Soft France 2007q3 2008q4 6 Hard 
Bolivia 1984q4 1987q1 10 Hard Germany 1975q1 1975q2 2 Soft 
Bolivia 1990q2 1995q1 20 Hard Germany 2000q1 2001q4 8 Soft 
Bolivia 1996q4 1998q4 9 Soft Germany 2008q4 2009q3 4 Soft 
Bolivia 2012q1 2012q1 1 Soft Greece 1978q4 1979q4 5 Soft 
Bolivia 2013q1 2013q2 2 Soft Greece 2007q3 2008q4 7 Hard 
Brazil 1989q3 1990q3 5 Hard Greece 2010q2 2011q1 4 Soft 
Brazil 1992q2 1995q1 12 Hard Greece 2012q1 2013q1 5 Hard 
Brazil 2006q3 2008q4 10 Soft Hungary 1987q1 1991q1 17 Hard 
Brazil 2012q1 2013q1 5 Soft Hungary 2000q1 2001q1 5 Soft 
Bulgaria 1996q4 1997q3 4 Soft Hungary 2003q2 2004q3 6 Soft 
Bulgaria 2001q4 2009q3 32 Soft Hungary 2007q4 2009q1 6 Hard 
Bulgaria 2012q2 2012q3 2 Soft Iceland 1982q1 1983q4 8 Soft 
Canada 1981q2 1982q3 6 Soft Iceland 1989q4 1990q1 2 Soft 
Canada 2001q4 2003q2 7 Soft Iceland 1997q4 2001q2 15 Soft 
Canada 2006q3 2006q4 2 Soft Iceland 2004q1 2008q3 19 Hard 
Chile 1976q3 1978q3 9 Soft India 2000q2 2001q1 4 Soft 
Chile 1979q3 1983q2 16 Hard India 2002q2 2002q3 2 Soft 
Chile 1984q3 1985q1 3 Soft India 2006q3 2008q4 10 Soft 
Chile 2007q3 2009q1 7 Soft Indonesia 1986q4 1991q2 19 Soft 
Colombia 1984q3 1985q4 6 Soft Indonesia 1997q3 1998q4 6 Hard 
Colombia 1997q3 1999q2 8 Hard Indonesia 2012q4 2013q4 5 Soft 
Colombia 2006q3 2009q1 11 Soft Ireland 2006q4 2009q3 12 Hard 
Costa Rica 1992q4 1994q3 8 Hard Israel 1977q4 1978q4 5 Soft 
Costa Rica 1996q2 1994q4 3 Soft Israel 1984q1 1986q2 10 Soft 
Costa Rica 1998q1 2001q1 13 Soft Italy 1991q4 1993q4 9 Soft 
Costa Rica 2007q1 2009q3 8 Soft Italy 1999q1 2001q4 12 Soft 
Croatia 1993q4 1994q2 3 Soft Italy 2010q2 2011q3 4 Soft 
Croatia 1997q4 1998q4 5 Hard Japan 1998q2 2001q3 14 Soft 
Croatia 2001q1 2003q3 11 Soft Kenya 1977q3 1979q1 7 Soft 
Croatia 2012q1 2012q2 2 Soft Kenya 1992q2 1993q1 4 Soft 
Croatia 2014q4 2015q1 2 Soft Kenya 1995q2 1996q2 5 Soft 
Cyprus 1988q4 1989q3 4 Soft Kenya 1997q3 1997q4 2 Soft 
Cyprus 2000q1 2001q4 8 Soft Kenya 1999q2 2000q1 4 Soft 
Cyprus 2007q1 2009q3 11 Soft Kenya 2008q2 2009q1 4 Soft 
Czech Rep. 1996q2 1998q3 10 Soft Kenya 2011q2 201141 3 Soft 
Czech Rep. 2005q2 2008q3 14 Soft Korea Rep. 2002q2 2004q1 9 Soft 
Denmark 1986q3 1986q4 2 Soft Korea Rep. 2008q1 2009q2 6 Soft 
Denmark 1987q4 1990q4 13 Soft Latvia 1997q2 1999q1 8 Soft 
Denmark 2000q3 2000q4 2 Soft Latvia 2000q3 2008q2 32 Hard 
Dominican Rep. 1989q1 1989q4 4 Soft Latvia 2009q3 2008q3 1 Soft 
Dominican Rep. 2003q1 2004q2 6 Hard     (Cont.) 
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Table A1. Credit booms dates, duration and kind (Cont.) 
Country Begin End Duration Outcome Country Begin End Duration Outcome 
Lithuania 1993q3 1993q4 2 Hard Romania 1998q3 1999q1 3 Soft 
Lithuania 1998q2 1999q3 6 Soft Romania 2001q4 2009q2 31 Soft 
Lithuania 2002q3 2008q4 26 Soft Russian Fed. 1994q3 1995q3 5 Soft 
Luxembourg 1982q1 1982q3 3 Soft Russian Fed. 1998q3 2002q2 16 Soft 
Luxembourg 1988q1 1988q3 3 Soft Russian Fed. 2006q1 2009q2 14 Hard 
Luxembourg 2005q2 2006q4 7 Hard Russian Fed. 2013q1 2014q1 5 Hard 
Luxembourg 2007q4 2008q4 5 Hard Slovak Republic 1993q1 1993q4 4 Soft 
Malaysia 1979q4 1982q1 10 Soft Slovak Republic 1996q2 1998q2 9 Hard 
Malaysia 1983q1 1984q2 6 Soft Slovenia 2004q1 2009q2 22 Hard 
Malaysia 1989q2 1989q4 3 Soft South Africa 2001q2 2002q1 4 Soft 
Malaysia 1992q1 1993q1 5 Soft South Africa 2006q1 2009q1 13 Soft 
Malaysia 1996q4 1998q3 8 Hard Spain 2006q4 2009q2 11 Hard 
Malaysia 2013q1 2013q2 2 Soft Sri Lanka 1977q1 1979q4 12 Soft 
Malaysia 2015q1 2015q2 2 Soft Sri Lanka 1990q2 1991q2 5 Soft 
Malta 1975q1 1975q3 3 Soft Sri Lanka 1995q1 1996q4 8 Soft 
Malta 1980q3 1981q2 4 Soft Sri Lanka 2012q1 2012q2 2 Soft 
Malta 1982q3 1983q2 4 Soft Sri Lanka 2014q4 2015q4 5 Soft 
Malta 2000q2 2002q1 8 Soft Sweden 2001q1 2003q3 11 Soft 
Malta 2008q2 2009q2 5 Soft Switzerland 1982q3 1984q1 7 Soft 
Malta 2012q1 2012q1 1 Soft Switzerland 1989q2 1991q3 10 Soft 
Mexico 1976q3 1977q3 5 Soft Switzerland 1999q3 2001q1 7 Soft 
Mexico 1987q3 1988q2 4 Soft Switzerland 2006q3 2008q3 9 Hard 
Mexico 1989q1 1995q3 27 Hard Switzerland 2013q1 2013q1 1 Soft 
Morocco 1991q1 1992q3 7 Soft Taiwan 1988q1 1990q2 10 Soft 
Morocco 1997q4 1999q4 9 Soft Taiwan 2005q2 2005q4 3 Soft 
Morocco 2007q4 2009q2 7 Soft Taiwan 2007q3 2008q4 6 Soft 
Morocco 2015q1 2015q4 4 Soft Thailand 1976q4 1979q1 10 Soft 
Netherlands 1996q1 1998q1 9 Soft Thailand 1995q4 1999q2 15 Hard 
New Zealand 1986q4 1990q2 15 Soft Thailand 2010q2 2010q3 2 Soft 
Norway 1984q4 1991q2 27 Hard Thailand 2011q4 2012q1 2 Soft 
Norway 1997q3 1998q4 6 Soft Turkey 1980q4 1982q2 7 Hard 
Norway 2006q2 2006q4 3 Soft Turkey 1995q3 1998q3 13 Hard 
Panama 1986q4 1988q1 6 Hard Turkey 2003q1 2003q3 3 Soft 
Panama 1991q1 1994q1 13 Soft Turkey 2004q2 2007q1 12 Soft 
Panama 1999q2 2002q2 13 Soft Turkey 2007q4 2008q4 5 Soft 
Panama 2007q4 2009q1 6 Soft Turkey 2010q1 2012q1 9 Soft 
Paraguay 1988q4 1989q3 4 Soft Turkey 2014q1 2015q1 5 Soft 
Paraguay 1991q3 1994q4 14 Hard Ukraine 1993q4 1994q4 5 Soft 
Paraguay 1997q4 1998q3 4 Soft Ukraine 1997q3 1998q4 6 Hard 
Paraguay 2001q2 2003q1 8 Soft Ukraine 1999q3 2004q3 20 Soft 
Paraguay 2007q3 2009q2 8 Soft Ukraine 2005q3 2009q3 17 Hard 
Paraguay 2010q2 2010q4 3 Soft Ukraine 2014q1 2015q1 5 Hard 
Paraguay 2012q1 2012q2 2 Soft United Kingdom 1989q2 1991q3 10 Soft 
Paraguay 2015q2 2015q4 3 Soft United Kingdom 2007q4 2009q1 6 Hard 
Peru 1982q3 1983q2 4 Hard United States 1978q3 1980q1 7 Soft 
Peru 1989q1 1992q1 13 Soft United States 1988q4 1990q4 9 Soft 
Peru 1995q3 1999q1 15 Soft United States 2007q2 2009q1 8 Hard 
Peru 2015q1 2015q1 1 Soft Uruguay 1976q1 1976q3 3 Soft 
Philippines 1983q2 1984q3 6 Soft Uruguay 1978q2 1981q2 13 Hard 
Philippines 1993q2 1998q3 22 Hard Uruguay 1982q4 1983q1 2 Soft 
Poland 1985q1 1985q4 4 Soft Uruguay 1998q1 1999q3 7 Soft 
Poland 1989q4 1992q1 10 Hard Uruguay 2002q1 2003q3 7 Hard 
Poland 2006q3 2009q2 12 Soft Venezuela 1976q1 1977q2 6 Soft 
Portugal 1997q1 2003q1 25 Soft Venezuela 1996q3 1998q4 10 Soft 
Portugal 2007q4 2009q1 6 Hard Venezuela 2004q2 2009q1 20 Hard 
          

     Average duration   8.0  
Notes: Credit booms identified using Gourinchas et al. (2001) and Barajas et al. (2009) criterion. For the identification of the 
outcome or kind of landing (soft or hard) we rely on Barajas et al. (2009) criterion. 
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Table A2: Descriptive statistics for the spells and duration of credit booms 
  #Spells Mean St.Dev. Min. Max. 
 All credit booms 220 8.0 5.82 1 32 
 Soft landing credit booms 165 7.2 5.22 1 32 
 Hard landing credit booms 55 10.6 6.74 2 32 
Notes: This table reports the number of episodes/spells (#Spells), the mean duration (Mean), the standard deviation (St.Dev.), the minimum 
(Min.) and the maximum (Max.) duration for credit booms. The data are quarterly and comprises 67 countries over the period 1975q1-
2016q4. Credit booms are identified using the works of Gourinchas et al. (2001) and Barajas et al. (2009). A credit boom takes place when 
the deviation of the ratio of credit to GDP from its trend exceeds 1.5 times of its standard deviation or the (year-on-year) growth in the 
credit-GDP ratio exceeds 20 percent. Based on the identification strategy of Barajas et al. (2009), hard landings are defined as credit booms 
that are followed by a systemic banking crisis either immediately or within eight quarters of their final period. The others are considered 
soft landings. The episodes of systemic banking crises were obtained from Laeven and Valencia (2008, 2010, 2012) and updated for the 
more recent years following their procedure. 
Developed countries: Australia, Austria, Belgium, Bulgaria, Canada, Croatia, Cyprus, Czech Rep., Denmark, Estonia, Finland, France, 
Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Latvia, Lithuania, Luxembourg, Malta, Netherlands, New Zealand, Norway, 
Poland, Portugal, Romania, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, United Kingdom, United States. 
Developing/Emerging countries: Argentina, Armenia, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Rep., Ecuador, El 
Salvador, India, Indonesia, Israel, Kenya, Korea Republic, Malaysia, Mexico, Morocco, Panama, Paraguay, Peru, Philippines, Russian 
Fed., South Africa, Sri Lanka, Taiwan, Thailand, Turkey, Ukraine, Uruguay, Venezuela. 
 

 
Table A3. Description of variables and respective sources 

Variable Description Source 
CreditBoom Quarters in which the deviation of ratio of private credit to GDP from 

its estimated trend is greater than 1.5 times its standard deviation or its 
year-on-year growth rate exceeds 20 percent. 

Own calculations. Criterion based on 
Gourinchas et al. (2001) and Barajas 
et al. (2009). 

CapInflows Total gross capital inflows as percentage of GDP (CapInflows). IMF Balance of Payments Statistics 
and World Development Indicators. 

CredDeposit Ratio of private credit to bank deposits (Credit/Deposits). Deposits are 
measured as the sum of demand and time deposits. 

IMF-International Financial Statistics 
(IFS), lines 24 and 25. 

RealGDPgr Year-over-year GDP growth rate. Datastream and national sources 
Openness Exports plus imports over GDP. IMF – IFS 
ExchRateFlex Exchange rate flexibility. Set by the coarse classification of the 

exchange rate regime. The coarse index varies between 1 and 6: higher 
values indicate a more flexible exchange rate arrangement. 

Reinhart and Rogoff (2004), and 
Ilzetzky, Reinhart and Rogoff (2009). 

CBrate Central Bank base rate. IMF – IFS 
CBindep Cukierman-Webb-Neyapti index. Garriga (2016) 
GovStab Government stability index which measures the government’s ability to 

carry out its programme and to stay in office. 
International Country Risk Guide 

Volatility VXO volatility index of Chicago Board Options Exchange S&P 100. Federal Reserve Bank of St. Louis. 
Developed Dummy equal to 1 for developed countries; 0, otherwise. United Nations 
 
 

Table A4. Descriptive statistics for the variables 
Variable Obs. Mean Std. Dev. Min. Max. 
CapInflows 1360 0.24 1.28 1.86 19.05 
CredDeposit 1740 6.53 8.83 0.06 105.88 
RealGDPgr 1715 3.93 3.88 -20.76 18.29 
Openness 1290 0.79 0.45 0.13 3.58 
ExchRateFlex 1773 2.54 1.32 1.00 6.00 
CBrate 1516 11.28 13.51 0.00 149.00 
CBindep 1697 0.55 0.25 0.10 0.90 
GovStab 1546 7.82 1.96 1.00 11.67 
Volatility 1533 22.03 9.04 9.19 54.16 
Developed 1781 0.46 0.50 0 1 
Notes: This table reports the number of observations for each variable, their mean (Mean), standard deviation (Std.Dev.), minimum (Min.) 
and maximum (Max.) for the periods of credit booms (the ones considered in the estimations). 
 


