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Abstract. Production scheduling in the presence of real-time events is of great 
importance for the successful implementation of real-world scheduling systems. 
Most manufacturing systems operate in dynamic environments vulnerable to var-
ious stochastic real-time events which continuously forces reconsideration and 
revision of pre-established schedules. In an uncertain environment, efficient ways 
to adapt current solutions to unexpected events, are preferable to solutions that 
soon become obsolete. This reality motivated us to develop a tool that attempts 
to start filling the gap between scheduling theory and practice. The developed 
prototype is connected to the MRP software and uses meta heuristics to generate 
a predictive schedule. Then, whenever disruptions happen, like arrival of new 
tasks or cancelation of others, the tool starts rescheduling through a dynamic-
event module that combines dispatching rules that best fit the performance 
measures pre-classified by Kano’s model. The proposed tool was tested in an in-
depth computational study with dynamic task releases and stochastic execution 
time. The results demonstrate the effectiveness of the model. 

Keywords: Dynamic scheduling, Meta heuristics, Hyper heuristics, Dispatch-
ing rules, Decision support tool, Kano’s Model. 

1 Introduction 

Scheduling in real-world manufacturing facilities can be extremely difficult. Most man-
ufacturing systems operate in dynamic environments vulnerable to various stochastic 
real-time events like, machine breakdowns, rush orders, unavailable material, and many 
others which easily turn preschedules obsolete [1, 2, 3]. Those manufacturing systems 
generate and update production schedules, which are plans that serve as basis for many 
external activities (e.g., material procurement, preventive maintenance). In an uncertain 
environment, industries can benefit from better understanding how (re)scheduling strat-
egies affect system’s performance, because in this environment the focus of the fore-
man tends to be on finding efficient and effective ways to adapt current solutions to 
unexpected events, rather than finding a high-quality schedule that rapidly becomes 
outdated. In practice, rescheduling is done in a hybrid way, either periodically, i.e., 
plans for the next period based on current status of the system, or occasionally in re-
sponse to nonplanned events [1,4,5]. 
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When it comes to scheduling systems in dynamic environments, two key elements 
stand out, the schedule generation, which acts as a predictive mechanism and serves as 
an overall plan for other shop activities, and schedule monitorization/updating, which 
is viewed as the reactive part of the system that attempts to minimize the effect of the 
disturbances in the performance of the system [4, 5, 6].  

In view of the above, this paper proposes a decision support tool to dynamic envi-
ronments that attempts to fill the gap between scheduling theory and practice stated by 
the author in [7]. Continuing the model proposed in [8] this paper presents a prototype 
that does not require any interaction with the user besides the definition of the criteria 
of performance. The definition of the criteria of performance are classified through the 
degree of satisfaction of the Kano's Model, which classifies the performance measures 
and balance the interests of the stakeholders. The tool is also connected to the MRP of 
the company, and when the MRP launches the jobs into the system a meta heuristic is 
used to generate the schedule. When disruptions happen, the tool begins to reschedule 
the tasks according to priority rules that best fit the intended performance. To validate 
the tool, an instance composed of a vast set of tasks with normally distributed stochastic 
characteristics were executed. 

The remaining sections of this paper are organized as follows: section 2 revises pro-
duction scheduling problems in dynamic environments. Section 3 briefly introduces 
concepts related to optimization in dynamic environments. The prototype is presented 
in section 4. In section 5 is presented the computational results. And finally, section 6 
presents some conclusions and provides some ideas for future work. 

2 Production Scheduling Problems 

Production Scheduling (PS) implies the definition of an initial and final moment of the 
processing of each task and its allocation to the resources, fulfilling certain restrictions 
that may involve the tasks and/or resources. The purpose of scheduling is to optimize a 
certain measurement of economic and operational performance. So, a typical produc-
tion scheduling problem can be seen as, n parts must be processed by using m machines, 
and each part must be processed in a given order on the respective machine to find the 
schedule that optimizes certain performance metric [3,8,9,10]. 

In [11] it is mentioned the PS problems can be classified in three levels: 1-Require-
ments generation, 2-Processing complexity and 3-Scheduling criteria. The first level 
refers to open shop versus a closed shop, i.e., in an open shop the production orders are 
requested by costumers and there is no inventory, while in a closed shop the inventory 
is used to serve the costumers requests, which introduces an inventory replenishment 
decision. So, in its simplest form, the open shop production scheduling is a sequencing 
problem. As for the closed shop, PS involve sequencing and also lot-sizing decisions 
associated to the inventory replenishment process. The second level refers to the num-
ber of processing steps that are needed for each production task, One-stage (one pro-
cessor or Parallel processors) and Multistage (flow shop or job shop). The third level 
refers to the performance measures that the schedule should optimize. Sometimes these 
three levels are not sufficient to classify the PS problem, whereby the authors in [11] 
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refer two additional levels: 4-Nature of the requirement specification and 5-Scheduling 
environment. The fourth level refers to the nature of the parameters, when all the 
parameters are known and fixed, the problem is classified as deterministic, otherwise it 
is stochastic, i.e., when all the parameters are uncertain with specified probability 
distribution. In the fifth level, when all the tasks are known at the beginning of the 
schedule the problem is said to be static, while when new tasks can arrive unexpectedly, 
the environment of the problem is dynamic [3,11,12]. 

2.1 Dynamic Scheduling 

There has been a recent increasing interest in modelling and solving scheduling prob-
lems in dynamic environments. In industrial environments, scheduling is an ongoing 
reactive process where real time events forces reconsideration and revision of pre-es-
tablished schedules. As mentioned before, in this scheduling environment the tasks are 
not known at the beginning of the problem which makes the system vulnerable to ran-
dom, inevitable and unpredictable real-time events that cause a change in the scheduled 
plans, which makes a previously feasible schedule turn infeasible when it is released to 
the shop floor. Such unexpected events can occur for a variety of reasons, like related 
to the resources (e.g., breakdowns, rework, operator illness), or the jobs (e.g., order 
cancelation, changes in delivery times, late arrivals) [3,6, 13,14].  

The main goal in solving this problem is no longer to find optimum schedules, be-
cause they quickly will become obsolete, but instead be able to efficiently adapt current 
solutions to the dynamic environment, since near optimal solutions that are easily 
adaptable, will be preferable to optimum ones. So, when non-planned perturbations oc-
cur, it is necessary to find a new schedule with the quality close to the schedule that 
could have been executed if all of the uncertainty had been revealed a priori [8,15]. 

Dynamic scheduling has been defined under three categories [4,6,14,16], which are 
summarized in table 1. 

Table 1. Categories of dynamic scheduling 

Completely reactive scheduling Predictive-reactive scheduling 
In completely reactive scheduling, no 
firm schedule is generated in advance 
and decisions are made locally in real-
time usually by priority dispatching 
rules. 

Predictive-reactive scheduling is an iter-
ative process and has two primary steps. 
The first step generates a production 
scheduling. The second step updates the 
schedule in response to a real-time event. 

Robust pro-active scheduling 
Robust pro-active scheduling is based on predictive schedules that satisfy perfor-
mance requirements predictably in a dynamic environment. 

When it comes to reschedule due to real-time events, two major issues emerge: how 
and when to react to those events. The first issue lies on the strategy to use to resched-
ule, which usually leads to schedule repair or complete schedule [4, 5]. Schedule repair 
refers to adjusting the current schedule, saving CPU times and without compromising 
the stability of the system. Regarding complete schedule, it literally refers to schedule 
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from scratch. Although this last may be better to maintain the optimal solution, in 
practice there is usually no time to reschedule [4,6,14,16]. Regarding the second issue, 
when to reschedule, it basically aims to answer when an event has sufficient impact that 
a new schedule is necessary. Three policies can be find in the literature [4,5,14,16]: 
Continuous rescheduling or event driven, which reschedules each time an event occur, 
such as an arrival of new tasks, Periodic rescheduling, where schedules are generated 
at regular intervals T and any disruptions between periods of rescheduling are ignored 
until the next period where it gathers all available information from the shop floor. And 
last the hybrid, which reschedules the system periodically and also when some partic-
ular events happen, like machine breakdowns, arrival of urgent jobs, cancelation of 
jobs, among others [2,5,16,17]. 

3 Optimization Techniques 

3.1 Dispatching Rules 

Heuristics are problem specific schedule repair methods, which have the ability to find 
near-optimum solutions quickly and with little computational effort. Dispatching rules 
are also heuristics with major importance in completely reactive scheduling and they 
are used to sort the jobs in the machines queue by some criteria. So, similar to pull 
mechanisms, like Kanban cards, dispatching rules are used to control production.  

In [18] an extensive list of dispatching rules is presented and the difficulty of the 
choice of a dispatching rule arises from the fact that there are n! ways of sequencing n 
jobs. In the literature, the performance of dispatching rules is usually evaluated exper-
imentally, although in some cases a dispatching rule can be shown to be optimal like 
the Shortest Processing Time (SPT) that minimizes the Mean Flow Time and the Ear-
liest Due Date (EDD) that minimizes the Maximum Tardiness, among others [2, 8, 
6,14,15,19]. A dynamic scheduling can be viewed as a collection of linked static prob-
lems, which implies that methods developed for static scheduling problems become 
applicable to dynamic ones. Such methods can effectively deal with complex problems 
and can optimize the quality of the schedules for each static sub-problem. [10]. The 
authors of [18, 19, 20] present a state-of-the-art survey of dispatching rules. 

3.2 Meta Heuristics 

Scheduling problems are becoming more complex and the exhaustive search for opti-
mal solutions has become impractical, given the computational effort required to find 
them. In the last decades a new family of approximate algorithms has arisen that 
dominated the research. These methods are called Meta Heuristics (MHs), a term that 
was first introduced by Glover [21] in the 1980s. According to [22] meta-heuristics are 
more advantageous than most heuristics in terms of solution robustness. However, they 
are more difficult to implement and tune, since they need information about the problem 
in order to achieve satisfactory results. The author of [23] further states that unlike exact 
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methods, meta heuristics allow dealing with instances of large-scale problems and find 
satisfactory solutions within a reasonable amount of time. 

4 Prototype 

The tool was designed with the purpose of not requiring any interaction with the user 
besides the definition of the performance criteria. The definition of the performance 
criteria is classified through the degree of satisfaction of the Kano's Model. As an ex-
ample of how the performance measures can be classified in the tool, see Figure. 1. For 
the defined objectives in Figure. 1, it is assumed that the user does not want the Maxi-
mum Tardiness to surpass a value and, at the same time, wants the Mean Flow Time to 
be the smallest possible. As Figure. 1 shows, the Maximum Tardiness represents a 
Must-be attribute in the Kano's model, so if it is not achieved, it results in an extreme 
dissatisfaction. As for the Mean Flow Time, it represents a One-dimensional, since it 
corresponds to a degree of satisfaction proportional to the degree of performance of the 
attribute, i.e., the smaller the better [24,25].  

 
Figure. 1. Example of Performance measures classified through Kano's Model 

After the definition of the performance criteria, the software itself schedules and re-
schedules the tasks in the system, over time, even when a real-time event, like the can-
celation of a task, changes on due dates and so on, occurs. To generate acceptable so-
lutions in such circumstances the tool is connected to the MRP of the company to gen-
erate a predictive schedule using the available information and then, whenever disrup-
tions occur in the system during the execution of the pre-established schedule, resched-
uling is performed. Since the prototype is connected to the MRP and most of the time 
the MRP runs periodically, we are aware that disturbances between two immediate pe-
riods of time may happen, which lead us to a hybrid strategy, i.e., rescheduling the 
system periodically and also when some particular events happen. 

When MRP runs, a large number of tasks usually enter the system, so the search for 
the satisfactory solution is time consuming, and it will hardly remain viable in industrial 
environment. Thus, the proposed tool generates the predictive schedule by meta heu-
ristics, which can deal with large-scale problems and find satisfactory solutions within 
a reasonable amount of time. It is worth emphasizing that the ideal would be that all the 
tasks launched in period T of the MRP would end before the period T + 1. However, 
such a scenario is not likely to occur in real-world environments, so, when the system 
reaches T + 1, the MH will schedule the new tasks that the MRP will launch, as well as 
the tasks that have not yet been processed. The parameterization of the MHs is done by 

Very satisfied 

 Must-be  
(Maximum tardiness) 

One-dimensional  
(Average flow time) 
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Customer satisfaction 

Degree of 
achievement 

Fully None 
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the design of experiments (DOE) of Taguchi, where the values that are going to 
compete either are calculated by metrics or are generated randomly within intervals that 
have been shown to be effective in solving problems of this type in the scheduling 
community. See for example [23, 26, 27, 28] where some metrics and ranges are 
presented for Simulated annealing (SA). Whenever disruptions happen, the prototype 
reschedules the tasks with dispatching rules. A brief outline of what has been described 
here is shown in Figure. 3 

 
Figure. 2. Scheme of the prototype logic 

In Figure 2 is shown the logic of the prototype. When the MRP runs, the user has to 
define the performance measures and the MH that is going to generate the predictive 
schedule, otherwise the tool will maintain the previous choices. After the parameteri-
zation a predictive schedule is generated and then is released to the shop floor by a 
panel where several performance indicators are shown. When disruptions happen, the 
“Dynamic Events Module” reschedules the tasks. Despite of the prototype presented 
being a totally autonomous tool, there will be situations where the foreman may want 
to validate alternative schedules. In this initial phase of the project, such functionality 
is not operational, but it is in the authors' interest to implement it in the near future. 

The main difference of the prototype presented here in relation to other methodolo-
gies in the literature, is that it is independent of the machine environment. Much of the 
literature that analyzes dynamic scheduling presents problem specific methodologies 
and not a generic model adaptable to several scenarios. For example, in [29] the authors 
present an efficient hybrid Genetic Algorithm (GA) methodologies where a new KK 
heuristic + swap and well-known dispatching rules + swap, for minimizing makespan 
in dynamic job shop problems. In [30] the authors proposed a multi-objective method-
ology for the FJSP scheduling problem in machine breakdown situations. Another ex-
ample can be in [31] where the authors proposed a Variable Neighborhood Search 
(VNS) algorithm to solve a dynamic Flexible Flow Shop (FFS) problem considering 
unexpected arrival of new jobs. Although the methodologies presented by the 
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aforementioned authors are efficient for the problems in question, they are hardly im-
mediately applicable to other machine environments.  

5 Computational study 

To demonstrate how the prototype operates, 250 jobs with stochastic attributes, shown 
in table 2, were created. For this study it was defined that the period between executions 
of the MRP is 250 time units, the "one-dimensional" criteria is the Mean Flow Time 
and the "must be" criteria is the Maximum Tardiness, where the maximum value is 
zero. SA was chosen as the meta heuristic and the obtained results will be compare to 
the ones achieved if only the rule that best fits the “must be criteria” was used. 

Table 2. Distributions used 

T 0 250 500 [0-750] 
Nº of Jobs 50 50 50 100 

rj 0 250 500 N(400,150) 
dj N(300,25) N(550,25) N(800,25) N(300,25) 
pj N(5,1) 
wj N(10,3) 

 
Figure. 3. User options 

Depending on the performance criteria selected, the fitness calculation will vary. For 
the defined test, the fitness calculation is done according to expression 1. 

 F(x)=α. Max{L}+∑"#
$

, where α= {𝑀, 𝑖𝑓	𝑀𝑎𝑥	{𝐿} > 𝑆𝑒𝑡	𝑣𝑎𝑙𝑢𝑒	
1, 𝑜𝑡ℎ𝑒𝑤𝑖𝑠𝑒  (1) 

In the expression 1, M stands for a major number that forces the meta heuristic to 
minimize the mean flow time whenever triggered. That M must be at least the maxi-
mum tardiness of a schedule through the LPT rule. So, whenever the maximum tardi-
ness exceeds the set value, the fitness forces the meta heuristic to find a solution where 
the Mean Flow Time is minimum from the set of solutions that cannot meet the defined 
value. Otherwise, it tries to find one that minimizes both. Regarding the “Dynamic 
Events Module”, it will use dispatching rules like SPT and EDD, since these minimize 
the Mean Flow Time and the Maximum Tardiness, [8]. 
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5.1 Results 

The results, Figure 5, were compared with the results from the system based only on 
EDD in Figure 4. Figure 4 compares the Mean Flow Time and the Work in Progress 
(WIP) between the model and the system based only on EDD. As we can see, the Mean 
Flow Time in the system based on EDD tends to get a bit higher than the tool. As for 
the work in progress, the system based only on EDD tends to create a bigger WIP. 
Figure 5 shows the effectiveness of the tool, where the Maximum Tardiness was always 
less than zero and the Mean Flow Time was minimized whenever possible, reaching 
958,89 in the final phase. The SPT rule was used 57 times, gray on the performance 
chart, the EDD rule was used 36 times, represented in red and the blue stands for the 
MH. There are 68 tasks in progress and 182 have been processed. 

 
Figure. 4. Obtained results 

Figure. 5. Prototype results 
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6 Conclusions 

This paper intends to demonstrate an approach to the dynamic scheduling production 
without user intervention. The software itself is connected to the MRP of the company 
and according to the defined objectives through the Kano’s model, whenever 
disruptions occur it schedules and reschedules through meta heuristics and “Dynamic 
Events Module”, in order to comply with the objectives. The results show the 
effectiveness of the tool, where the set value of the “must be criteria” was never 
exceeded, and the “one dimensional” criteria was optimized whenever possible. 
Regarding future work, it is intended to prove through statistical evidence the operation 
of the tool, as well as to prepare the tool for more dynamic events such as machine 
breakdowns, repair times, among others, in order to lessen  the gap between scheduling 
theory and practice. As mentioned previously, it is still in the authors' interest to enable 
manual intervention by the foreman in relation to the scheduling defined by the tool. 
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