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Abstract

Average lateral distribution function of muons in 1017 eV extensive air showers

One current debate in the field of high energy cosmic rays is the so called "muon puzzle".
Recent studies showed that there is a muon excess of data over simulations. This, allied with the
fact that the nature of the primary cosmic ray is sensitive to the muon number, requires a better
understanding of the muon component of extensive air showers. In order to have a more precise
measurement of this muon component, two RPCs were added below a tank located in the Pierre
Auger Observatory, in the Infill array.

Theobjective of this thesis is to obtain an averagemuonLDF in 1017 eVextensive air showers
using those RPCs below the tank. To understand its feasibility and limiting factors, an Heitler-
basedMonte-Carlo tool was built using amuon LDF parametrization of CORSIKA simulations.

To use data measured by the RPCs, their state had to be validated. For this, the background
frequencies in eachpadof theRPCwere studied.Themeasuredhits are a functionof the efficiency
of the RPCs. Monitoring data of the RPCs were analyzed to obtain their efficiency over time. To
help differentiate between muon hits and EM hits, CORSIKA simulations were analyzed.

Since this is a non-standard experimental setup, the state of the data acquisition system had
to be validated.
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Resumo

Função de distribuição lateral média de muões para chuveiros atmosféricos extensos de
1017 eV

Umdebate atual na física dos raios cósmicos é o chamado puzzle demuões. Estudos recentes
mostram que existe um excesso demuões nos dados, quando comparado com o valor respetivo de
simulações. Isto, aliado ao facto de que a natureza do raio cósmico primário é sensível ao número
de muões, requer um melhor conhecimento da componente muónica de chuveiros atmosféricos
extensos. Com o objectivo de obter uma medida desta componente muónica, foram instaladas
duas RPCs de baixo de um tanque no Observatório de Pierre Auger, no Infill.

O objetivo desta tese é obter umaLDFmuónicamédia para chuveiros atmosféricos extensos
iniciados por uma partícula primária com energia à volta de 1017 eV, usando para isso as RPCs de
baixo do tanque. De forma a perceber a viabilidade e os fatores limitantes na reconstrução da LDF
muónica, foi construída uma ferramente Monte-Carlo baseada no modelo de Heitler e usando
uma parameterização de uma LDF obtida a partir de simulações CORSIKA.

Para usar dados medidos pelas RPCs, o seu estado tem de ser estudado. Para isso, a taxa de
fundo foi analisada. Os hits medidos são função da eficiência da RPC. Foram portanto analisados
dados de monitorização das RPCs para obter a sua eficiência ao longo do tempo. De forma a dife-
renciar, nos dados das RPC, muões de partículas electromagnéticas, foram analisadas simulações
CORSIKA.

Como a configuração experimental usada não é comum, o estado do sistema de aquisição de
dados teve de ser verificado.
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1 Introduction

Radioactive materials can be detected by using a charged electroscope, which discharges
faster when there is emission of charged particles ionizing the air around the electroscope. By
using a well insulated electroscope and finding that it still detected ionizing radiation, the idea
was that this radiation had an Earth origin. C.T.R. Wilson was one of the first to suggest that the
ionization of the atmosphere could be caused by radiation of extra-terrestrial origin. To confirm
this hypothesis, he experimented in tunnels and found no reduction in ionization.

Before being challenged by Domenico Pacini, the consensus was still that the atmospheric
ionization measured by electroscopes was due to a residual radiation from the crust of the Earth.
Pacini found that, for electroscopes placed 3 m underwater, their discharge rate was significantly
decreased, by about 20 %. This was in 1910. He concluded that the radiation was not coming
from Earth.

Prior to that, in 1909, Theodor Wulf measured the ionization rate at the top of the Eifell
Tower and found that the decrease of the ionization rate, when compared to ground measure-
ments, was too small to confirm the consensus. He still believed the hypothesis that the radiation
came from the Earth’s crust.

Still in 1909, in Switzerland, Albert Gockel ascended a balloon andmade measurements up
to 3000 m above sea level. Gockel found that the ionization rate did not decrease with altitude.

The issuewas, however, still not closed until VictorHess established that the radiation caus-
ing the athmospheric ionizationwas fromextra-terrestrial origin. In 1912,Hess showed, by using a
ballon and an ion chamber, that after a small decrease of the radiation at altitudes near the ground,
the penetrating radiation increased with altitude. He reached 5200 m a.s.l. and concluded that
the radiation was coming from above. The term cosmic-raywas coined by Robert A.Milikan. [1]

The importance of cosmic rays was understood when, in 1933, Carl Anderson discovered
the positive electronwhile studying tracks of cosmic ray particles passing through a cloud chamber
with a magnetic field.[2] This was the discovery of anti-matter. Many other particles were also
discovered due to cosmic rays, such as muons and pions.

In 1938, Pierre Auger and Roland Maze, observed that cosmic ray particles arrived in time
coincidence even when separated by distances as large as 20 m. This indicated that the cosmic
ray particles that they observed were in fact secondary particles from the same source. This was
what was causing the unprompted discharge of the electroscopes. As early as 1962, extremely high
energy cosmic rays were being detected, one being of energy 1020 eV observed by John Linsley
using an array of 8 km2 of scintillation counters. [3]

More than 100 years since Victor Hess discovered cosmic rays and they are as interesting as
ever.
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1 Introduction

This is a thesis in cosmic-rays and it is divided in 7 sections. The 1st section is this Introduc-
tion. The 2nd section, Cosmic Ray Physics, is a very brief introduction to the energy spectrum,
nature, origin, propagation and current understanding of cosmic-rays. The 3rd section, Pierre
Auger Observatory, will present the largest detector of cosmic rays while the 4th section isMuons
In Extensive Air Showers, recent measurements of the muon content in EAS. The 5th section,
Towards anMLDF at TdF, is a Monte-Carlo study of the expected results for a mean muon LDF
at 1017 eV extensive air showers measured with a specific-non-standard experimental setup at the
Pierre AugerObservatory. This experimental setup uses RPCs and the 6 th section, Data Analysis,
presents an analysis to the state of both the RPCs and the data acquisition system. This is ground-
work needed to obtain the so desired MLDF. The 7th and last chapter concludes this thesis.
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2 Cosmic Ray Physics

Cosmic rays are high energy particles with extraterrestrial origin. Once they interact with
Earth’s atmosphere, they produce a shower of secondary particles that may be detected on the
surface using, among others, surface detectors. The discovery of cosmic rays is attributed toVictor
Hess in 1912, having won the Nobel Prize in Physics in 1936 for this discovery [4]. This chapter
will focus on the physics and experimental results of cosmic rays, namely their energy spectrum,
composition, arrival directions and shower components. The Heitler model and the importance
of muons in high energy cosmic rays will be explained. An introduction will also be made on
Hadronic InteractionModels.

2.1 Energy Spectrum

It can be seen on figure 2.1 that the energy spectrum extends for over 13 orders ofmagnitude
in energy and 32 in flux, going from just a few particles per m2 per second to less than 1 particle
per km2 per century. Due to this low flux, in order to study the most energetic cosmic rays it is
necessary to have a large area of detection with a long operation time.

The cosmic rays’ flux canbe described by a power law (equation 2.1.1), whereγ is the spectral
index and is approximately 3.

dN

dE
≈ E−γ (2.1.1)

However, there are 2 visible structures in the energy spectrum where the spectral index
changes:

— The "Knee" at around 3-5×1015 eV; [6]
— The "Ankle" at around 5× 1018 eV; [7]

For energies below the knee, the spectral index is approximately 2.7 while at energies above
the ankle the spectral index is 2.5. Between the knee and the ankle, the spectral index is roughly
3.3.

There’s also a region where the spectrum does not follow a power law and a suppression in
the flux is visible. The energy at which this suppression occurs is 3.9 × 1019 eV [7] as measured
by the Pierre Auger Collaboration. Telescope Array measured a suppression at 6× 1019 eV [8].

2.1.1 Knee Structure

The knee structure is a visible change in the spectral index of the energy spectrum at around
3-5×1015 eV. The KASKADE experiment showed that this structure is due to a distinct decrease
in the flux of primaries with light mass (Z< 6) [9], which can be explained by the Larmor radius,
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2 Cosmic Ray Physics

Figure 2.1 – Spectrum of cosmic rays with an energy greater than 108 eV measured by different collaborations. [5]

which is given by r =
E

Bc|q| , where E, B, c and q are the energy, magnetic field, the speed of
light in vacuum and the charge, respectively. The maximum energy that known galactic sources
can accelerate cosmic rays. For supernova remnants, the maximum energy that a charged particle
could achieve is approximately 300× Z TeV [1].

Regarding their origin, it is thought that for energies below that of the energy of the knee,
the cosmic rays are producedby astrophysical sources in our galaxy. For higher energies theLarmor
radius becomes bigger than the radius of our galaxy and so cosmic rays are not confined.

There is also a second-knee as measured by KASKADE-Grande [9] at around 8.32× 1016

eV.While the knee is thought as being a break in the flux of the light component, the second knee
is attributed to being caused by a decrease in the flux of the heavy component.

2.1.2 Ankle Structure

The energy of the ankle is currently found to be at (5.08± 0.06± 0.8)× 1018 eV.
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2.1 Energy Spectrum

Figure 2.2 – Combined energy spectrum measured at the Pierre Auger Observatory and the fitting function with the
fitting parameters. The first value of the uncertainty is statistical and the second is systematic.[7]

In figure 2.2, the spectral parameters are found after fitting the energy spectrum with the
following function:

E =


J0

(
E

Eankle

)−γ1
E ≤ Eankle

J0

(
E

Eankle

)−γ2[
1 +

(
Eankle
Es

)∆γ
][

1 +

(
E

Es

)∆γ
]

E > Eankle

(2.1.2)

The energy where the flux suppression occurs is Es and E1/2 is the energy at which the
integral spectrum drops by a factor of two below what would be expected with no steepening.
Es is defined as being the energy at which the differential flux falls to half of the value of the
extrapolation by the power law for the intermediate region. [7]

The reason for the ankle is not yet understood. There are several models of transition from
galactic cosmic rays to extra-galactic cosmic rays such as the ankle models, the mixed composition
models and thedipmodels [10]. The anklemodels state that the galactic component is represented
by iron, the extra-galactic is assumed to be pure proton and the transition between these two re-
gions occurs at the ankle. Themixed compositionmodels state that the extra-galactic component
are nuclei of various types and the transition fromGCR to EGCR implies a transition from iron
to lighter nuclei of mixed composition. This transition occurs at the ankle or at a nearby energy,
such as the second-knee. The dipmodels consider that the transition fromgalactic to extra-galactic
sources begins at the second knee and is completed at the beggining of the dip (≈ 1018 eV), with
the dip being a pair production dip of the interaction of protons with the CMB.This latestmodel
assumes an almost pure proton composition aboveE ≈ 1 EeV and pure iron composition below.

According to [11], the composition at the ankle region is not pure, it ismixed. Their findings
indicate that various nuclei (includingmasses A> 4) are accelerated to ultra-high energies and are

5



2 Cosmic Ray Physics

able to escape their source. As such, the dip models (which propose almost pure compositions)
are currently disfavored in favor of the mixed composition models.

2.1.3 Flux Supression And The GZK Limit

As can be seen in figure 2.2, for energies above≈ 1019.5 eV the spectrum is not defined by
a power law. The energy at which there is a suppression of the flux is 3.9× 1019 eV.

There aremainly two hypothesis for this cut-off. One of them is that the accelerationmech-
anisms reached their energy limit and the other is the GZK effect, which can be mimicked by the
first.

The Greisen-Zatsepin-Kuzmin limit (GZK limit) is a theoretical upper limit, computed in
1966 independently by Kenneth Greisen [12], Vadim Kuzmin and Georgiy Zatsepin [13], on the
energy of cosmic rays produced from distant sources. Its value is 5× 1019 eV.

This GZK limit comes from the energy loss of cosmic rays from distant sources due to their
interaction with the background radiation: the cosmic microwave background (CMB), infrared
background (IR) and radio background (RB). Twomain processes explain this, pion production
and photo-disintegration, by both proton and nuclei.

p+ γCMB → p+ π0 (2.1.3)

p+ γCMB → n+ π+ (2.1.4)

A+ γCMB,EBL → (A− nN) + nN (2.1.5)

The dominant process is one nucleon emission (n = 1) [10].
Figure 2.3 shows the proton energy as a function of the propagation distance through the

2.7K cosmicmicrowave background for different initial energies. It can be seen that after traveling
for over 100Mpc in theCMB, the protonwill be foundwith an energy less than 1020 eV.A cosmic
ray proton with energy greater than 1020 eV suggests of a nearby source. Thus, the GZK effect is
sensitive to the local deficit of sources [14].

2.1.4 Some Calculations For The GZK Effect

In this section 1, the following question will be answered:

— What energy does the proton have to have, in order for the process 2.1.3 to occur?

Knowing that the temperature of theCMB is approximately 2.726Kelvin [1] and thatEγ =
3KBT , with KB being the Boltzmann constant, the mean energy of a CMB photon is Eγ ≈
7× 10−4 eV.

Since we want the minimum energy the proton can have in order to interact with the CMB
photon, we consider the case where the produced proton and the pion will be at rest.

Equation 2.1.6 equals the square of the total 4-momentum in the lab frame (before the col-
lision) with the square of the total 4-momentum of the produced particles in their centre of mass

1. This section’s convention is that bold letters represent 4-momentum and the ordinary vectors are presented
by an arrow.
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2.1 Energy Spectrum

Figure 2.3 – Proton energy as a function of propagation distance through the 2.7 K CMB for different initial energies.
[3]

frame (after the collision) 2. In their centre of mass frame their total momentum is zero and the
total energy of the produced particles (proton and neutral pion) is (Mn +Mπ)c2.

(pp + pγ)2 = (p′p + pπ)2 (2.1.6)

(p′p + pπ)2 = −(Mp +Mπ)2c2 (2.1.7)

The right hand side of the equation 2.1.6 is known, now it is the left hand side that needs to
be solved:

(pp + pγ)2 = p2
p + 2pp.pγ + p2

γ (2.1.8)

Remembering that the four-momentum of a particle is given by

p =

(
E/c
~p

)
(2.1.9)

the square of the 4-momentum is

p.p = p2 = −
(
E

c

)2

+ ~p.~p = −m2
0c

2 (2.1.10)

2. We can do this because the square of the total four momentum is Lorentz invariant.
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2 Cosmic Ray Physics

From the previous equation we see that the square of the four-momentum for the photon
is 0, which gives:

−M2
p c

2 + 2pp.pγ = −(Mp +Mπ)2c2 (2.1.11)

All that is left now is to find the dot product of the 4-momenta of the proton and photon.
Knowing that in the highly relativistic regimeEp = ppc, it follows that

pp.pγ = −2
EpEγ
c2

(2.1.12)

From equation 2.1.11, we have:

M2
p c

2 + 4
EpEγ
c2

= (Mp +Mπ)2c2 (2.1.13)

Solving forEp gives:

Ep =
M2
πc

4 + 2MpMπc
4

4Eγ
(2.1.14)

Finally, substituting the values of the mass of the proton, neutral pion as well as the energy
of a CMB photon, we get:

Ep ≈ 9.7× 1019 eV (2.1.15)

Thismeans that protonswith energies higher thanEpwill interact with theCMB radiation.
Now that this final expression is known, one can easily find the threshold energy of the pro-

ton for the reaction 2.1.4. Doing that, one arrives at the value ofEp = 1× 1020 eV. Considering
only this reaction, protons with energy higher than Ep would never reach Earth because they
would interact with photons of the CMB and would convert to a neutron and a charged pion.

2.2 Origin Of Cosmic Rays

The origin of high-energy cosmic rays is still an open question. The search for the accelera-
tion mechanisms and origin of cosmic rays needs to consider certain constraints, that need to be
met in the acceleration sites [15]:

— Geometry: The cosmic ray particle should not leave its source before reaching the required
energy;

— Power: The source needs to be able to provide the required energy;
— Radiation losses: The radiation losses in the acceleration field should be smaller than the

energy gained by the primary particle;
— Interaction losses: The loss of energy by interaction with other particles should be smaller

than the energy gained by the particle in the acceleration field;
— Emissivity: The source needs to have a density and power that can explain the observed flux

of cosmic rays;
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2.2 Origin Of Cosmic Rays

Considering only the geometric constraint, which is to say that once a particle leaves its
source it is unable to gain more energy, the maximum energy that said particle can reach is given
by:

Emax = qBRβ (2.2.1)

where q is the charge of particle, B is the magnetic field of the acceleration region, β =
V/c is the velocity andR is the size of the acceleration system. Since it ignores energy losses, it is
essentially an upper limit of the energy provided by different astrophysical sources. This equation
also considers that the Larmor radius of the particle is smaller than the acceleration site. This
equation serves as a base for the well knownHillas plot, which can be seen in figure 2.4.

Figure 2.4 –Magnetic field as a function of the size of the acceleration system. Sources above the red line are able to
accelerate protons up to an energy of 1021 eV and sources above the green line are able to accelerate iron
up to 1020 eV. [16]

The most promising candidates as the origin of high-energy are cosmic rays gamma ray
bursts (GRB) and active galactic nuclei (AGN), such as supermassive black holes. Among oth-
ers, other possible candidates are supernova remnants, pulsars and jets, lobes, knots and hot spots
of powerful active galaxies. [16] [15]
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2 Cosmic Ray Physics

2.3 AccelerationMechanisms

2.3.1 Bottom-Up Scenarios

Bottom-up scenarios are proposed in order to explain ultra-high-energy cosmic rays. In
bottom-up models, cosmic rays result from the acceleration of particles by astrophysical struc-
tures. An example of such a scenario is the Fermi AccelerationMechanism.

2.3.2 First And SecondOrder Fermi Acceleration

In 1949, Fermiproposed amechanism, nowcalledFermi-acceleration [17], inwhichparticles
could be accelerated in stochastic collisions. This mechanismmodels acceleration in shock waves,
which can be thought as remnants of gravitational collapses.

Let a particle collide with a shock-wave/cloud with energyE1 and velocity v in the labora-
tory frame. With β = V/c, where V is the cloud velocity, E∗1 the energy of the particle in the
cloud’s frame. Finally, θ1 is the angle of entry and θ2 the exit-angle of the particle.

Neglecting the particle’s mass with respect to its kinetic:

E∗1 = γE1(1− β cos(θ1)) (2.3.1)

where γ =
1√

1− v2/c2
. In the cloud’s reference frame, E∗2 = E∗1 . In the observer’s

frame, the energy of the particle after leaving the cloud is

E2 = γE∗2(1 + β cos(θ2)) (2.3.2)

Thus, the relative energy change is:

∆E

E
=
E2 − E1

E1
=

1− β cos(θ1) + β cos(θ2)− β2 cos(θ1) cos(θ2)

1− β2
− 1 (2.3.3)

Inside the cloud, the particle collides many times, which makes its output angle basically
random. From that comes:

〈cos θ2〉 = 0 (2.3.4)

So the average of the relative energy change is given by equation 2.3.5.

〈∆E
E
〉 =

1− β〈cos θ1〉
1− β2

− 1 (2.3.5)

The probability of having the cosmic ray collide with the cloud is proportional to their rel-
ative velocity:

P ∝ (v − V cos θ1) ≈ (1− β cos θ1) (2.3.6)

and so the following is true:
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〈cosθ1〉 =

∫ 1
−1 cos(1− β cos θ1)dx∫ 1
−1(1− β cos θ1)dx

= −β
3

(2.3.7)

The average energy increase is thus:

〈∆E
E
〉 ≈ 4

3
β2 (2.3.8)

This is the second-order Fermi acceleration mechanism. The name "second-order" comes
from the fact that the term β is squared.

We now consider the case where instead of a cloudwe have a plane shock frontmoving with
velocity −u1. The shocked gas moves away with velocity −u2. In the observers’ frame, the gas
behind the shockmoves to the leftwith velocityV = −u1+u2. Thedifference between these two
cases is in the angular averages. The angles θ1 and θ2 have now the constraints−1 ≤ cos θ1 ≤ 0
and 0 ≤ cos θ2 ≤ 1, respectively. Their mean values are:

〈cos θ1〉 =

∫ 0
−1 cos2 θ1d cos θ1∫ 0
−1 cos θ1d cos θ1

= −2

3
(2.3.9)

〈cos θ2〉 =

∫ 1
0 cos2 θ2d cos θ2∫ 1
0 cos θ2d cos θ2

=
2

3
(2.3.10)

The energy gain is, in this case (shock wave front):

∆E

E
≈ 4

3
β (2.3.11)

This is a first order Fermi-Acceleration. This mechanism explains the cosmic ray energy
spectrum better than the second-order mechanism. [1] [18]

2.3.3 Top-Down Scenarios

Top-Down scenarios are an alternative to the bottom-up scenarios. These are also candidate
explanations to the origin of high energy cosmic rays [19]. The observed isotropy in the arrival
directions is a motivation for these models, and they are of two types:

1. Based on heavy relics (for example heavy particles);

2. Based on topological defects;

The first type has heavy relics from the early universe as the base for the UHECRs. They
are assumed to decay at the present time, originating the ultra-high-energy-cosmic rays. They are
multi-nature, in the sense that they can be heavy particles, black-holes, microscopic fundamental
strings, cosmical defects, etc. In order to explain UHECRs, the life-time of these objects has to be
the age of the Universe.

The second type is based on the existence of a network of topological defects, which were
formed during phase transitions in the early Universe.
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2 Cosmic Ray Physics

Both of these scenarios have a problem: the needed lifetime. Topological defects and heavy
particles,would have to have a lifetime in the order of the age of the universe and have to decay in
the present time, in order to explain high energy cosmic rays. Their mass has to be the same as the
observed cosmic ray, namely in the order of 1020 eV/c2.

There is also a scenario based on the annihilation, when they collide, of the relic super heavy
particles (wimpzillas).

Top-down scenarios are currently disfavored, because of the following signatures:

— Top-down generated spectra does not follow a power law;

— Nature at the source is mostly gamma rays (which have not yet been observed by Auger)
and neutrinos (5 % of the energy is in protons);

2.4 Composition Of UHECRs

The compositionof cosmic rays is oneof thebiggest open-questions in astro-particle physics.
It is known that for lower energies their composition goes "hand-in-hand" with the nuclear abun-
dance in the solar system, with some exceptions, as seen in figure 2.5.

Figure 2.5 – Comparion of cosmic ray and Solar System nuclear abundances. [20]

The exceptions, Lithium, Beryllium and Boron, are thought to be secondary cosmic rays,
which is to say that they are produced in the interaction of the heavier primary cosmic rays with
interstellar gas, or with Earth’s atmosphere, in a process called spallation.

For higher energies, however, the mass composition is an unknown/problem, it is still a
matter of study. The main observable used to distinguish between primaries of different mass is
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theXmax. Xmax is the shower depth of maximum particles, which represents the position in the
atmosphere where the shower reaches its maximum size [21].

The mass composition of cosmic rays can be found by comparing measured data with sim-
ulations, which rely on extrapolations of accelerator data at energies orders of magnitude below
UHECRs. Simulations are thus the biggest source of systematic uncertainties. Data from the
Pierre Auger Collaboration disagrees with that from HiRes/TA collaborations. Auger claims a
light composition around 3EeV and a gradual increase towards higher energies while HiRes/TA
cannot, due to statistical limitations, discriminate between a composition dominated by protons
with a changing one. [22]

Figure 2.6 – Themean (left) and the standard deviation (right) of theXmax distributions measured at Auger as a func-
tion of energy compared to air-shower simulations for proton and iron primaries. [23]

It canbe seen in figure 2.6 that between1018.2 eV and1018.33 eV, the average value ofXmax is
increasing, which indicates that the averagemass of the primary cosmic rays is decreasing (towards
proton). At 1018.33 eV the average value of Xmax is increasing with energy at a lower rate than
predicted for a constant mass, indicating that the primary mass is increasing.

2.5 Arrival Directions

As already mentioned, the origin of high-energy cosmic rays and their acceleration mecha-
nism is still an open question. Empirical evidence of the sources of high-energy cosmic rays come
from studying their arrival directions. This is the most direct method available.

The study of the sources of cosmic-rays is not an easy task since they are deflected by mag-
netic fields and that deflection has an amplitude that is proportional to the atomic number of
the cosmic-ray, Z, to the integral along the trajectory of the magnetic field perpendicular to the
direction of propagation and to the inverse of their energy. This means that the deflection due to
galactic magnetic fields is higher for heavier particles. [24]
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2.5.1 Anisotropy

Data recorded at the Pierre Auger Observatory between 1 January 2004 and 31 August 2016
was used to find an anisotropy in the arrival directions. Figure 2.7 shows the arrival directions, in
equatorial coordinates, for a cosmic-ray flux above 8 EeV and a zenith angle smaller than 80°. A
dipolewas detected atmore than 5.2σ level of significancewith an amplitude of6.5+1.3

−0.9%towards
right ascensionαd = (100±10) degrees and a declination δd = −24+12

−13 degrees. By comparing
themagnitude and directionwith phenomenological predictions, it was found that it is consistent
with an extragalactic origin for these particles. [25]

Figure 2.7 –Map of the sky in equatorial coordinates, using anHammer projection, showing the cosmic ray flux above
8 EeV smoothed with a 45° top-hat function. The asterisk represents the galactic center and the dashed
line is the galactic plane. [25]

2.6 Shower Components

An extensive air shower produced by the interaction of a cosmic ray with a molecule of
Earth’s atmospherewill create secondaryparticles that canbedivided into threemain components:
the electromagnetic, the hadronic and the muonic components. Figure 2.8 is a scheme of these
three shower components.

Figure 2.9 shows the lateral and longitudinal shower profiles obtained by using CORSIKA
[28] simulations.

2.6.1 Electromagnetic Component

The electromagnetic component of an air shower consists of electrons (e−), positrons (e+)
and photons (γ), which are mainly the result of pair-production and Bremsstrahlung 3 interac-
tions. It can be seen in figure 2.9 that it is the, usually, dominant component of extensive air
showers. The main processes involved in the EM component are as follows:

π0 → γ + γ (2.6.1)

3. Bremsstrahlung radiation, also known as deceleration energy, is the production of electromagnetic radiation
by the deceleration of a charged particle when deflected by another. The loss of kinetic energy of the main particle is
converted into a photon.
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Figure 2.8 – Schematic view of the shower components of an extensive air shower. [26]

Figure 2.9 – Average (a) lateral and (b) longitudinal shower profiles for an air shower produced by a vertical proton of
1019 eV. The lateral distribution of the particles at ground is calculated for 870 g cm−2, the depth of the
Pierre Auger Observatory. The energy thresholds of the simulation were 0.25 MeV for γ and e± and 0.1
GeV for muons and hadrons.[27]

γ → e+ + e− (2.6.2)
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µ→ νµ + e+ νe (2.6.3)

Neutral pions decay into two photons, photons decay into electron-positron pairs and the
muon decay is the main source of low-energy electrons at sea level [29].

2.6.2 Hadronic Component

Pions and kaons (mesons) are the main secondary particles of the hadronic component.
There are other hadronic particles, for example, protons and neutrons (baryons). The neutral
pionswill decay into twophotons and as suchwill feed the EMcomponent. Chargedpionswill in-
teract at high energies and decay at low energies. This is because their interaction length is smaller
than their decay length. The primary decay modes of charged pions, given by 2.6.4 and 2.6.5, will
feed the muon component.

π+ → µ+ + νµ (2.6.4)

π− → µ− + ν̄µ (2.6.5)

2.6.3 Muonic Component

As seen in the previous section, the muonic component can be fed by the hadronic compo-
nent by having charged pions decay into muons. The lifetime of a muon is τ ≈ 2 µs and the fact
that they reach Earth’s surface is an example of time-dilation. For a muon of energy 5 GeV, the
distance crossed is roughly 30 km, which is approximately the atmospheric depth.

2.7 HeitlerModel

The development of an extensive air shower is so complex that a simple, semi-empirical
model to study it is needed: the Heitler model[30].

In high energy cascades, there are two things that make the use of theHeitler model appeal-
ing:

1. It is computationally and mathematically simple;
2. It provides good results, in agreement with full simulations;

Despite that, it is not a substitute for full simulations.

Electromagnetic Showers

In the electromagnetic component ofHeitler’s model, electrons, positrons and photons un-
dergo two-body splittings. The processes involved are electron-positron pair production and/or
the loss of energy (by radiating a photon) by electron or positrons. This later process is called
Bremsstrahlung 4.

4. In reality, multiple photons are radiated during this process, not just one.
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Figure 2.10 – Scheme viewof (a) an electromagnetic cascade and (b) a hadronic cascade. In the hadronic cascade, dashed
lines are neutral pions. Diagrams are not to scale. [30]

After splitting n times, there are 2n (Nmax) particles in the shower. This splitting process
stops when the particles reach a so called critical energy (Ec). When this happens, the average
collisional losses exceed the radiative energy losses.

If theprimaryparticle’s energy isE0, then, after n splittings, the energyper particle isE0/2
n.

The total number of particles is, therefore, 2n =
E0

Ec
. It follows that:

n =
1

ln 2
ln

(
E0

Ec

)
(2.7.1)

A splitting length is the average distance that an electron travels before radiating a photon.
This distance is λr ln 2, where λr is the radiation length in the medium. After n splittings, the
shower depth is nλr ln 2. Therefore, theXmax is given by:

Xmax = nλr ln 2 = λr ln

(
E0

Ec

)
(2.7.2)

In this model, it is assumed that the energy of a particle is equally divided between the two
produced particles. It is also important to note that this model does not consider attenuation
phenomena, so the detected number of particles is usually different than what is expected from
this model. Because of the simplifications of this model, some corrections need to be done to
the electromagnetic component, namely in the calculation of the number of electrons from the
shower size. This can be more precisely obtained by usingNe = N/g, where g = 10 5 is a good
approximation.

Hadronic Showers

Since cosmic rays are nuclei, an air shower is not usually initiated by an electromagnetic
particle. The focus of the remaining of this chapter will be hadron generated showers.

5. This value can be more precise by comparing results of Heitler’s model with full simulations
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After travelling a length of λI ln 2, where λI is the interaction length, the hadron produces
Nch charged pions and 1/2Nch neutral pions. Neutral pions decay to photons, whichwill initiate
an electromagnetic shower and charged pions are assumed to decay to muons, after reaching the
critical energy as seen in equations 2.6.4 and 2.6.5. The critical energy in this case is the energy at
which the decay length of aπ± is smaller than the remaining interaction distance. In the hadronic
component of a shower, 1

3 of the energy goes towards π
0 and 2

3 to π
±, which decay to muons.

Aftern interactions, therewill be (Nch)n number of charged particles, whereNch is known
as the multiplicity, that is, the number of charged particles generated at each interaction. The

energy per charged pion, after n interactions will be
(

2

3

)n E0

(Nch)n
and the shower depth is

nλI ln 2. At the critical energy, when production of charged pions stops:

n =

ln

(
E0

Ec

)
ln

(
3Nch

2

) (2.7.3)

where n is the number of charged interactions until the critical energy was reached. The
number of muons in the shower is obtained by usingNµ = N+

π = (Nch)n. It follows that

Nµ =

(
E0

Ec

)β
(2.7.4)

with β =
lnNch

ln
(

3Nch
2

) .
We now consider theXmax, which, as previously discussed, is the point at which the electro-

magnetic component reach their maximum numbers. For a proton induced shower, theXmax is
given by:

Xp
max = X0 + λr ln

(
E0

3NchEec

)
(2.7.5)

withX0 being the point of first interaction andX0 = λI ln 2. Here λI is the interaction
length of the primary proton.

Nuclear Primaries

The primary particle needs not be a proton, as seen in section 2.4. In the case of a nuclear
primary the process is simplified by using a super-positionmodel. In this principle, a nucleus with
mass numberA and total energyE0 is divided as A individual nucleons each withE0/A energy.
The resulting air shower is treated as the sumofA separate proton air showers starting at the same
point in the atmosphere. According to the super-position principle, the following changes arise:

NA
µ ∝ Np

µA
1−β (2.7.6)
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Xmax ∝ Xp
max − λr ln(A) (2.7.7)

The consequence of this is that the number ofmuons increases with themass of the primary
particle and Xmax goes in the opposite direction, decreases with the mass of the primary, as is
observed in figure 2.6.

Upuntil now itwas not considered that upon interaction of twohadrons, one particle (lead-
ing particle) can carry a significant fraction of the energy, that is, the energy is not uniformly dis-
tributed. The energy of the leading particle is not immediately available for the production of new
particles. By correcting this, theNµ and theXmax will be affected. This correction is given by a
parameter k, known as the inelasticity of a single interaction. It is the fraction of the total energy
directed into new pion production and is given by equation 2.7.8.

k = 1− Elead
E0

(2.7.8)

With this correction,Nµ =

(
E0

Ec

)β
but now β =

ln[1 +Nch]

ln[(1 +Nch)/(1− 1
3k)]

.

2.8 Hadronic InteractionModels

Anextensive air shower beginswith the interaction of the primary cosmic raywith a nucleon
of the atmosphere. These hadronic interactions are described by Quantum Chromodynamics
(QCD), which is the theory of the strong interaction between quarks and gluons (partons).

Quantum Chromodynamics is a quantum field theory, namely a non-abelian gauge theory
with symmetry group SU(3). It is not possible to calculate the bulk of particle production with
QCD but processes with large momentum transfer (called "hard processes") are accessible by per-
turbative methods. Extensive air showers are, however, dominated by soft processes. One has to
combine perturbative QCD (pQCD) and general theoretical constraints with phenomenological
modeling in order to accurately describe multiparticle production (at accelerator energies) and to
make predictions and extrapolate the measured data into unmeasured regions. The free parame-
ters of these models are chosen to agree with accelerators’ measurements but the extrapolation of
thosemeasurements to unmeasured regions is dependent on themodel. The different predictions
for the same observable between different hadronic interaction models is an effect of that. [27]
In air shower simulations it is necessary to have both low energy models and high energy models.
Some frequently used low energymodels, which cover energies up to approximately 200GeV, are
GHEISHA, FLUKA [31] [32] and UrQMD [33] [34].

In QCD, a property called color is the analog of the electric charge and gluons are the mes-
senger (or force-carrier). It exhibits two main properties:

— Asymptotic freedom;
— Color confinement;

The property of asymptotic freedom in QCD is the reason for the shared Nobel prize in
Physics, in 2004, to David Gross and Frank Wilczek [35] and David Politzer [36]. It is a reduc-
tion in the interactions’ strength between partons as the energies increase (distances decrease). At
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high energies (short distances), quarks interact weakly and perturbative calculations give accurate
results.

Partons (quarks and gluons) are never observed as isolated single particles, only as composite
particles, with no color. Color confinement is a consequence of the increasing force between two
colored particles as the separation between them increases. The distance between the particles
requires an ever increasing amount of energy, which will eventually give rise to pair production: a
quark-anti-quark pair. In the regime of long distances one has to use phenomenological models
since perturbative methods do not apply.

In cosmic ray physics, the majority of the reacions are in the forward region where soft pro-
cesses dominate. In this region, the Gribov-Regge theory is used, which is an effective field theory
supportingmultiple actions happening in parallel. In this theory an elementary interaction is rep-
resented by a phenomenological object called a pomeron, treated as a quasi-particle. [37]

The two most used models for high energy hadronic interactions are QGSJet and EPOS.
The latest version of these models, namely QGSJet-II-04 [38] and EPOS-LHC [39], already re-
produce accelerator data. Both of these models are based on Gribov-Regge multiple scattering,
QCD and string fragmentation.

EPOS-LHC is a minimum bias Monte-Carlo hadronic generator for heavy ion interactions
and cosmic ray shower simulations based on EPOS 1.99 but tuned to reproduce the largest body
of accelerator data, LHCdata included. It is a consistent quantummechanical multiple scattering
approach based on partons and strings, in which cross sections and particle production are calcu-
lated consistently taking into account, in both cases, energy conservation (other models do not
consider energy conservation for calculations of cross section).

QGSJet-II-04 is a minimum bias hadronic interaction model optimized for air shower sim-
ulations based on Quark-Gluon and Strings model. It has the least number of free parameters in
order to reduce extrapolation uncertainties. Due to this, it also has a less detailed description of
the final stage of hadronic interactions. [40]

Equation 2.7.5 shows the importance of both themultiplicity of secondary particles and the
cross section in the development of an extensive air shower.

The total p-p scattering cross-section is an input parameter in all hadronic interactionmod-
els, hence it iswell described, as canbe seen in figure 2.11, by those very samemodels at lowenergies,
where data exists. Figure 2.11 also shows that thedifferences inσinel(pp)betweenEPOS-LHCand
QGSJet-II-04 are small.

Figure 2.12 shows the multiplicity distribution of charged particles produced at central ra-
pidities in inelastic p-p events. It can be seen that EPOS-LHC and QGSJet predict similar yields
at lowmultiplicities (Nch < 3) and that themaximumdifference between thosemodels, in terms
of multiplicity, is in the intermediate region, aroundNch ≈ 80− 130.

The values for the inelastic cross-section of p-p collisions and respective chargedmultiplicity
are in table 2.1 and in table 2.2 the values for the cross section of p-air in two energy intervals.
Despite some differences in the underlyingmodels, the predictions for p-p collisions at

√
s ≈ 100

TeV and p-air at these two energy intervals are quite similar.
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2.8 Hadronic Interaction Models

Figure 2.11 – Inelastic p-p cross section, σinel as a function of the center of mass energy. The red box indicates the
average prediction of all models at 100 TeV. [41]

Figure 2.12 – Per event charged particle probability (within |η| < 1) in inelastic p-p collisions at
√

(s) = 100 TeV.
Full distribution on the right side and zoom at low multiplicities on the left side. [41]

2.8.1 Simulations of Extensive Air Showers

In the study of extensive air showers, Monte Carlo simulations are a necessary tool. One
example of an air shower simulation program is COsmic Ray SImulations for KAscade (COR-
SIKA) [28]. The use of MC simulations comes from the fact that an analytical solution to the
development of an extensive air shower is not approachable due to this being a multidimensional
problem. MC simulations study/follow the development of the shower from the first interaction
in the atmosphere until the particles reach the surface and/or particle detectors, following all their
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2 Cosmic Ray Physics

EPOS-LHC QGSJet II
σinel(mb) 105.4 104.8

Nch 161 152
P(Nch < 5) 0.35 0.36
P(Nch > 100) 0.025 0.018

Table 2.1 – Basic properties of particle production in p-p collisions at
√
s = 100TeV. [41]

EPOS-LHC QGSJet-II-04
σp−air(mb) (1017.8-1018 eV) 466.1 458.7
σp−air(mb) (1018-1018.5 eV) 494.1 487.9

Table 2.2 –Measurement of σp−air in two energy regions. [42]

interactions and decays. Given input parameters such as the primary particle, its direction and en-
ergy, the interaction and decay lengths as well as the energy loss of each particle will be determined
in each step and a, for example, longitudinal and lateral profile can be given as output.

In MC programs for EAS, the computation time scales roughly with the energy of the pri-
mary particle. Thus, for higher energies, the number of secondary particles is such that it is com-
putationally heavy, both in time and resources, to do a full simulation. In order to reduce the
computational resources, the thinning method is often used. In the thinning method, all parti-
cles with an energy bigger than a demarcation energy are followed but only a fraction of particles
with an energy below the demarcation energy. [43] CORSIKA uses this method [44].

The thinning level (or demarcation energy) is an input function defined as a fraction of the
primary energy εth = E/E0. All secondary particles with energy below the demarcation energy
are exposed to the thinning procedure. If the energy of all secondary particles falls below the
thinning energy:

εthE0 >
∑
j

Ej (2.8.1)

only one of the secondary particles will be followed, selected at random as a function of its
energy with a probability given by:

pi =
Ei∑
j Ej

(2.8.2)

All other secondary particles are discarded. The surviving particle is weighted asωi = 1/pi,
in order to not violate energy conservation. In table 2.3, the computational time for different
thinning levels for a proton primary with energyE0 = 1015 eV at vertical incident usingQGSJet
is shown.

εth none 10−6 10−5 10−4 10−3

Time (min) 98 51 7.2 1.2 0.16

Table 2.3 – Computing time for different thinning levels using CORSIKA. [44]
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3 Pierre Auger Observatory

The Pierre Auger Observatory (PAO) is a cosmic ray observatory located in Argentina, in
the province of Mendoza, initially proposed to study the sources of high energy cosmic rays. It
was conceived in Dublin in 1991 during the ICRC 1 by Jim Cronin and Alan Watson. A design
report with a discussion of the science, design and cost estimate was created in 1995 and, after val-
idating the design with a prototype of 32 surface array detectors and 2 fluorescence detectors, the
observatory began production in 2002. In 2004 the Pierre Auger Observatory started obtaining
datawith 154 active detector stations and the first results were presented in 2005. The observatory
was completed in 2008.

The Pierre Auger Observatory is based on an hybrid design. Cosmic rays are detected both
by fluorescence telescopes and by a surface array, in complementaryways in order to provide cross-
checks and redundancy ofmeasurements. The observatory is located at amean altitude of approx-
imately 1400 m which corresponds to an atmospheric depth of 875 g cm−2. [45]

This chapter will focus on a brief introduction to the Observatory of Pierre Auger, namely
to its hybrid design, trigger system and some of its enhancements.

3.1 Fluorescence Detectors

The observatory has 4 fluorescence detector stations, each with 6 fluorescence telescopes,
totaling 24 telescopes overlooking the SD array, as can be seen in figure 3.1. The 24 telescopes
operate only in dark-moonless nights with favorable weather conditions and each FD is indepen-
dent of the others, in terms of weather conditions, software and hardware. The on-time of these
detectors is about 15%.

The fluorescence telescopes detect fluorescence light by the excitationofN2, emitted isotrop-
ically by the interaction of nitrogen with a particle of the extensive air shower. Figure 3.2 shows
the fluorescence spectrum of nitrogen. It can be seen that most of the photons come from the
transition of the 2P band and that when nitrogen relaxes to the ground state, it emits photons
mostly in the range 300-400 nm.

A fluorescence telescope has a field of view of 30° × 30°, in azimuth and elevation. All 6
telescopes point towards the array in order to provide a coverage of 180° in azimuth. As can be
seen in figure 3.3b, a telescope has the following components:

— Shutter;
— Aperture System;
— UV Filter;
— Camera;

1. International Cosmic Ray Conference
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3 Pierre Auger Observatory

Figure 3.1 – Layout of the Pierre Auger observatory with a representation of the fluorescence detectors and telescopes.
[45]

Figure 3.2 – Fluorescence spectrum of nitrogen measured by the AIRFLY collaboration showing the 21 major transi-
tions. [46]

— Electronics;
— SegmentedMirrors;

The shutter is closed during the day-time and is also closed at night in situations when it is
raining or there is too much wind. There is also a curtain that acts as a failsafe, in case the shutter
malfunctions since the cameras cannot be illuminated by daylight as they are too sensitive. The
aperture system has a circular diaphragm of 1.1 m and is covered with a filter.
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3.2 Surface Detectors

(a) (b)

Figure 3.3 – a) Building of a fluorescence detector and its communication tower. b) Scheme of a fluorescence telescope
showing its main components. [45]

The objective of the UV filter is to increase the signal-to-noise ratio by filtering the back-
ground light flux. Its transmission is above 50% for 310-390 nm and 80% for 330-380 nm. The
segmented mirrors form a spherical mirror of 3.4 m radius and focus the light onto the camera,
which has 440 pixels in a 22x20 array. Each pixel has a photo-multiplier tube (PMT) with a bial-
kaline photocathode with a 25% quantum efficiency in the 350-400 nm range.

The electronics of the fluorescence detectors, which are responsible for anti-alias filtering,
digitalizing and storing the signals from the PMTs, must have triggers to reject background noise
and accept any physically plausible air shower while providing a large dynamic range.

There is one rugged commercial computer (MPC) for each telescope which function is to
readout the event data. The computers are connected, per FD site, through an ethernet LAN
switch to the site’s central computer: EyePC. If a cosmic ray event survives the trigger system, its
data is sent from eachMPC to the EyePC which then builds an event from the coincident data of
all telescopes at a given site.

3.2 Surface Detectors

The surface detector (SD) array is composed of 1660 water Cherenkov stations placed in
a triangular grid with each station separated by 1500 m covering an area of approximately 3000
km2. There is also a smaller, denser, SD array in which 61 stations are separated by 750m, totaling
an area of roughly 23.5 km2. The goal of this smaller denser array, called Infill array, is to lower
the energy range of primary cosmic rays down to 1017 eV.

A water Cherenkov detector (WCD) can be seen in figure 3.4a. It is a water tank with a di-
ameter of 3.6 m and an height of 1.2 m with its inside surface coated by a reflective sealed liner in
order to minimize absorption of photons by the walls of the tank. There are 3 symmetrically dis-
tributed PMTs inside the tank, as can be seen in figure 3.4b, to collect andmeasure the Cherenkov
radiation produced by charged particles.
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3 Pierre Auger Observatory

(a) (b)

Figure 3.4 – a) Surface detector station. b) Scheme of a surface detector station with a description of its main compo-
nents. [45]

The solar power, the communications antenna, the battery box and the electronics make
each station self-contained. The GPS antenna is for synchronizing and timing events.

3.2.1 Cherenkov Radiation

Cherenkov radiation is the name given to the photons emitted by amoving charged particle
with velocity higher than that the speed of light in that medium. This radiation has a continuous
spectrum. Figure 3.5 shows the emission in a cone of Cherenkov radiation.

Figure 3.5 – Scheme of the emission of Cherenkov radiation: Cherenkov cone. [1]

Let β =
vp
c
where vp is the velocity of the charged particle and c is the speed of light. The

distance traveled by the charged particle is given by:

dp = vpt = βct (3.2.1)

while the distance traveled by the Cherenkov photons is given by:

xγ = vγt =
c

n
t (3.2.2)

and thus, the angle of emission fromthedirectionof themovingparticle is givenby equation
3.2.3.
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3.3 Triggers

cos θ =
1

nβ
(3.2.3)

The number of photons produced per unit length per unit energy interval of the photons
for a particle with charge zpe and angle θc is given by the Frank-Tamm formula, where α is the
fine-structure constant. [1]

d2N

dEdx
≈
αz2

p

~c
sin2(θc) (3.2.4)

3.3 Triggers

Triggers are firmware and software solutions to solve essentially 3 problems:

— Difficulty to save all data;

— Difficulty to analyze all data;

— Difficulty of event detection;

While it may be possible to save and analyze all cosmic ray data and run event detection
algorithms onunprofitable data, it’s certainly not needed as it is time and resource heavy. By saving
only the necessary data, the problem of event analyses becomes much simpler and faster.

3.3.1 Triggering System of the Fluorescence Detectors

Each FD telescopes has 440 first level triggers, one for each PMT, and a single second level
trigger. The first level trigger requires that the 10 consecutive signals to be above a threshold, which
is determined by the trigger rate itself,≈ 100 Hz. The second level trigger is purely geometrical.
It searches for track segments, within a camera, with a length of at-least 5 pixels. A schematic view
of this second level trigger can be seen on figure 3.6.

Figure 3.6 – Sample of hits, in a PMTmatrix, from a real extensive air shower and from noise. [47]
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3 Pierre Auger Observatory

There is also a third level trigger which selects shower candidates based on track length and
space-time requirements and performs a fast reconstruction of the shower geometry. This third
level trigger is optimized to filter out noise events such as lighting.

3.3.2 Triggering System of the Surface Detectors

The surface detector array has a hierarchical triggering system, as can be seen in figure 3.7.
T1 and T2 are single detector triggers. T2 triggers from several detectors are analyzed for possible
temporal and spatial correlations and, if positive, theT3 initiates data acquisition and storage.[48]

The common unit for threshold triggers is the IpeakVEM. TheVertical EquivalentMuon (VEM)
is a unit that represents the average deposited energy of a muon that crossed the tank from top
to bottom going through the center. Such a particle has a characteristic peak in the total charge
distribution. TheQpeak

VEM is defined as the bin that contains the peak in a charge histogram of an
individual PMT.After converting the charge histogram to a pulse-height histogram inVEMunits
using a known conversion factor, the IpeakVEM is defined as the bin containing the peak.[45]

Single detector triggers

T1 triggers initiate data acquisition in each WCD. Data is stored (in a local disk) for 10 sec-
onds waiting for a possible T3. There are twoT1 triggers, one optimized to detect the electromag-
netic component and the other to detect the muonic component of an air shower, complemen-
tarily.

The TH-T1, the threshold trigger, requires the coincidence of the 3 PMTs, each above 1.75
I
peak
VEM

2. This trigger is effective for large signals not necessarily spread in time, for very inclined
showers and mostly dominated by the muonic component. TH-T1 reduces the rate to approxi-
mately 100 Hz.

The ToT-T1, which stands for time-over-threshold, is for more vertical showers and signals
close to the shower axis; the arrival of particles is spread in time. It requires at-least 13 bins in 120
FADC 3 bins of a sliding window of 3 µs above a threshold of 0.2 IpeakVEM in coincidence of 2/3
PMTs. The average duration of a muonic signal is approximately 150 ns, which makes the ToT of
at least 325 ns good at removing the background of random muons. The ToT-T1 rate is smaller
than 2 Hz.

The T2 reduces the rate of events per detector to 20 Hz, for bandwidth reasons. In order
for a T1-TH to be promoted to a T2, it is required to pass a threshold of 3.2 IpeakVEM in coincidence
in the 3 PMTs while a T1-ToT are promoted to T2 without further restrictions.

Surface array triggers

The T3 begins the central data acquisition from the array. It is done at the CDAS and uses
spatial and temporal correlations of T2 triggers. FADC signals from detectors passing the T2 are

2. In a situation where only two (one) PMTs are available, the threshold is 2 (2.8) IpeakVEM
3. FADC stands for Flash Analog to Digital Converters, which are used to digitize the PMT’s signals. Each bin

of the FADC is 25 ns.
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3.3 Triggers

Figure 3.7 – Schematic view of the trigger system of Auger’s surface detector array.[48]

sent to the CDAS, along with signals that passed T1 but not T2, as long as they are within 30 µs
of the T3.

Figure 3.8 – Example of T3 configurarions. 3-fold T3 mode (ToT2C1&3C2) on the left and 4-fold mode
(2C13C2&4C4) on the right. Cn indicates the nth set of neighbors.[48]

There are 2 types of T3. An example of each type can be seen in figure 3.8:
— 3-fold: ToT2C1&3C2;
— 4-fold: 2C13C2&4C4;

These triggers require a spatial and temporal coincidence. 3-fold type requires the coinci-
dence of at least 3 detectors and one of the detectors must have one of its closest neighbors and
one of its second closest neighbors triggered. On top of that, each T2 must be within (6 + 5Cn)
µs of the first one. The rate of this trigger, with the full array functioning, is 1600 events per day,
90 % of which are real showers.

The 4-fold type requires four-fold coincidence of anyT2: one from the first set of neighbors
from a selected station, another one in the second set and the last one can be, the farthest, in the
4rd set of neighbors. The rate of this trigger is 1200 events per day, 10% of which are real showers.

There are two additional triggers, the physics trigger, T4, and the fiducial trigger, T5. A
scheme of these triggers is shown in figure 3.9.
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3 Pierre Auger Observatory

Figure 3.9 – Hierarchy of the T4 and T5 triggers of the Auger surface detector. [48]

The physics trigger, T4, exists to select real showers from the available T3 data. It has two
types: 3ToTand4C1. 3ToT requires that 3 nearby stations pass theT2-ToT in a triangular pattern.
It also requires that the 3 stations fit a plane-shower frontmoving at c. The 4C1 type requires that
4 nearby stations pass any type of T2. It is again required that the 4 stations fit a plane-shower
front moving at c.

In order to guarantee the accuracy of the event reconstruction, the fiducial trigger (T5) re-
quires that the shower selected by the T4 is contained within the array boundaries. Namely, it
requires that the detector with the highest signal has its closest 6 neighbors active, that is, it must
be surrounded by an active hexagon of stations.[48]

3.4 Enhancements to the Pierre Auger Observatory

3.4.1 AMIGA

TheAugerMuons and Infill for theGroundArray, AMIGA, is a project tomeasure directly
the muon component of air showers by using buried scintillator counters. A schematic view of
the AMIGA layout is in figure 3.10.

The AMIGA detectors will be located at each of the 61 tanks that comprises the denser 750
m surface detector array. A single SD station will have 3 scintillator modules of 10 m2 each. The
muon detectors are buried, at a depth of 1.3 m, in order to have the electromagnetic component
of an air shower absorbed by the overburden, leaving only the muon component. At that depth,
the effectivemuon energy threshold is 600MeV/cos θµ, where θµ is the zenith angle of themuon.

3.4.2 HEAT

In addition to the standard fluorescence telescopes, there are 3 with an elevated field of view,
called High Elevation Auger Telescopes, or HEAT. As can be seen in figure 3.11, HEAT can be
tilted upward by 29° and were designed to cover an elevation range from 30° to 58°, lowering the
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3.4 Enhancements to the Pierre Auger Observatory

Figure 3.10 – Schematic view of the AMIGA layout. Plastic scintillators of 30 m2 are buried under≈ 280g/cm2 of
vertical mass at each SD tank that make up the infill array, in which surface detectors are distanced by 750
m. The unitary cell indicates a prototype of the muon detectors. [45]

energy range of hybrid air shower measurements to 1017 eV when in combination with the SD
array.

Figure 3.11 – Schematic view of the HEAT telescopes. a) Horizontal mode for calibration and b) Upward mode for
shower detection. [45]

3.4.3 Radio Detectors

The Pierre Auger Collaboration has a research program that is trying to understand if ra-
dio signals can be used to find the primary energy, mass and arrival direction of cosmic rays with
an accuracy at-least as good as other techniques. AERA, Auger Engineering radio array, is com-
prised of 153 radio detector stations with spacings that range from 150m to 750m covering a total
area of 17 km2. Each radio station has a dual polarization antenna, measuring the electric field in
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3 Pierre Auger Observatory

the N/S and E/W directions, an autonomous power system, readout electronics and a fiber optic
communication link to a CDAS.

Figure 3.12 –Map of the AERA on the left and a photograph of one radio station on the right. [49]

3.4.4 Auger Prime: Surface Scintillator Detectors

The main component of the recent Auger upgrade called Auger Prime are the surface scin-
tillator detectors, SSDs. These are 4 m2 plastic detectors which will be put on top of every water
Cherenkov detector. The goal of this upgrade is to measure the muon content of extensive air
showers by combining the measurements of both the WCDs and the SSDs, which have different
sensitivities to the EM and muonic component of an air shower. The WCDs are dominated by
signals from muons and photons and the SSDs are dominated by signals from electrons. Due to
this, the time distribution and amplitude of these two types of signals are different, allowing for
an indirect analysis with the intent of obtaining amore precisemeasurement of themuon content
of extensive air showers.

The scintillator detectors are based on the scintillation process, which is the emission of
luminescence photons by a material after being struck by a particle. The emitted photons will
be converted to a signal by the use of read-out wavelength-shifting fibers connected to a single
photo-detector. A scheme of an SSD can be seen in figure 3.13b.

The detectors aremade of 12 bars of extruded polystyrene scintillator. 1.6m long, 1 cm thick
and 10 cm wide. Each bar has 4 holes in which the fibers can be inserted.

In addition to the SSDs, the SD stations will have upgraded electronics that will increase
the data quality, the monitoring and calibration capabilities as well as a better local trigger and
processing power (by having an upgraded local station processor). The FD will also receive an
upgrade which will allow an increase of≈ 50% in the duty cycle.

3.5 WeatherMonitorization

Since the observatory uses the atmosphere as a calorimeter, it is necessary to have ways to
monitor it in order to accurately perform reconstruction of air showers. As can be seen in figure
3.14, each FD site has a LIDAR and weather station as well as an Infrared camera. The station
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3.5 Weather Monitorization

(a)

(b)

Figure 3.13 – a) Schematic view of aWCDwith a scintillator detector on top. b) Schematic view of the scintillator bars.
[49]

of Los Morados and Coihueco has an APF (Aerosol Phase Function). There is an Horizontal
Attenuation Monitor (HAM) and a ph(F)otometric Robotic Atmospheric Monitor (FRAM)
in Los Leones. Additionally, CLF and XLF, Central Laser Facility and eXtreme Laser Facility,
respectively, are installed at central positions within the surface array. The variable and frequency
that each instrument measures is in table 3.1.

Figure 3.14 – Schematic figure of the atmospheric monitoring devices in the Pierre Auger Observatory. [45]
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Category Variable Frequency Instrument(s)

State At ground: pressure, temp., wind, humidity
Profile: pressure, temp., humidity

5 min
3 h

Weather Stations
GDAS

Aerosols
Vertical optical depth (z)

Phase function
Angstrom coefficient

1 h
1 h
1 h

CLF, XLF + FD
2 APF units

FRAM (HAM)

Clouds

Presence in FD pixels
Behind FD sites
Along select tracks
Above CLF/XLF

15 min
15 min

Avg. 1/night
1 h

4 cloud cameras
4 lidar stations
FRAM, lidar

CLF, XLF + FD

Table 3.1 – Atmospheric measurements in the Pierre Auger Observatory and respective instruments. [45]

Figure 3.15 – Scheme of a) plane shower front and b) spherical shower front. [50]

3.6 Event Reconstruction

The event reconstruction of the surface detector array uses the times and the size of the sig-
nals of individual SD stations. The goal of the SD reconstruction is to obtain the arrival direction
and energy of the primary cosmic ray. Themain observable obtained from the FD reconstruction
is theXmax. For an analysis of the FD reconstruction see [45].

3.6.1 Shower geometry

Using a plane front approximation, one can find the shower axis and the location of the core.
The signal-weighted barycenter,~b, is defined as the spatial origin while the weighted barytime is
set as the time origin. A scheme of a plane shower front and a curved shower front is given in
figure 3.15.

The evolution of a plane shower front, moving at c, can be written as:

− â(~x(t)−~b) = c(t− t0) (3.6.1)

The shower plane is perpendicular to the shower axis. The time when the shower plane is
passing through a point x is given by the projection to the shower axis

ct(~x) = ct0 − (~x−~b)â (3.6.2)
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3.6 Event Reconstruction

Considering that there is no uncertainty in the station’s positions, the only deviation comes
from the time uncertainty of the start of the signal, σt.

The plane can be fit by minimizing χ2 using the differences between the measured signal
start and themodeled time start. Having the shower axis as â = (u, v, w), the station coordinates
~xi = (xi, yi, zi), cσti = σi and a constraint u2 + v2 + w2 = 1, χ2 is given by equation 3.6.3.

χ2 =
∑
i

(cti − ct0 + xiu+ yiv + ziw)2

σ2
i

(3.6.3)

A more realistic case is that one of a curved shower front. One can do that by adding a
parabolic term, to the previously seen plane fit, that describes the curvature of the shower front
near the impact point.

ct(~x) = ct0 − â~x+
ρ(~x)2

2Rc
(3.6.4)

whereRc is the curvature radius and ρ(~x)2 = (â+~x)2 = x2− (â~x)2 is the perpendicular
distance. In this case, the development of the shower front is given by:

c(ti − t0) = |~Rc − ~xi| (3.6.5)

where t0 and ~Rc are the time and spatial origin, respectively, and ti and ~xi are the timing
and position of the ith station. ~Rc is parametrized as ~Rc = ~c + Rcâ where Rc is the radius of
curvature as measured at the impact point~c.

To find â andRc, one has to minimize χ2 which is now given by:

χ2 =
∑
i

(c(ti − t0)− [Rcâ− ~xi])2

c2σ2
ti

(3.6.6)

3.6.2 Lateral Distribution Function (LDF)

Since the surface detector array only detects part of the total shower signal on the ground,
one can have the total shower signal on the ground by obtaining an LDF. The LDF relates the sig-
nal with the core distance and the most well-known LDF type is the Nishimura-Kamata-Greisen
(NKG) function [51] [52], which is of the general form:

S(r) = S(ropt)
( r

ropt

)β( r + r1

ropt + r1

)β+γ
(3.6.7)

where β, γ and S(ropt) are the fit parameters. S(r) is given in units of VEM 4, which is the
signal that a vertical muon generates. r1 = 700m and ropt = 1000m for the full array.

4. Vertical Equivalent Muon.
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3.6.3 Energy reconstruction

The energy reconstruction is based on the S(r1000). Its value decreases with θ due to the
attenuation of the secondary particles in the atmosphere [53]. The fCIC(θ) is a function that
gives the attenuation curve and is given by

fCIC(θ) = 1 + ax+ bx2 + cx3 (3.6.8)

with a = 0.980 ± 0.004, b = −1.68 ± +0.1, c = −1.30 ± 0.45 and x = cos2 θ −
cos2 θ̄ where θ̄ is the median angle [45]. Now converting S1000 to a reference signal size, S38 =
S1000/fCIC(θ), one can find the event’s energy, for hybrid events, in two complimentary and
independent ways:

EFD = A(S38)B (3.6.9)

whereA andB are fit parameters from the data of S38 as a function of theEFD, obtained
with themaximum-likelihoodmethod, and areA = (1.90±0.05)×1017 eV andB = 1.025±
0.007. The SD energy estimator is

ESD = A

(
S1000

fCIC(θ)

)B
(3.6.10)

3.7 MARTA

MARTA, which stands for Muon Array with RPCs for Tagging Air showers, is a hybrid
detector implemented by LIP in some stations from the surface array. It consists in the addition
of resistive plate chambers (RPCs) under the water Cherenkov detectors. TheWCDs will act as a
shield to the RPCs, absorbing most of the electromagnetic component of an air shower, leaving
the muonic component to be assessed by the RPCs. [54]

A more detailed description of the experimental setup used in this thesis, in a tank called
Tierra Del Fuego, will be given in chapter 6.1.

3.7.1 Resistive Plate Chambers (RPCs)

In the framework of the Pierre Auger Observatory, resistive plate chambers (RPCs) have
been proposed as a muon detector, to better understand the muonic component of extensive air
showers.

An RPC is a particle detector made of at-least two high-resistivity and parallel electrode
plates which produce a constant and uniform electrical field. The space between the two elec-
trodes is filled with a gas and an avalanche of electrons will be created after a charged particle ion-
izes the atoms of the gas, creating a signal that will be measured by the read-out pads. The gas has
a high absorption coefficient in order to avoid the propagation of photons created in a discharge
thus avoiding secondary discharges in other points of the detector. [55]

More information regarding the RPCs used in the experimental setupwill be given in chap-
ter 6.1.

36



4 Muons In Extensive Air Showers

This chapter will focus on the importance of muons in cosmic ray physics, namely in the
mass composition, and will present some recent results in regards to their measurements.

First, a general summary of a possiblemuon excess of data over simulationswill be presented
and then three measurements done by the Pierre Auger Collaboration, two by the IceCube ob-
servatory, one by Telescope Array and one by EAS-MSU will be shown.

4.1 General Summary ofMuon Studies

High-energy cosmic rays provide us with the ability to study hadronic interactions at ener-
gies which are not yet available inman-made colliders; hadronic interactionmodels are thus based
on extrapolations. As such, models of hadronic interactions are often not in accordance with the
measured showers’ observables. One such case is the number of muons. The expected number of
muons based on simulations is lower than the number of muons actually measured.

This phenomena of muon excess is seen not only by the Auger Collaboration but also by
other experiments, as can be seen in table 4.1.

Experiment Altitude (m) E (eV) Eµ (GeV) r/R0 Muon excess
HiRes-MIA [56] 1500 1017 to 1018 & 0.85 & 1 yes
PAO [57] [22] [58] 1450 & 1019 & 1 & 10 yes

Yakutsk [59] 100 & 1019 & 1 & 10 yes
IceTop [60] 2835 1015 to 1017 & 0.2 & 3 no

EAS-MSU [61] 190 1017 to 1018 & 10 . 3 no
IceTop [62] 2835 ≈ 1017 & 0.2 & 3 yes
TA [63] 1400 & 1019 & 0.01 & 20 yes

Table 4.1 – Comparion of several studies on the muon excess (data over MC). r is the distance to the shower axis and
R0 is 80 m. The difference between the two lines for IceTop are mainly the distance from the shower axis
and primary energy. Please see the text below and section 4.3 for the relevant discussion. [61]

Table 4.1 shows that there seems to exist amuon excess (of data over simulations) in extensive
air showers for primaries of higher energy, namely E ≥ 1019 eV. For primary energies in the
range 1017 − 1018 eV HiRes-MIA measured an excess of muons while EAS-MSU did not. The
differences between these two experiments is that the former is at an higher altitude (1500m above
sea level), the energy permuon isEµ ≥ 0.85GeV and it was the outer part of the shower that was
studied. The later has Eµ ≥ 10 GeV, it is at a lower altitude (190 m above sea level) and studied
the inner parts of the extensive air showers. IceTop did not measure an excess of muons in the
energy range of

[
1015, 1017

]
eV at 600 m from the shower axis [60]. It did however measure an

excess of muons at 800 m from the shower axis for primary energies of≈ 102 PeV [62].
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4.2 Study of muons with the Pierre Auger Observatory

4.2.1 Mean number of muons in highly inclined events

The mass composition of high energy cosmic rays is an important parameter to better un-
derstand, not only their nature, but also the anisotropies in the arrival directions as well as their
acceleration mechanisms and spectrum features.

Since it is not possible to study cosmic rays directly, there needs to be an observable related to
the secondary particles from which the type of primary cosmic ray can be derived. There are two
such parameters, theXmax and the number of muons. Having two complementary observables
reduces the systematic uncertainty in the inference of the mass composition.

As already seen, the number of muons increases almost linearly with the energy of the pri-
mary particle and with a small power of the primary mass, A.

Nµ = A

(
E/A

εc

)β
(4.2.1)

where εc is the critical energy at which charged pions decay into muons and β ≈ 0.9 [64].
TheNµ has however other dependencies of hadronic interaction properties, as shown by simula-
tions, such as the multiplicity, charge ratio and baryon pair production.

In order to accurately useNµ as away to infer on themass of the primary particle, the energy
needs to be measured independently.

The logarithmic gain of muons with energy is given by equation 4.2.2.

d lnNµ

d lnE
= β + (1− β)

d lnA

d lnE
(4.2.2)

Auger studied [58] the average number of muons in showers with E > 4 × 1018 eV and
zenith angles between 62°and 80°, that is, inclined events.

Since the EM component of an air shower is dominant, in order to measure muons, a way
to eliminate the EM component has to be used. Given that the γ and e± are easily absorbed by
the atmosphere and muons are not, the studied data is comprised of either highly inclined events
or signals far from the shower core, so that the secondary particles cross a large atmospheric depth.

The muon number is measured by using the relative scale factorN19, which relates the ob-
servedmuon densities at the ground to the average muon density profile of simulated air showers
initiated with a proton with a primary energy of 1019 eV. This scale factor is independent of the
zenith angle.

The muon density is given by:

ρµ(~r) = N19ρµ,19(~r, θ, φ) (4.2.3)

and so, in order to find the muon number, the direction of the shower (θ, φ) needs to be
reconstructed. ρµ,19 is a parametrization of the ground density for QGSJet-II-04 simulation of a
proton with an energy of 1019 eV.

Figure 4.1 shows an example of ρµ,19. Its shape and attenuation depends very weakly on
energy and mass for showers with θ > 60°. The lateral shape of ρµ,19 is also consistent across
different hadronic interaction models and air shower simulation codes.
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Figure 4.1 – Expected number of muon hits per SD station as predicted by a reference profile ρµ,19, for θ = 80°and
φ = 0°, in cylindrical coordinates around the shower axis. [58]

The muon content,Rµ of individual air showers with the same energy and direction is not
always the same as it suffers from statistical fluctuations in the development of the hadronic cas-
cade and also from possible different primary types from a mixed mass composition. These are
intrinsic fluctuations. There are also detector uncertainties. Rµ is given by RMC

µ = Nµ/Nµ,19

whereNµ is the total numberofmuons at the ground for eachMCevent andNµ,19 =
∫
dy
∫
ρµ,19dx.

Comparing this ratio to the value ofN19 obtained from the fit of equation 4.2.3 adjusted to a bias
from the model dependence of ρµ,19 gives deviations smaller than 3%. RMC

µ is thus abbreviated
toRµ.

Figure 4.2 – Hybrid events above 4× 1018 eV and a fit of the power law< Rµ >= a < E/1019 eV >b. The error
bars are statistical detectionuncertainties. The inset is an histogramof the residuals around the fitted curve
(black dots).[58]

Figure 4.2 shows data points forRµ as a function of the energy and their respective fit to a
power function given by:
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〈Rµ〉 = a

(
E

1019eV

)b
(4.2.4)

where a represents the average muon content 〈Rµ〉(1019) eV and b the logarithmic gain of

muons with energy
d〈lnRµ〉
d lnE

≈ d lnNµ

d lnE
. The fit parameters are as follows:

a = 1.841± 0.029± 0.324(sys.) (4.2.5)

b = 1.029± 0.024± 0.030(sys.) (4.2.6)

σ[Rµ]/Rµ = 0.136± 0.015± 0.033(sys.) (4.2.7)

Figure 4.3 – Average muon content per shower energy as a function of the shower energy. The circles are data and
the black line represents the fit to equation 4.2.4. Square brackets are the systematic uncertainty of the
measurement and the diagonal offsets represent the correlated effect of systematic shifts in the energy scale.
The grey band is the statistical uncertainty of the fit. The simulated curves are for θ = 67°for proton and
iron primaries. Black triangles at the bottom show the energy bin edges. Different bins have the same
number of events.[58]

Figure 4.3 is the average muon content per shower energy as a function of the shower en-
ergy for data and simulations with EPOS-LHC and QGSJet-II-04. The ratio 〈Rµ〉/(E/1019)
eV emphasizes the effect of the cosmic ray mass, A, on the muon number. The separation of the
proton and iron showers, in figure 4.3, shows the power of 〈Rµ〉 as a composition estimator. The
measured muon number is higher than in pure iron simulations, thus suggesting contributions
from heavier elements, which is astrophysically unlikely.
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Figure 4.4 – Average logarithmic muon content 〈lnRµ〉 as a function of the average shower depth 〈Xmax〉 at 1019 eV.
Model predictions are obtained from showers simulated at θ = 67°. [58]

Figure 4.4 shows the average logarithmicmuon content 〈lnRµ〉 as a function of the average
shower depth 〈Xmax〉 at 1019 eV. Comparing it to figure 4.3 shows a disagreement in the mass
composition as the 〈Xmax〉 information from figure 4.4 points to a composition lighter than iron
while figure 4.3 suggests a composition heavier than iron. Data and simulations are also not in
agreement as there is a lack of overlap in of the data point with any of the lines representing the
simulations by the different hadronic interaction models.

Figures 4.5a and 4.5b summarize and compare the measured data with model predictions.
All 4 hadronic interaction models fail to match the data of the mean logarithmic muon con-
tent, 〈Rµ〉, even though the models updated with LHC data have results slightly closer to the
observed. For the models to be consistent with the measurement of 〈lnRµ〉, the mean muon
number in simulations initiated by an energy of around 1019 eV would have to be increased by
30% to 80%+17%

−20%(sys.). If one were to consider themodel predictions the true value, thanAuger’s
energy scale would have to be increased by a similar factor.

For the logarithmic gain of muons with energy,
d〈lnRµ〉
d lnE

, the discrepancy between the
measured value and predictions of the different models is smaller. By adding the statistical and
systematic uncertainties in quadrature, deviations from pure proton are of 2.2 σ and from pure
iron of 2.6 σ, suggesting a mixed mass composition. The high gain of muons with energy favors
a transition from lighter to heavier elements in the considered energy range.
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(a) (b)

Figure 4.5 – (Left) Comparison of themean logarithmic muon content 〈lnRµ〉 at 1019 eV obtained fromAuger data
with model predictions for proton and iron showers simulated at θ = 67°, and for such mixed showers
with a mean logarithmic mass that matches the measured 〈Xmax〉. The dotted lines represent the interval
obtained by adding systematic and statistical uncertainties in quadrature. Brackets indicate systematic
uncertainties. (Right) Comparison of the logarithmic gain d〈lnRµ >/d lnE between 4× 1018 eV and
5× 1019 eV with model predictions, similar as to the graphic on the left.[58]

4.2.2 Muon Production Depth

Considering that theXmax is measured by the FDs, which only have about 15 % duty cycle,
it suffers from low statistics. The Muon Production Depth (MPD) can be constructed based on
arrival times of themuons on the ground, measured with the SD array, and, knowing that muons
decay from pions and kaons and that different primary types have different hadronic properties
that will translate into different longitudinal profiles, the MPD distribution is a good observable
for the study of the mass composition, as it is sensitive to the primary mass.

Auger recently explored the possibility of using MPD distributions to infer the mass com-
position of UHECRs and to constrain hadronic interaction models.[22]

Since the Bremsstrahlung and multiple scattering effects are not as important for muons as
for the EM component, muons point directly to their production depth. Their production point
is given by:

z ≈ 1

2

(
r2

c(t− 〈tε〉)
− c(t− 〈tε〉)

)
+ ∆− 〈zπ〉 (4.2.8)

The geometric parameters of equation 4.2.8 are defined in figure 4.6. tg is the geometric
delay, a time delay due to a deviation of themuon’s trajectories with respect to the direction of the
shower axis. 〈tε〉 is amean kinematic delay caused by themuons not travelling at c (which is one of
the assumptions of a first approximation) and by suffering inelastic collisions with air molecules.
tg has been aproximated by tg ≈ t− 〈tε〉.

Equation 4.2.8 translates a point in the ground and an arrival time of a muon onto its pro-
duction point. The production depthXµ is found by integrating the atmospheric density, ρ:

42



4.2 Study of muons with the Pierre Auger Observatory

Figure 4.6 – Geometry used to obtain the traveled distance by a muon and its time delay. [22]

Xµ =

∫ ∞
z

ρ(z′)dz′ (4.2.9)

(a) (b)

Figure 4.7 –MPD distributions produced by an iron shower with an energy of 1019 eV with two different zenith an-
gles, 41°(left) and 60°(right) using EPOS-LHC. The histograms are normalized to have the same maximal
height.[22]

As canbe seen in figure 4.7, theMPDat ground is a functionof the zenith angle. Forθ ≈ 41°
and lower, the shape and the position of the maximum is also a function of the distance from the
core, r. At zenith angles of roughly 60°, the differences betweenMPDs at different distances from
the core is small. This is due to large values of z dominating at higher zenith angles and so the
dependence of the distance the muon traveled, l, on r is smaller.
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For each event, a Gaisser-Hillas function is fitted to the muon longitudinal development
profile:

dN

dX
=
dNmax

dX

(
X −X0

Xµ
max −X0

)Xµ
max −X0

λ e

Xµ
max −X0

λ (4.2.10)

Xµ
max is the point in the shower axis where the muon production reaches its maximum.

This is the main observable for the studies of mass composition in [22]. The analyzed data has
zenith angles in the interval [55°, 65°].

Figure 4.8 – 〈Xµ
max〉 as a function of energy for data (black circles) and simulations by Epos-LHC and QGSJet-II-04

initiated by a proton (red) and an iron (blue). Brackets represent the systematic uncertainty.[22]

Figure 4.8 shows 〈Xµ
max〉 as a function of the energy for a total of 481 events. It suggests a

change in composition with increasing energy. The measured data is compatible, within errors,
with simulations using QGSJet-II-04 initiated by an iron nuclei. The muonic elongation rate,
evolution ofXµ

max with energy, is similar for both models, differing only in the absolute value of
Xµ
max.

SinceXµ
max andXmax are strongly correlated, by a correlation factor of≥ 0.8, according

to simulations, it is possible to convert both into 〈lnA〉. Figure 4.9 shows this conversion using
QGSJet-II-04 and EPOS-LHC as reference models 1.

It is seen that for EPOS-LHC, the composition seems to be heavier than iron for higher
energies, usingXµ

max.Xmax andXµ
max are clearly incompatible with each other, by at-least 6 σ.

For QGSJet-II-04,Xµ
max andXmax differ by a lesser amount: 1.5 σ. Thus, neither model

describes the EM and muonic component of air showers in a compatible way.

1. In order to convertXmax andXµ
max into lnA, one needs to compare measurements with simulation data,

in order to give a mass number to a given observable.
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Figure 4.9 – Conversion of 〈Xµ
max〉 and 〈Xmax〉 to 〈lnA〉 as a function of energy for two reference hadronicmodels,

QGSJet-II-04 (left) and EPOS-LHC (right). Brackets represent systematic uncertainties.[22]

4.2.3 Testing hadronic interactions

In [65], hadronic interactionmodels were tested in 411 hybrid events with a primary energy
of 1018.8 - 1019.2 eV and θ < 60° whose longitudinal and lateral development were measured,
simultaneously, by the Pierre Auger Observatory. The small energy range is chosen so that the
mass composition is not changed much while also having enough statistics.

Figure 4.10 – Left: Illustrative measurement of a longitudinal profile with its matching simulated showers, using
QGSJet-II-04. Right: Observed and simulated ground signal for the same event. The curves are an LDF
fit to the signal.[65]

Figure 4.10 shows that the measured longitudinal profile matches the simulation curves.
The observed ground signal is, however, systematically bigger than the simulated signal, as can be
seen in the right figure. This disparity between the observed signal and the simulated signal is one
of the current problems in the physics of cosmic rays.

This analysis used the S(1000), ground signal at a distance of 1000 m from the core for
measured data and a re-scaling of that ground signal for simulated events. For a shower iwith an
assumedprimarymass j,SEM andShad are the electromagnetic and hadronic signal, respectively.
The S(1000) is re-scaled by using:
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Sresc(RE , Rhad)i,j = RESEM,i,j +RhadR
α
EShad,i,j (4.2.11)

whereRE is an energy re-scaling parameter andRhad is a re-scaling of the hadronic compo-
nent of the shower. The first re-scales the total ground signal of the event while the later, Rhad,
only the signal from hadronic origin. RαE is due to the hadronic signal increasing slower than
linearly with energy. αwas found to be≈ 0.9 by simulations using EPOS and QGSJet-II.

Figure 4.11 – Best fit values ofRE andRhad. The ellipses and gray boxes show the 1σ statistical and systematic uncer-
tainties.Rhad is the scaling of the hadronic component of the extensive air shower andRE is the scaling
of the EM component. [65]

Figure 4.11 shows the values ofRE andRhad for EPOS-LHC andQGSJet-II-04 for proton
and mixed compositions which were obtained by maximizing a likelihood function which is a
function of Sresc and S1000 from simulations and data, respectively. It shows that there is no
need for a re-scaling of the energy but the hadronic signal is, in the studied data, significantly
larger than predicted by both EPOS-LHC and QGSJet-II-04. The difference in Rhad between
these two models could be due to some incorrectly modeled features of hadronic collisions or it
could be an indication of new physics in hadronic interactions at ultra-high energies.[65]
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4.3 Study of muons with the IceCube/IceTop observatory

The IceCube is an important observatory to study the discrepancy between the number of
muons detected and the number of muons simulated in EAS at the highest energies. This is due
to the ability of separating the GeV and TeVmuon component in air showers. Figure 4.12 shows
a sketch of an air shower developing over the IceCube observatory. The GeV muons are detected
by the surface component of IceCube called IceTopwhile detectors buried in the icemeasure only
the TeV muons since the lower energy muons were absorbed by the 1.5 km thick ice. The energy
threshold for vertical particles is 0.3 TeV.

Figure 4.12 – Sketch of an air shower over the IceCube Neutrino Observatory. [62]

By using tanks from the Icetop array far from the shower axis, single muon hits can be sep-
arated from hits from other particles. In [62], figure 4.13 was obtained and shows the average
lateral muon density profiles for showers in which the particle particle has a zenith angle≈ 13°.

Using simulations of proton and iron primaries, figure 4.13 was shown to be slightly biased
and, taking into account the average effect for these simulations, figure 4.14 was obtained.

Figure 4.14 shows the muon density for a lateral distance of 600 m and 800 m as a func-
tion of the primary energy with expected values using CORSIKA and SIBYLL 1.2 represented by
full-lines. At 1 PeV the results are compatible with a light composition and as energy rises the com-
position seems to grow heavier. Around 102 PeV and at 800 m from the shower axis the density
of muons is larger than predicted for iron primaries which is not plausible from an astrophysical
point of view. This discrepancy between the number of muons measured and simulated is likely
due to a deficient description of muons by SIBYLL 2.1 as energy increases. The muon density for
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Figure 4.13 – Lateral profiles of muon density as observed in IceTop for near vertical showers (average θ ≈ 13°) for
several energy bins. The average energy per bin is shown in text. Dotted and dashed lines are estimates
based on alternative models used to fit background of non-muon signals. Open dots represent discarded
results due to the impact of non-muon background: their systematic uncertainty becomes too large for
distances closer to the shower axis. These profiles are results obtained directly from fits of signal distribu-
tions without applying any composition-dependent correction. [62]

600 m is between the expected simulated value for iron and proton primaries although, for this
distance, the range of primary energy is smaller. [62]

Another Icecube result, [60], measured the muon content of air showers. Figure 4.15 is a
distribution of lateral distance and tank signal for air showers with energy 4 PeV < E < 5 PeV
and a zenith angle 28° < θ < 32°. It can be seen that at large distances there are two separable
and different populations: one follows the main distribution and the other, with signals around 1
VEM, is mostly from tanks hit by one or more muons. Figure 4.16 shows these two populations
more clearly using two cuts on the lateral distance, at 257 m and 646 m.

Themean number ofmuons is obtained by fitting the charge distributions at a fixed energy,
zenith angle and lateral distance, as shown in figure 4.16. The fit uses 3 different models, each
model representing a different signal’s population: signals with muons, signals without muons
and signals that, while not produced by the air shower, have a time coincidence with it 2. Dividing
the mean number of muons with the cross-sectional area of the tanks gives the muon density at a
particular location, which is plotted in figure 4.17. This figure shows that themuon density at 600
m from the shower axis for almost vertical cosmic ray events is, for the range of energies considered,
between the simulated density for proton and iron primaries. This result is compatible with the
one from figure 4.14 at 600 m from the shower axis.

2. For a description of the models, please see [60]
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Figure 4.14 – Top: Muon density at 600 m and 800 m as a function of primary energy for near vertical showers. Lines
show the expected values for proton (red) and iron (blue) simulated with CORSIKA and SIBYLL 2.1.
Bottom: Same as above but with densities normalized to the expected density for proton showers. Brack-
ers represent systematic uncertainties and the muon densities were corrected for a small composition-
dependent bias. [62]

Figure 4.15 – Signal distribution as a function of lateral distance for showers with an energy 4PeV < E < 5PeV and
a zenith angle 28° < θ < 32°. [60]
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Figure 4.16 – Distribution of signals at two fixed lateral distances, 257 m and 646 m. The energy and zenith angle
are the same as figure 4.15. The yellow line corresponds to EM particles and the red line to accidental
coincidences. The green line represents 1 or more muons and its model is explained in [60].

Figure 4.17 – (a): Muon density as a function of lateral distances for showers with a zenith angle ≈ 13 °. (b): Inter-
polated value for 600 m from the shower axis and comparison to the expected simulated value using
QGSJet-II-04, EPOS-LHC and SIBYLL 2.1 for two different primary compositions, proton and iron.
[60]
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4.4 Study of muons with the Telescope Array

The Telescope Array 3 (TA) has also studied the muon puzzle. By using data obtained with
the SD array during 11May 2008 and 11May 2015 (7 years) with an energy ranging from 1018.8 eV
and 1019.22 eV,TA compared the detected number ofmuonswith the number ofmuons expected
from simulations. According to data taken by TA’s FDs, in the considered energy range theXmax
is compatiblewith a light composition, hence the simulations are done for protonprimaries unless
stated otherwise. The simulated energies range from 1016.55 eV to 1020.55 eV and the zenith angle
is isotropic between 0° and 60°. For the experimental data, the energy scale is corrected with the
FD. This is so a difference in the number of muons is not due to a different energy scale.

Figure 4.18 shows the lateral distribution of the signal for data and for proton simulations
as well as the ratio of the data to the MC. The signal size for that is consistently larger than for
simulations. It can also be seen that the distribution for the data decreases slower than forMC. For
R > 4000, the two distributions are closer again due to the atmospheric muons dominating the
signals from the SD.The comparisonbetweendata and simulations for other hadronic interaction
models are done in figure 4.19 and in figure 4.20 the ratio of the signal size of data to the MC
for two primary types, proton and iron. Figure 4.20 shows that the average signal of the data is
different than the MC, for iron, considering errors, forR & 2500 m. Table 4.2 summarizes the
results for each bin of distance for the 2 primaries using QGSJet-II-03.

(a) (b)

Figure 4.18 – Lateral distributions for data and simulations for 30° < θ < 45° and 150° < φ < 180° as a function
of distance to the shower axis. The thin vertical error bars are statistical errors while the grey thick error
bars represent quadratic sums of statistical and systematic errors. (a) Average signal assuming a Poisson
distribution and (b) average ratio of data over simulations. The simulations are for a proton primary.[63]

In the condition of muon purity of ≈ 65% (30° < θ < 45°, 150° < φ < 180° and
2000m < R < 4000m) for primaries of energy 1018.8 eV and 1019.2 eV, the ratio of the signal

3. The Telescope Array is an hybrid observatory with a surface array of 507 scintillation counters covering 700
km2 and 3 fluorescence detector stations. It is located in Utah, USA.
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(a) (b)

Figure 4.19 – Same as figure 4.18 but with additional simulations using different hadronic interaction models. (a) In
order for the error bars to be easily seen, the plot for the 3 last hadronic interaction models are shifted to
the right. (b) Average ratio of data over simulations.[63]

Figure 4.20 – Ratio of signal size of data over simulations for proton and iron primaries using QGSJet-II-03. The ver-
tical thin error bars are statistical errors while the thick shaded bars represent quadratic sums of statistical
and systematic errors.[63]

size of data to the simulationsusingQGSJet-II-03 is 1.72±0.10±0.37 at1910m < R < 2160m
and 3.14±0.36± 0.69 at 2760m < R < 3120m. Using instead the model QGSJet-II-04, the
ratios are smaller, namely, 1.67±0.10±0.36 and 2.75±0.32±0.60 for the same bins of distance.
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R [m] Ratio±σstat. ± σsyst.
Proton Iron

[1500, 1695] 1.47+0.09
−0.08 ± 0.35 1.72+0.07

−0.06 ±0.28

[1695, 2160] 1.56+0.09
−0.08 ± 0.35 1.16±0.06± 0.26

[1915, 2160] 1.72±0.10± 0.37 1.26±0.07± 0.27
[2160, 2445] 1.69±0.12± 0.37 1.22±0.08± 0.27
[2445, 2760] 2.05±0.18± 0.46 1.38±0.11± 0.31
[2760, 3120] 3.14±0.36± 0.69 1.74±0.19± 0.38
[3120, 3525] 3.49±0.68± 0.86 1.71±0.30± 0.42
[3525, 4180] 5.18±1.64± 1.27 2.96±0.83± 0.72
[4180, 4500] 1.85±1.95± 1.81 0.99±0.99± 0.99

Table 4.2 – Ratio of the observed signal size by the SD to the expected value using simulations with QGSJet-II-03 as a
function of the distance to the shower axis, R. Statistical and systematic errors are also shown.[63]

Figure 4.21 shows the relationship between the purity of muons expected from simulations
and the ratio of signal size of data over MC. It can be seen that for a higher purity of muons, the
difference in signal size between the two types of data is larger which suggests that the discrepancy,
or muon puzzle, is because of an excess of muons in the data.

Figure 4.21 – Ratio of the signal size of data over simulations as a function ofmuon purity for several conditions of the
zenith and azimuth angle. The hadronic interaction model used is QGSJet-II-03. The vertical thin error
bars are statistical errors while the thick shaded bars represent quadratic sums of statistical and systematic
errors.[63]

This TA result is consistent with the results from the Pierre Auger Observatory.
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4.5 Study of muons with the EAS-MSU observatory

The EAS-MSUobservatory has also studied themuon puzzle, in [61]. The EAS-MSU array
is located in Moscow at an altitude of 190 m above sea level. The array occupies an area of 0.5
km2 with 76 stations to detected charged particles, each consisting of multiple Geiger-Mueller
counters. The center of the array is where the main muon detector is located and consists of 1104
Geiger-Mueller counters occupying an area of 36.4 m2. The counters are at a depth of 40 meters
of water equivalent underground. [61]

This experiment focused on cosmic rays with θ < 30°, a primary energy of E & 1017

eV and a distance of lesser than 240 m from the shower axis to the center of the array. The data
comprised 1204 days and consists of 809 cosmic ray events.

The primary composition for use in the simulationswere determined by data taken by EAS-
MSU itself. It was found that a mixture of 43% protons and 57% iron described best the data
obtained with the surface array. This is the mass composition mixture used for event generation
in the simulations.

To quantify a possiblemuon excess a parameterkwas introduced in order to scale themuon
number in simulated showers. k = 1 corresponds to themuon number predicted by simulations
using QGSJet-II-04. This k parameter was implemented only for the muon density measured by
the underground detectors, surface-detector observables remain unchanged. A binned chi-square
method was used to test for a muon excess of data over simulations.

Figure 4.22 shows the distributions in ρµ at 100 m from the shower axis for data and simu-
lations where ρµ was obtained by fitting the data/simulations to equation 4.5.1.

ρµ(r) = Nµ

(
r

R0

)−αµ
exp(−r/R0) (4.5.1)

withR0 = 0.80m and αµ = 0.64± 0.08 for the best fit mixture and αµ = 0.88± 0.18
for the data.

It can be seen in figure 4.22 that the distributions are in good agreement. The mixture that
best describes the ρµ(100) distribution is (54 ± 6)% iron. Figure 4.23 shows how a change of
the k coefficient affects the agreement between data and simulations for ρµ(100). It plotsχ2/dof
as a function of k and it can be seen that, for the blue line, k = 0.92 ± 0.06. Thus, the muon
excess is not observed and k > 1 is excluded by the data at the 92% confidence level. This result is
true for QGSJet-II-04. Other hadronic interaction models, namely EPOS-LHC, SIBYLL 2.1 and
QGSJet-01, were also tested and in all cases the muon excess was not seen.
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4.5 Study of muons with the EAS-MSU observatory

Figure 4.22 – Distribution of ρµ(100). Points with error bars are data and the blue histogram are MC simulations
using QGSJet-II-04 based on a primary composition inferred from surface-detector data (43% protons
and 57% iron).[61]

Figure 4.23 – χ2 per degree of freedom for the muon scaler coefficient, k. Blue line assumes the EAS-MSU surface-
detector composition, the green dashed line assumes the KASCADE-Grande composition and the red
dotted line the Tunka-133 composition. The horizontal line represents 68% confidence level.[61]
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5 Towards anMLDF at TdF

The objective of this thesis is to find ameanmuonLDF in 1017 eV air showers. For practical
reasons, theworkwill be doneusing only oneMARTAstation. There is only oneMARTAstation
setup inAuger’s SD array and in the time period of thiswork it is not viable to increase the number
of WCDs instrumented with RPCs. The MARTA station consists of two RPCs below the tank,
one on top of the other. In this section only one RPC will be considered.

The measurement of this muon LDF has one main requirement: enough statistics for a
successful reconstruction of a muon LDF at TdF using muons detected by only one station. In
order to do this, an energy cut is done. The energy range studied in this work is

[
1017, 1017.5

]
eV. In this energy range, the flux of cosmic rays is sufficiently large and Auger’s trigger system has
a high probability of detecting and saving events, thus making them useful data. Since the flux
decreases as roughlyE−3.29 in this energy range, decreasing the overall energy increases the flux.
A high cosmic ray flux guarantees that there are enough events whose core is near the TdF station
so that there is a large number of muons detected. At this energy range, there are, if any, minimal
changes in the mass composition which reduces final uncertainties. Another parameter that can
be changed to increase the feasibility of this measurement is the detection time. By increasing the
acquisition timewe are increasing the number of events detected and consequently the number of
muons. Changing the active area of the RPC, by increasing the number of pads, is also something
that can be considered. The viability of making an actual reconstruction of a muon LDF using
real data obtained by twoRPCs below aWCDneeds first to be studied. This can be done by using
Monte-Carlo simulations.

Toy-MC simulations have obvious drawbacks when compared to full Monte-Carlo simula-
tions, done with, for example, CORSIKA. The Toy-MC is based on theHeitler model, which is a
simplified version of the interaction and collision of particles in atmospheric cascades, and several
assumptions were made. The conclusions are, however, representative of what is to be expected
when acquiring real data and the advantages of using a self-made Toy-MC are obvious: it is fast,
light on resources and easily tuned.

This section will provide answers to the aforementioned idea by analyzing results obtained
by a self-made Toy-Monte-Carlo algorithm fine tuned with full CORSIKA simulations in order
to reduce uncertainties and guarantee an accurate analysis.

5.1 Algorithm

The algorithm for the Toy-MC can be succinctly explained. First, a core position for the
event is generated randomly in an area equal to the one of the Infill array. An azimuth and a
zenith angle are generated, the first following a random distribution between 0 and 360° and the
second following sin θ, for 0 ≤ θ ≤ 90°. The distance to the shower axis is found using the
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5 Towards an MLDF at TdF

previously generated core position (x, y). The cosmic ray is either a proton or an iron nuclei,
with 50/50 probability, and an energy that follows a distribution of approximately E−3.29 and
1017 ≤ E ≤ 1017.5 eV.

Given the zenith angle, the type of primary cosmic ray and its energy, a lateral trigger prob-
ability function (LTP) will decide if the event triggers the T4 condition, hence if it is saved. Non
saved events are discarded and do not affect the final LDF reconstruction. The average number
ofmuons is found using a parametrized LDF, the core distance calculated previously and the pro-
jected area of the RPC. The number of muons detected at the RPC is then calculated using a
Poisson distribution centered around the average number of muons. A more detailed explana-
tion of the algorithm is in section 5.3.

The next section will describe the parametrization of a muon LDF which will serve as an
input function in the Toy-MC algorithm.

5.2 Parametrization of a muonic LDF

In order to compute the number of muons, detected at the TdF station, one has to have an
LDF parametrized in order to serve as an input function that translates distance from the shower
axis to the detector to number of particles. Knowing that the Toy-MC is a general algorithm used
for different primary types energies and angles, it is necessary to find a parametrization for an
MLDF in energy, zenith angle and mass composition.

This parametrizationof amuonicLDFwasdoneusingCORSIKAdata created in the frame-
work of theAugerPrime upgrade studies. There are 4 sets of data that can be seen in table 5.1. This
analysis was done using the Offline software framework of the Pierre Auger Observatory [66].

Primary Particle Primary Energy [eV] Primary Zenith angle [°]
Proton 1017 38
Proton 1017.5 38
Iron 1017 40
Iron 1017.5 40

Table 5.1 – Data sets of CORSIKA used to find a parametrization of a muonic lateral distribution function. The az-
imuth angle of the primary particle was random in −180° to 180° and the observation level was 1400 m
(Auger’s altitude) for all sets. There are 100 events for each set. All simulations were done usingQGSJet-II-
04.

For each data set, the following was done:

1. Search all ground particles;

2. Verify if it is a muon or an anti-muon;

3. Calculate the core distance of each muon/anti-muon;

4. Divide the range of distance in bins;

5. Calculate the area of each distance ring;

6. Calculate the density of muons per ring-distance bin;
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5.2 Parametrization of a muonic LDF

7. Find the average density of muons by diving the total number of muons per distance bin
by the total number of events for a given data set;

8. Plot the average density of muons as a function of the center of the ring-distance bin;

9. Do an iterative fit of the plotted function;

5.2.1 Fit to the CORSIKA Simulations

The plotted functions of density of muons at ground as a function of their core distance
were fitted using a KASCADE-Grande 1 likeMLDF, given by equation 5.2.1, where the values of
α, γ and r0 are 0.75, 3 and 320 m, respectively [68]. The free parameters are β andNµ and the
fit used a chi-square method. The fit was iterative, first fittingNµ and then β, several times while
both the conditions |βcurrent − βprior| ≥ 0.0001 and

∣∣Nµcurrent −Nµprior

∣∣ ≥ 0.0001 were
true. prior refers to the value before the current iterative run. The fit was initiated withNµ = 12
and β = 2.44 ± 0.38 as that were the approximate results for a muon LDF found in [68] for a
vertical proton of 1017.75 eV formuons at ground level. The fit starts at a distance of 110mas the
average χ2 across all data sets was a minimum for that distance.

ρµ(r) = Nµ

(
r

r0

)−α(
1 +

r

r0

)−β(
1 +

(
r

10r0

)2
)−γ

(5.2.1)

Figures 5.1, 5.2, 5.3 and 5.4 show the obtainedmuon LDFs for each data set. The fit param-
eters, β andNµ are in table 5.2.

Figure 5.1 – Fit ofCORSIKAdata set for a protonprimarywith energy1017 eV.The fitwas done using anKASCADE-
Grande like function given by equation 5.2.1. The fit parameters can be seen in table 5.2.

1. KASCADE-Grande is an extension of the original Kascade experiment. It was designed to study extensive air
showers generated by primary cosmic rays in an energy range of 1014 to 1018 eV. It is located in Karlsruher Institut für
Technologie, Germany, and consists of an array of 37 scintillation detectors at an average spacing of 137 m [67]
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5 Towards an MLDF at TdF

Figure 5.2 – Fit of CORSIKA data set for a proton primary with energy 1017.5 eV. The fit was done using an
KASCADE-Grande like function given by equation 5.2.1. The fit parameters can be seen in table 5.2.

Figure 5.3 – Fit of CORSIKA data set for an iron primary with energy 1017 eV. The fit was done using an KASCADE-
Grande like function given by equation 5.2.1. The fit parameters can be seen in table 5.2.
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5.2 Parametrization of a muonic LDF

Figure 5.4 – Fit ofCORSIKAdata set for an ironprimarywith energy1017.5 eV.The fitwas doneusing anKASCADE-
Grande like function given by equation 5.2.1. The fit parameters can be seen in table 5.2.

The uncertainty of each point (which, despite not being visible, is there) was calculated bin
by bin using equation 5.2.2 whereNµ is the total number of particles per distance-bin,N is the
total number of events for a given set (100 in this case) and A is the area of the ring-distance-bin.

δρµ =

√
Nµ

N
A

(5.2.2)

Parameter proton, e17 proton, e17.5 Iron, 17 Iron, 17.5
β 2.096± 0.002 2.107± 0.001 2.007± 0.002 2.044± 0.001

Nµ

[
m−2

]
1.563± 0.002 3.509± 0.003 1.993± 0.003 4.740± 0.004

N. of iterative cycles 41 46 45 49

Table 5.2 – Fit values of the free parameters of the muon LDF function, β andNµ, and respective uncertainties for
each CORSIKA data-set. The number of iterative cycles is the number until convergence was achieved.

Table 5.2 shows the parameters of the fit to the CORSIKA data. While β is approximately
constant with a changing primary type and energy it is slightly bigger for proton. Nµ increases
both with energy and withmass being a maximum for the data set of an iron primary with 1017.5

eV. The difference inNµ is larger when changing from a primary with 1017 eV to 1017.5 eV, with
fixed mass, than when changing the primary type from proton to iron, with fixed energy, that is,
Nµ changes more with energy than with mass for the ranges considered here. Considering the
relation for the number of muons from the Heitler model, equation 4.2.1, this is expected due to
the number of muons increasing with the energy with a bigger power than with primary mass.
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5 Towards an MLDF at TdF

5.2.2 Parametrization of β(E) andNµ(E)

Aparametrization is nowpossible with the values ofβ andNµ for the two energies, 1017 eV
and 1017.5 eV. According to equation 4.2.1,Nµ is approximately linear with energy since it grows
as a power of 0.9 over a small range of energy. The changes in β are small enough over the energy
range

[
1017, 1017.5

]
eV and as such a linear regression is a good approximation. If one were to

consider larger energy ranges, a deeper understanding of the behaviour of β with energy would
be needed.

Figures 5.5 is a linear fit ofNµ and β for the two considered energies and for a proton pri-
marywith a zenith angle of 40°. Changes of the number ofmuons given by theMLDF to a chang-
ing primary type will be parametrized according to the Heitler Model, as seen in section 2.7. The
parametrization ofβ andNµ as a function of the energy of the primary particle are given by equa-
tions 5.2.3 and 5.2.4, respectively.

β(E) = 2.091 + 5.087× 10−20E (5.2.3)

Nµ(E)[m−2] = 0.663 + 9× 10−18E (5.2.4)

Figure 5.5 – Parametrization of β andNµ as a function of the primary energy, 1017 and 1017.5 eV. All data points are
for a proton primary and a zenith angle of 40°.

It is now possible to generalize the values of β andNµ, parameters of a muon LDF seen in
equation 5.2.1, to the range of energy 1017 ≤ E ≤ 1017.5 eV.
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5.2 Parametrization of a muonic LDF

5.2.3 Comparison of a parametrized LDFwith full simulations

Since the Toy-MC will use a muon LDF as an input function in order to translate distance
into number of particles in the TdF detector, it is important to make sure that the input LDF
accurately describes full-simulations.

Equation 5.2.5 represents the final muon LDF parametrization.A1−βH is anHeitler model
correction to the mass of the primary particle, as explained in section 2.7, and βH is 0.90 ± 0.3
[64]. The term cos θ

cos 40° represents an absorption of muons in the atmosphere and from the fact
thatNµ(E)was parametrized using data for θ = 40°.

Figures 5.6, 5.7, 5.8 and 5.9 show that the LDF parametrization is a good fit to the COR-
SIKA data sets shown in table 5.1.

ρ(r) = A1−βH cos θ

cos 40°
Nµ(E)

( r

320

)−0.75(
1 +

r

320

)−β(E)
(

1 +

(
r

10× 320

)2
)−3

(5.2.5)

Figure 5.6 – Parametrized LDF given by equation 5.2.5 are in green, blue and purple, and full CORSIKA simulations
is in black. Green is with βH = 0.90, blue with βH = 0.87 and purple βH = 0.93. CORSIKA
simulations for a proton primary with energy 1017 eV and a zenith angle of 40°.

ρµ(450) [m−2] p,17,40 p,17.5,40 fe,17,38 fe,17.5,38
CORSIKA fit 0.181138 0.402806 0.249819 0.575187
βh = 0.87 0.181165 0.40282 0.314498 0.699284
βh = 0.9 0.181165 0.40282 0.278723 0.619738
βh = 0.93 0.181165 0.40282 0.247017 0.54924
%diff(%) 0.015 0.004 11.570 7.745

Table 5.3 – Values for ρµ(450) calculated, for each data set, by the functions given by the fits to the CORSIKA data
and equation 5.2.5, for different βh. %diff is given by equation 5.2.6, where βh = 0.9.
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5 Towards an MLDF at TdF

Figure 5.7 – Parametrized LDF given by equation 5.2.5 are in green, blue and purple, and full CORSIKA simulations
is in black. Green is with βH = 0.90, blue with βH = 0.87 and purple βH = 0.93. CORSIKA
simulations for a proton primary with energy 1017.5 eV and a zenith angle of 40°.

Figure 5.8 – Parametrized LDF given by equation 5.2.5 are in green, blue and purple, and full CORSIKA simulations
is in black. Green is with βH = 0.90, blue with βH = 0.87 and purple βH = 0.93. CORSIKA
simulations for an iron primary with energy 1017 eV and a zenith angle of 38°.
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5.3 Monte-Carlo simulation studies

Figure 5.9 – Parametrized LDF given by equation 5.2.5 are in green, blue and purple, and full CORSIKA simulations
is in black. Green is with βH = 0.90, blue with βH = 0.87 and purple βH = 0.93. CORSIKA
simulations for an iron primary with energy 1017.5 eV and a zenith angle of 38°.

%diff =
|ρµ(450, corsika)− ρµ(450, βh = 0.90)|

ρµ(450, corsika)
× 100 (5.2.6)

Table 5.3 shows the values of ρµ(r) calculated at r = 450 m for the curves given by the fit
to the CORSIKA data and equation 5.2.5 for all the sets of data. The %diff is roughly 0% when
the primary is a proton and 8% to 12% when the primary is iron. While those differences could
be smaller, they are still in the range of acceptable results since the goal of theMC is to evaluate if
there is enough statistics to do anMLDFmeasurement.

5.3 Monte-Carlo simulation studies

Nowthat aparametrizationof amuon lateral distribution function (MLDF)hasbeen found
we can proceed with the studies of the feasibility of a reconstruction of anMLDFwith our setup
using ourMonte-Carlo simulation tool. The algorithm for the Toy-MCwas succinctly explained
in section 5.1. In order to reconstruct the MLDF at TdF, cosmic ray events need to be generated
with some input parameters, namely, the primary energy, the primary type and its zenith and az-
imuth angles. The ground position ((x, y)) is also generated, uniformly, in an area equal to the
Infill area. The distributions for these variables are chosen so that the MC reproduces a flux of
cosmic rays that represents the true measured flux, namely the energy, the mass and the arrival
distributions. Only with appropriate input variables can the number of muons which will arrive
to TdF’s detector be found. In section 5.3.2 the distributions of the input parameters are shown.

Knowing the event’s ground position ((x, y) point) and its zenith and azimuth angle, the
minimum distance from the TdF’s detector to the shower’s axis is computed by using equation
5.3.1. This distance is known as the distance to the shower axis and/or 3D distance, as opposed
to the surface distance and/or 2D distance, which is the distance on the ground plane, that is,
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5 Towards an MLDF at TdF

d2D =
√
x2 + y2. The 3D distance calculation is in appendix A and is found by using equation

5.3.1.

d =
(
(x2 + y2) cos2 θ + sin2 θ

(
x2 sin2 φ+ y2 cos2 φ

)
− 2xy sin2 θ cosφ sinφ

)1/2
(5.3.1)

The zenith angle, the type of cosmic ray (a proton or an iron nuclei) and its energy are used
as variables in a lateral trigger probability (LTP) function, which tells if the event is likely to be
detected by the T4 trigger condition of Auger’s SD array. Essentially, the LTP decides if the event
is deleted or saved for posterior analysis.

To normalize the density of muons to a number of muons we use the projected area of the
RPC in the shower plane,Aproj. = Aeffect. cos θ, whereAeffect. is the effective area of the RPC and
it is equal to the area per pad (0.14 × 0.18 m2) times the number of pads in the RPC, 48. Since
the density of muons is given as a function of the 3D distance, it is necessary to use the projected
area since that is the area of the RPC in the shower plane. Knowing the distance to the shower
axis and the projected area for the saved events, the number of muons detected at TdF is finally
generated by using a Poisson distribution centered in the average number of muons, which is the
output of the input LDF. A 3D histogram is then built using the number of muons at TdF and
the 3D distance of the event that generated them. Finally, anMLDF is reconstructed by using the
information on the previously drawn 3D histogram.

The number of events generated is given by the integration of the flux of cosmic rays and
will be calculated in the next section. Table 5.4 summarizes the initial conditions for the Toy-MC
algorithm.

N. of events Area [km2] CR Type CR Energy [eV] CR angle [rad] N. of pads Pad area [m2]

67173 23.5 50% proton
50% iron 1017 ≤ E ≤ 1017.5

0 ≤ θ ≤ π/2
0 ≤ φ ≤ 2π

48 0.14× 0.18

Table 5.4 – Initial conditions for the Toy-MC algorithm. There are 48 active pads in the RPC below the TdF’s tank.

The energy is random in a distribution ofE−3.29 eV, with 3.29 being the spectral index for
energies below that of the ankle, and the zenith angles go with sin θ. The area 23.5 km2 corre-
sponds to the area of the Infill array and amixed composition explains UHECR’s data better than
pure compositions, as seen in [11].

5.3.1 Flux of cosmic rays: Number of events

The graphics that follow are drawn for a number of events calculated by using the cosmic
ray flux in a 1-month period from the upper hemisphere in a surface area, A. Knowing that the
cosmic ray flux is given by:

J(E) = J0

(
E

Eankle

)−γ1
(5.3.2)

integrating in the energy range of 1017 ≤ E ≤ 1017.5 eV and in the upper-hemisphere
0 ≤ θ ≤ π/2:
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N = 2π ×A× Ndays

365.25

J0

E−γ1ankle

∫ 1017.5

1017
E−γ1dE

∫ π/2

0
sin(θ)dθ (5.3.3)

withJ0 = 3.30×10−25 eV−1 m−2 sr−1 yr−1 [69],Eankle = 5.08×1018 eV,γ1 = 3.293,
Ndays = 30 days and A = (2× 2424)2 m2. The number of events is thus 67173 A−1 Ω−1

month−1.

5.3.2 Input Distributions

The following histograms are the distributions of the input variables for 67173 events before
the LTPwas applied to the data. The distributions of the groundpositions of the events generated
by theToy-MCcanbe seen in figure 5.10. Thedistribution for the primary type is in figure 5.11 and
for the primary angles in figure 5.12. Energy distributions are in figure 5.13. These distributions
show that the Toy-MC is rightly represented by the conditions in table 5.4.

Figure 5.10 – Distribution of the ground positions generated by the Toy-MC algorithm before the LTP was applied.
The point (0, 0) is the position of TdF’s detector.

The distribution of the distances, which are shown in figure 5.14 (before the LTP) and 5.20
(after the LTP), show a rapid non-linear decrease of the number of events after the peak which is
explained by the border e�ect. Essentially, the number of events increases linearly with the distance
because the area of a ring increases linearly with the difference of the radius of the outer and inner
circle (Aring = π(r2

2 − r2
1)). The peak is represented by the ring with the bigger area and after

the peak, the intersection of a ring with the allowed-area is smaller as the distance increases; this is
the border e�ect.
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5 Towards an MLDF at TdF

Figure 5.11 – Distribution with the mass of the primary particle generated by the Toy-MC algorithm before the LTP
was applied.

Figure 5.12 – Distribution with the zenith and azimuth angles of the primary particle generated by the Toy-MC algo-
rithm before the LTP was applied.
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Figure 5.13 – Distributionwith the energy of the primary particles generated by theToy-MC algorithmbefore the LTP
was applied.

Figure 5.14 – Distribution of the surface-distance and distance to the shower axis (minimum distance) of the events to
the surface detector before the LTP was applied.
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5.3.3 Lateral Trigger Probability

The LTP function [70] is given in equation 5.3.4 and table 5.5, where erf(x) is the error
function. Figure 5.15 shows the trigger efficiency as a function of the energy of the primary cosmic
ray for two types of primary, proton and iron, and for different zenith angles. It can be seen that
the trigger efficiency increases with energy and that, in general, the efficiency reaches its maximum
faster for smaller zenith angles.

ε(EMC , θ) =
1

2

(
1 + erf

(
log10EMC − a(θ)

b

))
(5.3.4)

withEMC being the Monte-Carlo energy of simulations of the T4 trigger and

a(θ) = a0 + a1 cos2(θ) + a2 cos4(θ) + a3 cos6(θ) (5.3.5)

Parameter a0 a1 a2 a3 b
Proton 18.65± 0.06 -4.90± 0.32 4.14± 0.57 -0.98± 0.31 0.251± 0.004
Iron 18.12± 0.05 -2.52± 0.29 0.87± 0.51 0.41± 0.28 0.220± 0.004

Table 5.5 – Parameters of the infill T4 trigger efficiency model for proton and iron primaries. [70]

Figure 5.15 – Graphic of equation 5.3.4. Trigger efficiency as a function of energy for proton (upper graphic) and iron
(bottom graphic) for different zenith angles.

The error function is given by:
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erf(x) =
1√
π

∫ x

−x
e−t

2
dt (5.3.6)

5.3.4 Output Distributions

The distributions of the input variables after the LTP was applied are shown here. The
number of events was reduced from 67173 to 19442 events, a reduction of 71 %. This is mainly
due to the LTP being a function of the zenith angle and being less efficient for larger zenith angles,
as can be seen in figure 5.15.

Figure 5.16 has the (x, y) positions of the events, figure 5.17 is an histogram of the primary
type and figure 5.18 is the distribution for the zenith and azimuth angles. The distribution for the
energies and 2D/3D distances are in figures 5.19 and 5.20, respectively.

Figure 5.16 – Distribution of the ground positions generated by theToy-MCalgorithm after the LTPwas applied. The
point (0, 0) is the position of TdF’s detector.

Figure 5.21 is an histogram which relates the number of muons with the distance to the
detector. This histogram shows the average number ofmuons expected to be detected by the TdF
detector, when the conditions of table 5.4 are met, namely, over a 1-month period and with 48
functioning pads in theRPC. The number of particles detected can be increased by increasing the
acquisition time and the effective area of the RPC.

It can be seen that while there are more cosmic ray events for larger 3D distances, most of
them generate 0 particles. In contrast, for distances closer to the shower axis, there are not many
events but some of them produce many particles: for example, only 9 for distances between 0 m
and 50 m but 2 of them generate 37 and 38 muons. This is obviously expected as the density of
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Figure 5.17 – Distributionwith themass of the primary particle generated by the Toy-MC algorithm after the LTPwas
applied.

Figure 5.18 – Distribution with the zenith and azimuth angles of the primary particle generated by the Toy-MC algo-
rithm after the LTP was applied.
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Figure 5.19 – Distribution with the energy of the primary particles generated by the Toy-MC algorithm after the LTP
was applied.

Figure 5.20 – Distribution of the surface-distance and distance to the shower axis (minimum distance) of the events to
the surface detector after the LTP was applied.

73



5 Towards an MLDF at TdF

particles decreases with the distance, as shown by the input LDFs. The reason for having more
cosmic ray events for larger distances is because larger distances represent larger areas.

Figure 5.21 – Distribution of the distance to the shower axis and respective number of particles generated by the Toy-
MC algorithm.

5.3.5 Reconstruction of theMLDF

Amuon LDF is now reconstructed by using figure 5.21. The reconstructed MLDF, figure
5.22, was obtained by the algorithm that follows.

1. Find the mid-point of each distance bin;

2. Find the total number of particles, number of events and projected area of each distance
bin;

3. Calculate the average number of particles and the average projected area in each distance

bin
(
Ntotal particles

Ntotal events
and

Aprojected

Nevents

)
;

4. Find the density of muons in each distance bin, by using
〈Nmuons〉
〈Aprojected〉

;

The uncertainty in the density of muons in the reconstruction of the LDF is given by the
standard deviation as given by equation 5.3.7, where N is the number of events per bin, µ̄ is the
average number of muons in each bin andNµi is the number of muons for the ith event. The fit
follows exactly the same iterative algorithm that was done for the CORSIKA data.
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σ =

(
1

N

N∑
i=1

(Nµi − µ̄)2

)
(5.3.7)

Figure 5.22 –Muon lateral distribution function reconstructed/obtained by the Toy-MC. The fit was done by a χ2

minimization method and begins at 25 m.

The fit parameters of this reconstructedmuonLDF areNµ = 2.4±0.7 andβ = 1.9±0.5.

5.3.6 Stability of fit parameters

There are two fit parameters,Nµ andβ, and two changeable input variables, the acquisition
time and the number of pads. One can improve the reconstruction of the average MLDF by
changing these two variables.

Figure 5.23 shows the relative change of the fit parameters with the acquisition time and
number of pads. It can be seen that an increase in acquisition time does not guarantee better fit
parameters. When increasing the number of pads, that is, when increasing the effective area of the
RPC, the fit parameters get better. Amaximumdistance of 1500m, instead of the shown 1000m,
was also tested and there were no significant improvements in these results.

5.4 Electromagnetic contamination

When working with real air shower’s data, such as the data obtained with TdF’s RPC, it is
mandatory to know about the EM component of an air shower. Even though the RPC is below
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Figure 5.23 – Graphics of the relative change of the fit parameters with the acquisition time and number of pads. The
default acquisition time is 30 days and the default number of pads is 48. δβ/β is the relative uncertainty
in β.
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a mass of water, the EM contamination is not negligible. As such, the study of the EM compo-
nent under our experimental conditions is a necessary step in order to obtain an accurate number
of muons by subtracting from the measured particles those that are EM particles. This is done
by analyzing simulations designed in such a way that they represent the experimental apparatus
that is used for the detection. The graphics in this section are for simulations using QGSJet-II-04
done in the framework of theAugerPrime upgrade studies with theOffline software and consider
Water-Cherenkov tanks with 4 RPCs below. Here, it is considered, again, a proton/iron primary
with a primary energy of 1017/1017.5 eV. The zenith angle is 40° when the primary is a proton
and 38° when the primary is an iron nuclei. The graphics below are the relative EM component,〈
EMparticles

〉
〈Nµ〉

, as a function of the core distance. TheEMhitswere found by subtracting the num-

ber of muon hits from the total hits.
Figures 5.24 is for proton primary with 1017 eV (top) and 1017.5 eV (bottom). It shows that

at a core distance of roughly 200-300 m the number of EM particles is larger than the number
of muons detected by the 4 RPCs. As the distance increases, the EM component starts being
absorbed by the atmosphere and the muon component dominates. At around 700 m, the EM
component seems to be about 20-30 %.

Figures 5.25 are the relative number of EM particles with respect to the number of muons
for simulations initiated by an iron primary with 1017 eV (top) and 1017.5 eV (bottom). At 700
m, the EM component is around 20 %.

This does not mean that we have to consider only events with a distance to the shower axis
larger than 700m. Sincewe are interested in finding out howmanymuons there are in the number
of particles detected, we could do a parametrization of the curves with the distance and calculate
the muon purity for each event given by the distance from the detector to the shower. It is, how-
ever, important to note that these simulations are for QGSJet-II-04 and such a parametrization
could be model dependent. Amore detailed analysis would need to be done to conclude on what
the best course of action would be.

Another thing that needs to be considered are the atmospheric muons. When an RPC
detects a muon, it does not guarantee that the muon is from a given air shower, it could be a
muon from another air shower, called an atmospheric muon. The rate of atmospheric muons in
MARTA’s RPCswas shown to be in the order of 350 particles perminute per pad [71]. The influ-
ence of those 350 particles per minute per pad in the detection of air-shower muons is negligible.
For example, considering the number of events after the LTP in the Toy-MC tool (19442), the
total number of atmospheric particles that would be detected in an RPC with 48 pads would be:

Natms.µ =
350

60

particles
s× pad

× 19442 events × 1× 10−6 s
event

× 48 pads = 5.4 (5.4.1)

The 1 × 10−6 s is the time window to search for hits, in the RPC, for each event. These
5.4 muons would be distributed over all the Infill area since that is the area we used for the cosmic
ray flux. Considering only distances closer to the shower axis the number of atmospheric particles
detected would be lesser than 5 particles over a 1-month period, which is surely negligible.
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Figure 5.24 – Average number of EM particles relative to the average number of muons measured by 4 RPCs below
WCDs as a function of the core distance. Top is for a proton primary with 1017 eV and bottom for a
proton primary with 1017.5 eV. Both for θ = 40°. The simulations consist of 422 events for the top
graphic and 498 for the bottom one. The hadronic interaction model used is QGSJet-II-04.
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Figure 5.25 – Average number of EM particles relative to the average number of muons measured by 4 RPCs below
WCDs as a function of the core distance. Top is for an iron primary with 1017 eV and bottom for an iron
primary with 1017.5 eV. Both for θ = 38°. The simulations consist of 438 events for the top graphic and
405 for the bottom one. The hadronic interaction model used is QGSJet-II-04.
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6 Data Analysis

This section will focus on data obtained by the experimental setup in the stationTierra Del
Fuego (TdF) as well as an introduction to the setup itself. For the objective of this thesis, which is
to get a mean muon LDF at TdF, one needs to obtain a muon density at TdF and its respective
distance to the shower axis. Since the muon density will be measured by the use of RPCs, three
sets of analysis will be presented here:

— T3 requests to TdF;
— RPC’s data;
— Monitoring of the RPCs;

The T3 requests to TdF will allow us to obtain information regarding the reconstruction of
an event by the CDAS. This is a necessary step to find the distance from the shower axis for a given
event. The data taken by the RPCs, which is essentially how many particles per event the RPCs
detected, is the main observable to calculate the muon densities at TdF. Finally, the monitoring
of the RPCs needs to be done to provide information regarding their state and their usefulness
to the measurement in question. Here, the RPC’s efficiency will be found to, together with the
number of particles, obtain the true density of muons.

Each sub-section will focus on a particular set of data, namely, T3 requests to Tierra Del
Fuego (T3 file), particles detected by the RPCs (main data file) and monitoring of the RPCs.

6.1 Experimental Setup

This station’s experimental setup is the first prototype of the MARTA project [54]. The
MARTAproject aims for amore precisemeasurement of themuon content of extensive air show-
ers. It consists of 8 tanks in the infill region but in a different configuration in which the tanks are
separated by 10 m instead of the usual 750 m. The project’s idea is for 4 RPCs below the WCD.
The mass over-burden of the water, tank, and the pre-cast used to lift it,provides some shielding
from the EM component. However, the station that is used in this thesis has two RPCs, not 4,
below the WCD, one on top of the other. The tank in which these RPCs are installed is named
after Tierra Del Fuego, shortened to TdF.

Figure 6.1 is a picture of this tank. Figure 6.2 shows the position of the two RPCs with
respect to the tank and a zoom on the RPCs and figure 6.3 shows the position of the RPCs with
respect to the PMTs (left) and a map with the coordinates of the pads (right). The RPCs are in
the same position vertically in order to define a trigger condition using one RPC and to measure
the efficiency in the other one [72]. This work will focus on data obtained with the top RPC.

TheRPCs consist of 8 plates each with 8 pads (8× 8) with a sensitive gas volume of 1200×
1500 × 1.9 mm3 and the area of each pad/electrode is 180 × 140 mm2. Of a total of 64 pads
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6 Data Analysis

for each RPC, 56 (7 × 8) are instrumented from the top RPC and 24 (3 × 8) from the bottom
RPC. The RPCs are closed inside an acrylic box and 9 sensors for temperature, 1 for pressure and
2 to measure the relative humidity are placed in the surface of the RPCs. 1 All these parts are
also closed in a sealed aluminium shielding box that provides some safeguards against changing
environmental conditions.

Figure 6.1 – Picture of TdF’s station. Below the tank there are 2 RPC units, one on top of the other. [74]

Figure 6.2 – Picture representing the position of the two RPCs in TdF’s station a zoom of the RPCs. [74]

Since this station is not standard when compared to the bulk of surface detectors in the
observatory, it needs additional hardware and software. This thesis is not about these changes to
the default setup. However, a very brief description of the data acquisition system follows.

6.1.1 Data Acquisition System

In order to have reconstructed information regarding a cosmic ray event, such as the primary
energy and the core distance to TdF’s station, one has to combine information obtained with sev-
eral surface stations. Data obtained with TdF’s RPCs are not sufficient for event analysis, and as
such, TdF’s single board computer (SBC) needs to communicate with CDAS. The SBC records a

1. For a detailed description of these RPCs see [73].
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6.2 T3 requests to TdF

(a)
(b)

Figure 6.3 – Left: Scheme of a top view of TdF’s station. Light blue represents the Cherenkov tank and in dark blue,
numbered from 1 to 3, are the PMTs. In dark-grey are the concrete precasts which serve to lift the tank.
Below the tank, represented as green, there are 2 RPCs, one on top of the other. Image is not to scale.
Right: Map of pad’s positions.

T1 table with several hundred of the last events that verified the T1 condition, which is a single
detector trigger. A T3 trigger is done at the CDAS which sends a T3 request to the needed SD’s,
perhaps TdF. After a T3 request is done to this station, the event that triggered this T3 is looked-
up in the T1 table and from this interaction it obtains the respective GTS and LTS, global time
stamp and local time stamp, respectively. After a T3 request is verified, some data regarding this
event is sent to a Raspberry Pi (which is also located at TdF) and written to a file which we callT3
file. This data contains the GPS and LTS.

The RPCs are connected to the tank’s unified board (UB) and are programmed in such a
way that when an event passes the T1 trigger and a pad on the top RPC is activated the RPC’s
information regarding the state of the pads for that event alongwith the LTS and tank time-stamp
is saved on a file for posterior analysis.

6.2 T3 requests to TdF

The T3 file is a CSV file in which each line corresponds to a different event. When a T3
trigger request (henceforth abbreviated to T3 request) is made to the TdF station, the following
information is written to this T3 file:

— t3_evid;

— t3_offset;

— t3_window;

— t3_GPS_second;

— t3_GPS_micro;

— t3_ID (LTS);

— t3_delay;
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For this thesis, the important parameters are the GPS and the t3_ID, which is the LTS.
The t3_window is a time window, in microseconds, for a T3 trigger request by the CDAS

to the SDs. It can have 3 values, 0, 20 or 30. A T3-window of 0 is a normal T3, as explained in
section 3.3.2. T3-window of 20 is a trigger by the FDs and a T3-window of 30 µs is an event that
had, in a given surface station, a T3 but not a T2. This is possible when a T1 is within 30 µs of
the T3while having the T2 condition denied. In the time period analyzed here, there were 176681
SDs with a T3-window of 0 and 79817 SDs with a T3-window of 30.

This T3 file has data acquired between 07/December/2016 and 11/January/2017, 36 days.
This file serves as the bridge between data taken by the RPCs and ADST (Advanced Data Sum-
mary Tree) files. Using this T3 file one can query ADST and CDAS files to find the relevant
reconstructed information such as the core distance to the TdF station, which is needed for the
reconstruction of an LDF at TdF.

In the time frame of this thesis, the bridge between this T3 file and the RPCs data could not
be done. We can, however, still query the CDAS and ADST files for the relevant time period and
find some relevant information pertaining to this T3 file.

6.2.1 Querying CDAS files

A cosmic ray event detected by Auger’s surface detector array which is also in the CDAS files
can be associated with a given event in the T3 file by comparing their GPS time, since both the
events in the CDAS and in the T3 file have that timing information readily available.

Using the Offline framework with the goal of having a deeper understanding of the T3 file
and its capacity to bridge the RPC’s data to tank’s data, the following was done:

— Find the number of events in the CDAS in the relevant time period;
— For all the events in the CDAS for the relevant time period, find how many times TdF ac-

cepted the T3 request;
— Find howmany events are simultaneously in the 2 files, CDAS and T3 file;
— For the events that are in both files, add a column to the T3 file with the ID of the event in

the CDAS;
— For the events that are in both files, add a column to the T3 file with a 1 or 0, depending if

the TdF accepted the T3 request or not, respectively;

The two added columns will prove useful when analyzing ADST files.
By querying the CDAS files and comparing it to the data in our T3 file, the following infor-

mation was compiled:
The rate of events in the T3 file is about 116 events per day and 225 hadT3 accepted byTdF.

The efficiency in saving events in the T3 file is about 2%, 4176 in 180210 events. The reason for
this low efficiency in saving events is still not understood.

The number of events in the T3 file (4176) is expectedly larger than the number of events in
that file that had theT3 condition accepted byTdF (225). The difference between these twonum-
bers are evens in which the T3 request was not accepted by TdF. The T3 condition was already
explained in section 3.3.2. It requires spatial and temporal coincidences between the T2 from dif-
ferent surface stations and, if those are not met, the T3 request is denied. An event can, however,
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6.2 T3 requests to TdF

Number of events in the CDAS 474668
T3 requests to TdF 180210
Accepted T3 requests 8703

Events in the T3 file that had T3 accepted by TdF 225
Events in the T3 file 4176

Events in both files (CDAS and T3) 4176
% of saved events ≈ 2

Table 6.1 – Information relative to the comparison of the T3 file with the CDAS files. All numbers are correspondent
to cosmic ray data taken between 07/December/2016 and 11/January/2017. % of saved events is the ratio
between the number of events in the T3 file and the T3 requests to TdF (obtained by the CDAS) in that
time period.

have the T3 request denied by a given station and still transition to a T4, T5 and eventually be
reconstructed.

6.2.2 Querying ADST files

The GPS time in the T3 file can also be used to find the respective event, if present, in the
ADST files. Only cosmic ray events that passed all triggers and are successfully reconstructed ap-
pear in those files. By querying the ADST files for cosmic ray events in the period of our acquisi-
tion time the following steps were taken in order to have some additional information regarding
the events in the T3 file, which are useful events towards obtaining a mean muon LDF at TdF.

— Find the number of events in that time period in which TdF participated in its reconstruc-
tion;

— Find the number of events in the ADST files in that time period;
— Find the number of hits (same GPS second and nanosecond in both files);
— Add a new column to the T3 file answering "Is the event in the ADST files?";
— Count the number of events in the T3 file that are also in the ADSTs and had T3 ac-

cepted/denied by TdF;
— Find the number of events that are in both files, had T3 accepted by TdF and TdF partici-

pated in its reconstruction;
— Find the number of events, in the acquisition time, that had TdF in the list of stations;
— Draw distributions for the energy, zenith angle and total signal in TdF’s station for the cos-

mic ray events that are in the T3 file and had T3 accepted by TdF;

Table 6.2 summarizes the results of comparing our T3 file with the ADST files relevant to
the time period in question.

Of the 225 events that are in the T3 file and hadT3 accepted byTdF, as we previously found
by querying the CDAS files, 93 of those were reconstructed in the Infill SD array with the help of
TdF’s station.

Of the events that are in both files (1037), 9%were reconstructed with the help of TdF (94).
In section5.3.5,we reconstructed anMLDFwith 19442 simulated cosmic ray events andobtained,
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Number of events in the ADSTs 45338
Events in both files (hits) 1037

Events in ADST with T3 accepted by TdF 93
Events in which TdF participated 4156
Hits in which TdF participated 94

Table 6.2 – Information relative to the comparison of the T3 file with ADST files. All numbers correspond to cosmic
ray data taken between 07/December/2016 and 11/January/2017. Hits refers to events that are simultane-
ously in both the T3 file and in an ADST file.

from the fit of the muon density as a function of distance, a relative uncertainty of≈ 29% and
≈ 26% for the fit parametersNµ andβ, respectively. With only 93 events, the relative uncertainty
in a MLDF reconstruction would be too large. To improve the reconstruction of an MLDF at
TdF, the acquisition timewould need to be expanded. Other than increasing the acquisition time,
the number of events in which TdF participated in their event reconstruction could be increased
by increasing the% of saved events, which we saw in the previous sub-section to be 2%.

Figures 6.4, 6.5, 6.6 show the reconstructed primary energy, zenith angle and distance from
the shower axis to TdF. These distributions are for cosmic ray events that are simultaneously in
the T3 file and ADST files, had T3 accepted by TdF and in which TdF participated in its recon-
struction.

Figure 6.4 – Reconstructed energy of the primary particle for the events that are both in the T3 file and ADST files,
had T3 accepted by TdF and in which TdF participates.

The distribution of the reconstructed energy, figure 6.4, shows two opposing behaviors:
the decrease of the cosmic ray flux with an increase in energy and an increase in the LTP with an
increase in energy. There aremore events for a primary energy in the range

[
1017, 1017.5

]
eV than[

1016.5, 1017
]
eVdue to the surface array being less efficient for those energies, as figure 6.7 shows.

There are no events with an energy in the range
[
1018, 1018.5

]
which could be explained by the

decrease in the flux of cosmic rays when compared to lower energies. Because of that, the regular
surface array (as opposed to the infill array), is more likely to detect such events. As seen in figure

86



6.2 T3 requests to TdF

Figure 6.5 – Reconstructed zenith angle of the primary particle for the events that are both in the T3 file and ADST
files, had T3 accepted by TdF and in which TdF participates.

Figure 6.6 – Distribution of the axis’ distance toTdF’s station for the events that are both in the T3 file andADST files,
had T3 accepted by TdF and in which TdF participates.
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6.7, the LTP for the regular surface array reaches 1 only at around 1018.7, for both proton and iron
primaries.

Figure 6.6 are the distances from the shower axis to TdF that would be considered for the
final average muon LDF.

Figure 6.7 – Efficiency of the 3ToT trigger for both the infill and regular array from simulations of iron and proton
primaries. [75]

6.3 RPC’s data

The main file with the data obtained with the top RPC has essentially 4 columns of infor-
mation and each line represents a different cosmic ray event:

— Tank timestamp;

— Marta ID (Tank ID);

— Channels;

— Date (Of the formWed 7 15:18:00 2016)

The RPC file that will be studied in this chapter acquired data between 7/Dec/2016 and
3/Jan/2017. The channels column is of particular interest as the information whether or not a
particular pad detected a particle is shown with a 1 (detected a particle) or a 0 (did not detect a
particle). The condition for writing an event to this file is a T1 trigger in the tank in combination
with at-least 1 hit in the TOP RPC.

In addition to this RPC file there is also a file with background data which will be analyzed
first.

6.3.1 Background particles

In order to validate the state of each pad, one needs to study their background detection. A
file with the background frequency for each pad along with the time of detection is also studied
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here. The file with the background data has 81 columns, one for each pad and an additional col-
umn with the date. The file analyzed here has data taken between 7/Dec/2016 and 9/Jan/2017.
Every 10 minutes, roughly, a different measurement is done and written to the file.

The background frequency for each pad can be in 3 intervals, depending on its state:

— Dead pad: fbackground = 0Hz;
— Active pad: 0 Hz < fbackground < 1000 Hz;
— Noisy pad: fbackground >= 1000 Hz;

Only active pads are of interest for an accurate description of the physics of cosmic rays,
noisy and dead pads need to be removed from the analysis. Figures 6.8 and 6.9 show the number
of active pads and the average background frequency for active and non-active pads, respectively.

Figure 6.8 – Number of active pads as a function of date for the top (top figure) and bottom (bottom figure) RPCs.

Knowing that the top RPC is composed of 56 pads, figure 6.9 shows that the number of
active pads is stable over time and that 8 pads are not active. Those 8 pads correspond to the last 8
of the top RPCwhichmake an RPC plate. By removing those 8 pads from the analysis, figure 6.9
bottom left shows that the background frequency behaves as expected. An analogous study was
done for the bottom RPC.

The bottom left graphic in figure 6.9 shows that there are two regimes for the average back-
ground when considering only active pads. One is centered at around 60 Hz and the other at
around 90 Hz. This could be some electronic miss-behavior, for example, a bad contact. While
this is not worrisome, since the frequencies are well within the range for an active pad, it is some-
thing that needs to be considered. The same behavior is also seen for the bottom RPC.
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Figure 6.9 – Average value of the background frequency as a function of date for the top (left figures) andbottom (right
figures) RPCs, for all channels (top figures) and active channels only (bottom figures). The top figures are
TProfiles: the interception of the horizontal bar (width of each bin) with the vertical bar is themean value
of the background and the vertical bar is the standard error on themean. In the bottom figures, each point
represents a single measurement.
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Only the top RPC will be studied henceforth. Appendix B has the background frequency
for all active pads as a function of date.

6.3.2 Secondary particles detected by the RPC

Themain file with the contents of the detection of particles using RPCs at TdF will now be
analyzed.

In the previous section the number of active pads in the topRPCwas shown tobe 48. Figure
6.10, which is the distribution of multiplicities, shows a local peak for the bin of 13 particles. This
peak is not explained by the physics of cosmic rays nor is it a saturation peak, as is the peak for 48
particles in the same distribution. The saturation peak has contributions from cosmic ray events
that will generate 48 particles that will be detected at TdF’s top RPC but also from evens that will
generate more than those 48 particles.
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Figure 6.10 – Distribution of the number of particles considering active pads (9 through 56) for the top RPC.

In order to understand the peak for the 13th bin in figure 6.10, an histogram with the pairs
of pad numbers showing cross-talk effects for a multiplicity of 13 was drawn. Figure 6.11 shows
that. It can be seen that some bins colored as bright yellow have an unreasonable higher number
of entries. Those bins correspond to pads number 9, 16, 17, 24, 25, 32, 33, 40, 41, 48, 49, 52 and
56.

Having removed those 13 pads from the analysis, there are now 35 pads being considered.
Removing those 13 pads and re-doing the distribution of the number of particles gives figure

6.13. It shows that there is no longer a peak in the 13th bin. The map of pad’s position is in
figure 6.12. It shows that the pads that suffer from crosstalk are the pads from the first and last
line (y ≈ 0.25m and y ≈ 1.35m) due to being more sensitive to environmental conditions.
Conditions such as peaks of humidity affect mainly the pads in the border. In the map of pads,
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Figure 6.11 – Distribution of pairs of pad numbers showing cross-talk effects for a multiplicity of 13. As an example if
a cosmic ray event triggered pads number 1, 4 and 7 (multiplicity 3), then an entry will be added to (1,4),
(1,7) and (4,7).

the last column (pads 57 to 64) are also not active pads due to being noisy pads (high background
frequency), as was already seen in the previous section.

Now that the substandard pads are defined, one can plot the rate of events as a function of
time using only the 35 pads that were deemed good, which is what is done in figure 6.14. Figure
6.15 shows the rate of hits (hits per second) detected in the 35 pads as a function of date and figure
6.16 shows the average multiplicity as a function of date for the same pads. It can be seen that
there is a maximum after 26/Dec/2016, also present in a pad-by-pad basis (which can be seen in
appendix C).

This peak is not explained by a change of efficiency of the RPC, since, as we will see later,
these changes are around 1%, which is not sufficiently large to explain it. However, in that time
region, there is a humidity peak and a temperature peak, seen in figures 6.21 and 6.20, respectively.
The peak is also visible in the background studies, specially in the 1st to the 8th pad of the bottom
RPC, which can be seen in Appendix B.

Since the condition to write an event in the RPC file is to have a T1 condition in the tank,
a change of the rate of T1 could explain both the peak and general non-constant-value seen, for
example, in figure 6.16. That change of T1’s rate could be due to either temperature fluctuations
(which would change the quantum-efficiency of the PMTs) and/or it could be a raining PMT.
Both of these hypothesis would change the value of 1 VEM and, hence, it would change the T1
trigger rate [76] [77]. An increase in theT1 trigger rate would give an increase in both the number
of events and number of hits, which is what is seen in figures 6.14 and 6.15.
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6.3 RPC’s data

Figure 6.12 –Map of pad’s positions. The pads with a red strike-through are pads that are removed from the analysis
due to cross-talk effects. The numbering follows the numbering in the RPC file, for example, 17th bit of
the channel’s column corresponds to the pad number 17.
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Figure 6.13 – Distribution of the number of particles considering pads 9 through 56 with the exception of the pads
numbered 9, 16, 17, 24, 25, 32, 33, 40, 41, 48, 49, 52 and 56 for the top RPC.
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Figure 6.14 – Rate of events as a function of date for the pads that are not striked-through in figure 6.12. The X-axis
are time bins with a width of 24 h and the points are centered in their respective bin. The error bars in
the rate of events is

√
Nr events in bin/∆t, where∆t is the width of the time bin, in seconds.
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Figure 6.15 – Rate of total hits as a function of date. Only 35 pads were used for particle detection. The X-axis are
time-bins with a width of 24 h and the points are centered in their respective bin.The error-bars in the
flux of particles is

√
Nr particles in bin/∆t, where∆t is the width of the time bin, in seconds.
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6.3 RPC’s data
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Figure 6.16 – Average multiplicity per bin as a function of date. Only 35 pads were used for particle detection. The X-
axis are time-bins with a width of 24 h and the points are centered in their respective bin. The error-bars

in the average multiplicity is given by
∣∣∣∣ 1

Nr events

∣∣∣∣×√Nr hits +

∣∣∣∣ Nr hits
Nr events2

∣∣∣∣×√Nr events.

6.3.3 Density of muons

This RPC file, in combination with the already analyzed T3 File allows for building an
MLDF at TdF, which is the objective of this work. Knowing that the Lateral Distribution Func-
tion relates the density of particles to a core distance and that the core distance is obtained by
querying the ADST files, the missing parameter is the density of particles, which can be calcu-
lated as follows:

ρ =
Number of hits

eff×A (6.3.1)

Where eff is the efficiency of the RPC, which we will obtain in section 6.4.2, and A is the
active area of the RPC. Since we are interested in muon hits, a correction for the electromagnetic
component will need to be done, following the results obtained in section 5.4.

6.3.4 Bridge between RPC’s data and reconstructed events

The parameter entitled Tank ID (LTS) relates the file with the T3 requests to TdF to the
file with the RPC data. The LTS should be the same in both the T3 file and RPC file for the
same event. This LTS is not ever increasing, it is periodic. Due to its periodicity, an additional
parameter that exists in both files needs to be considered in order to find events in both files:
timing information (date/GPS time).
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6 Data Analysis

A link between these two files was extensively searched but it could not be found. Events
in 1 file could not be linked to events in the other file. The reason for this is still unclear. Due to
this inability to relate RPC data (muon data) to the reconstructed distance to the station, a mean
MLDF at TdF will not be obtained. What follows is an analysis that needs to be done regardless
of having a way to relate events between the two files, namely, an analysis of the condition of the
RPCs at TdF including the detection of particles, background studies and a calculation of the
efficiency of the RPC.

6.4 Monitoring of the RPCs

A file with monitoring data for the top RPC taken every minute from 06/Dec/2016 to
04/Jan/2017 is studied here. The pressure, voltage, current, temperature (in 9 different locations
of the top RPC) and relative humidity (in 2 locations) are available in order to monitor the status
of the RPC. What follows is an analysis of this data.

As is clear in equation 6.3.1, the efficiency of the RPCmust be known in order to compute
the true density of particles. The RPC’s efficiency is a function of the reduced electric field [73],
given by equation 6.4.1.

E

N
= 0.0138068748× Veff,Volts

dcm

(T°C + 273.15)

Pmbar
[Td] (6.4.1)

where E is the applied electric field andN is the gas numberical density. dcm is the gapwidth,
Pmbar is the pressure and T is the temperature. Veff is the effective voltage and is given by:

Veff = Vapplied −Rcm2I (6.4.2)

withVapplied being the applied voltage,Rcm2 the resistance per square centimeter seen by the
current and I the current drawn by the chamber. These last two quantities are given as follows:

Rcm2 = 10.5× 1012 × 10

20− 〈T 〉
24.3 × t× l

A
(6.4.3)

I = 〈I〉 (6.4.4)

where t is the amount of glass plates that contribute for each gap (1.5), l is the glass thickness
(0.19 cm), A is the of sensitive gas area of the RPC (120 × 150 cm2). ρ(T ) = 10.5 × 1012 ×
10(20−〈T 〉)/24.3 Ω/cm is the volume resistivity. [73]

In order to calculate the efficiency for each monitoring-data entry, a parametrization of the
efficiency curve as a function of the reduced electric field for the RPC used here needs to be done.
Using the data points taken directly from the efficiency curve of [72], a fit is done using a sigmoid
function of the form:

f(E/N) = a+
b− a

1 +

(
E/N

c

)d (6.4.5)
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6.4 Monitoring of the RPCs

where a, b, c and d are fit parameters. Figure 6.17 shows both the points and fit and Table
6.3 are the values for these fit parameters.

Figure 6.17 – Efficiency curve as a function of the reduced electric field. The red line is a fit using a sigmoid function
given by equation 6.4.5. The fit parameters are given in table 6.3.

Fit Parameter a b c d
Value 88.0 1.0 230.7 42.2

Uncertainty 0.7 0.7 0.7 0.7

Table 6.3 – Parameters of the fit to the RPC’s efficiency as a function of the reduced electric field, figure 6.17. The
parameters are defined in equation 6.4.5.

6.4.1 Data clean-up and monitoring information

Since TdF is in an inhospitable place, a data clean-up was needed. In order for a measure-
ment to be considered as valuable information for an efficiency calculation, it needs to pass certain
criteria. An average of the currentmeasurement and the next 9measurements is done for the indi-
vidual temperatures and individual relative humidities aswell as the pressure. These three averages
are referred as next-neighboring-averages (NNA) for pressure, temperature and humidity. All of
the following criteria need to bemet in order for themeasurement to be considered as valid. Non-
valid measurements are discarded. The discarded measurements represent variations in tempera-
ture, humidity or pressure that are not real in the sense that they must be due to read-out errors
by the respective sensors.

— Eliminate measurements whose pressure are outside the range ]600, 1000[mbar.
— Eliminate measurements in which at-least 1 of the 2 humidity measurements are outside

the range ]20, 100[%.
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6 Data Analysis

— Eliminate measurements in which at-least 1 individual temperature is outside the range
]10, 40[ °C.

— Eliminate measurements where the absolute value of the difference between the current
pressure and NNA-pressure is larger than 1.5 mbar. 1.5 mbar is given as 10 % of the daily
pressure variation, which is roughly 15 mbar.

— Eliminate measurements where the absolute value of the difference between the humidity
and NNA-humidity is larger than 1%. 1% is given as 10 % of the daily relative humidity
variation, which is roughly 10%. This is done for each one of 2 available measurements of
humidity.

— Eliminate measurements where the absolute value of the difference between temperature
andNNA-temperature is larger than 0.5 °C. 0.5 °C is given as 10% of the daily temperature
variation, which is roughly 5°C. This is done for each one of the 9 available measurements
of temperature.

These cuts reduced 43200 measurements to 32882. The average voltage, average current,
average temperature and average relative humidity are in figure 6.18, 6.19, 6.20 and 6.21, respec-
tively. They are given by 〈V 〉 = (V + − V −)/2, 〈I〉 = (I+ + I−)/2, 〈T 〉 =

∑
i Ti/9 and

〈H〉 = (H1 +H2)/2. The individual voltage, current, temperature and humidity as a function
of time can be seen in appendix D.
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Figure 6.18 – Average voltage for the top RPC as a function of acquisition date.

Pressure is also directly measured with a sensor located in the top RPC and it is shown in
figure 6.22.

Figure 6.18 shows a variation in the average voltage that compensates changes in the tem-
perature seen in figure 6.20. This is to maintain a nearly constant efficiency. The average relative
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Figure 6.19 – Average current for the top RPC as a function of acquisition date.
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Figure 6.20 – Average temperature for the top RPC as a function of acquisition date.
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Figure 6.21 – Average relative humidity for the top RPC as a function of acquisition date.
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Figure 6.22 – Pressure for the top RPC as a function of acquisition date.
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humidity in figure 6.21 shows a peak after 2016-12-26 that may create cross-talk effects, which
could help explain the peak in that time period seen in the rate of total hits, figure 6.15. Figure
6.20 also shows a temperature peak in that date.

6.4.2 Efficiency calculation

Given the variables directly obtained by the sensors, which were graphed in the previous
section, and using equation 6.4.1 and the parametrization of the efficiency curve given by 6.4.5
it is now possible to obtain an estimated efficiency curve for the acquisition time and physical
conditions here studied.

Figure 6.23 is theRcm2I . The effective voltage (Veff) as a function of time is in figure 6.24
and the obtained reduced electric field in figure 6.25. Veff is essentially the applied voltage minus
a small contribution of voltage lost by the RPC’s sheet’s resistance: Rcm2I .

Date
2016-12-03 2016-12-14 2016-12-26 2017-01-07

I [
V

]
2

cm
R

0

5

10

15

20

25

30

35

40

I vs time2cmR I vs time2cmR

Figure 6.23 –Rcm2I for the top RPC as a function of acquisition date. Rcm2I was calculated using equations 6.4.3
and 6.4.4

The efficiency of the top RPC between 06/Dec/2016 and 04/Jan/2017 is shown in figure
6.26 and as a function of the reduced electric field in figure 6.27. Both these figures show that
the efficiency is very stable with values approximately between 84.8% and 86% over the 1-month
of measurements studied here. Figure 6.24 shows that Veff counter-acts fluctuations in both
temperature (figure 6.20) and pressure (figure 6.22), guaranteeing a steady value of efficiency over
time.
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Figure 6.24 – Effective voltage for the top RPC as a function of acquisition date. Veff was calculated using equation
6.4.2.
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Figure 6.25 – Reduced electric field for the top RPC as a function of acquisition date. E/N was calculated using
equation 6.4.1.
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Figure 6.26 – Efficiency for the top RPC as a function of acquisition date. The efficiency was calculated using the
parametrization given by equation 6.4.5.
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Figure 6.27 – Efficiency for the top RPC as a function of the reduced electric field. The efficiency was calculated using
the parametrization given by equation 6.4.5 and the reduced electric field using equation 6.4.1.
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7 Conclusion

The field of cosmic rays is still quite new, barely 100 years old. It has, however, already given
plenty of contributions to the general particle physics community, such as the discovery of the
positron and the muon. In cosmic rays, the open-questions are plenty and interesting. The uni-
verse itself is at study, from the smallest to the largest.

The energy range is large, over 13 orders of magnitude. There are some structures in the
energy spectrum, characterized by a change of the spectral index, that are not fully understood,
though there is a general agreement to their causes. The nature of the cosmic rays is also still de-
batable with the Auger observatory upgrading their detectors to address this question of themass
composition. The source and acceleration mechanisms of UHECRs is also a targeted phenom-
ena, with a recent result by the Pierre Auger Collaboration finding an extra-galactic origin for
these particles.

Several experiments have analyzed the "muon puzzle", an apparent excess of muons of data
over simulations. The PierreAuger Collaboration found an excess ofmuons up to 80% for hybrid
eventswith a zenith angle larger than 60°. TelescopeArray and Icetop alsomeasured amuon excess
for the outer parts of the shower while EAS-MSU and Icetop found no excess for distances closer
to the shower axis. This suggests that the current understanding of the air-shower development is
deficient in regards to the hadronic interactions and in need of both experimental and theoretical
studies to fully understand the origin of the muon puzzle.

This thesis’ objectivewas to obtain an averagemuonLDFwith theuse of a test non-standard
experimental setup. This experimental setup consisted in using twoRPCs below aWCD. In order
to obtain the averageMLDF, the muon density for each event, measured by the top RPC, would
need to be validated with ADST files in order to obtain the respective distance to the shower
axis. This bridge proved to not be possible and, unfortunately, the average MLDF was not done.
However, all the analysis up until that point was, and, once the bridge is possible, the MLDF
should be easily and rapidly obtained. Figure 7.1 is a scheme of structure of the thesis.

A Monte-Carlo tool was built using a parametrization of an MLDF with full CORSIKA
simulations and the Heitler model. We found that an increase in the number of pads of the top
RPC is important to reduce the uncertainty in the fit parameters of the MLDF. We also studied
the EM contamination for 4 primaries and found that only at around 700m from the shower axis
the ratio of average EM hits to average muon hits was about 20%. Further studies are needed to
accurately remove the EMhits in the total RPChits. The rate of atmosphericmuons inMARTA’s
RPCs is negligible.

In section 6 we found that only approximately 2% of the events that had a T3 request to
TdF were being saved to the data file. The reason for this is still unknown. Only 93 events were
reconstructed. Since this is the number of events that would be used to obtain the averageMLDF,
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7 Conclusion

Average MLDF at TdF

Toy-MC:

Goal: Obtain a simulated
MLDF at TdF and study
the feasibility of the mea-
surement;

• Tool built using the
Heitler model with
some modifications;

• Parametrization of
an MLDF with
CORSIKA data
using Offline;
———————

• Study of the EM
contamination in
the RPCs;

T3 requests to TdF:

Goal: To obtain the dis-
tance to the shower axis
for each event that has
RPC data;

• Query CDAS files
to obtain the
efficiency in saving
events;

• Query ADST files
to obtain number of
reconstructed
events and their
respective distances
to TdF;

RPC’s:

Data file:

• Has: Number of
particles detected
for each event;

• To: Obtain a muon
density for each
event;

Background file:

• Has: background
frequencies over
time;

• To: Define dead,
noisy and active
pads;

Monitoring file:

• Has: monitoring
data, such as
temperature,
voltage, pressure,
etc, over time;

• To: Obtain the
efficiency of the
RPC as a function
of time to translate
the detected
number of particles
to the true one;

Figure 7.1 –Mind-map of the thesis. The arrow in red represents a bridge that could not be done.

it is of uttermost importance to increase it. The fraction of saved events to the data file, 2%, needs
to be increased to be able to reconstruct anMLDF using data obtained over a 1-month period.

The monitoring of the RPCs proved that they are in good conditions with a constant and
high efficiency, around 85%. The background studies of the top RPC showed that 8 pads were
too noisy and needed to be removed from the analysis.

The main data obtained by the RPC, the particle hits, showed that 13 pads were suffering
from cross-talk effects, which raised the effective number of hits. They needed to be removed
from the analysis. The trigger rate and the rate of total hits showed a peak that is coincident with
a humidity and temperature peak. The best hypothesis for that peak is a change of the T1 rate of
the tank, since that is a condition for saving RPC data.
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A Distance to the shower axis

The 3Ddistance (core distance) is theminimumdistance between a point (the detector) and
an axis (shower axis). Defining the detector position asX0 = (u, v, w), the position where the
primaryparticle hits the groundasX1 = (a, b, c) andX2 = (a+ sin θ cosφ, b+ sin θ sinφ, c+ cos θ)
being a point in the shower axis. θ is the zenith angle and φ is the azimuth angle.

The distance is found by using

~d =
|(X0 −X1)× (X0 −X2)|

|X2 −X1|
(A.0.1)

We have that:

(X0 −X1) = (u− a, v − b, w − c)
(X0 −X2) = (u− a− sin θ cosφ, v − b− sin θ cosφ,w − c− cos θ)

(X2 −X1) = (sin θ cosφ, sin θ, sinφ, cosφ))with |X2 −X1| = 1

(A.0.2)

The distance is thus:

d =
[
(b− v)2 cos2 θ + (w − c)2(sin θ sinφ)2 + 2(b− v)(w − c) cos θ sin θ sinφ+

(u− a)2 cos2 θ + (c− w)2 sin2 θ cos2 φ+ 2(u− a)(c− w) cos θ sin θ cosφ+

(a− u)2 sin2 θ sin2 φ+ (v − b)2 sin2 θ cos2 φ+ 2(a− u)(v − b) sin2 θ sinφ cosφ
]1/2

(A.0.3)

Considering that the z component of the ground position of the event is 0: (a, b, c) =
(a, b, 0) and that the detector’s position is (u, v, w) = (0, 0, 0), the distance simplifies:

d =
[
(a2 + b2) cos2 θ + sin2 θ

(
a2 sin2 φ+ b2 cos2 φ

)
− 2ab sin2 θ cosφ sinφ

]1/2
(A.0.4)

which is the same as equation 5.3.1 in section 5.
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B RPC’s BackgroundData

Figures B.1 through B.9 shows the number of particles as a function of time for each viable
pad. Pads 1 through 8th and from the 73rd to th 80th are pads from the bottom RPC. All the
others are pads from the top RPC.
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Figure B.1 – Number of particles as a function of date for each pad, from the 1st to the 6th pad. These pads are part of
the bottom RPC.
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B RPC’s Background Data
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Figure B.2 – Number of particles as a function of date for each pad, from the 7th to the 14th pad. The 7th and 8th pad
are part of the bottom RPC.
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Figure B.3 – Number of particles as a function of date for each pad, from the 15th to the 22nd pad.
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Figure B.4 – Number of particles as a function of date for each pad, from the 23rd to the 30th pad.
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Figure B.5 – Number of particles as a function of date for each pad, from the 31st to the 38th pad.
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B RPC’s Background Data
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Figure B.6 – Number of particles as a function of date for each pad, from the 39th to the 46th pad.
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Figure B.7 – Number of particles as a function of date for each pad, from the 47th to the 54th pad.
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B RPC’s Background Data
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Figure B.8 – Number of particles as a function of date for each pad, from the 73rd to the 78th pad as well as the 55th
and 56th. The 73rd through the 78th are pads from the bottom RPC.
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Figure B.9 – Number of particles as a function of date for pads 79th and 80th, which are pads from the bottom RPC.
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C RPC’s Data

Figures C.1 through C.5 shows the number of particles as a function of time for each viable
pad.
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Figure C.1 – Number of particles as a function of date for each pad, from the 10th to the 15th pad.
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C RPC’s Data
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Figure C.2 – Number of particles as a function of date for each pad, from the 18th to the 27th pad with the 24th and
25th pads as an exception.
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Figure C.3 – Number of particles as a function of date for each pad, from the 28th to the 37th pad with the 32nd and
33rd pads as an exception.
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C RPC’s Data
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Figure C.4 – Number of particles as a function of date for each pad, from the 38th to the 47th pad with the 40th and
41st pads as an exception.

122



24h time bin
2016-12-05 2016-12-15 2016-12-26 2017-01-05

N
um

be
r 

of
 h

its

50000

51000

52000

53000

54000

55000

56000

57000

58000

Number of hits for pad 50Number of hits for pad 50

24h time bin
2016-12-05 2016-12-15 2016-12-26 2017-01-05

N
um

be
r 

of
 h

its

46000

47000

48000

49000

50000

51000

52000

53000

Number of hits for pad 51Number of hits for pad 51

24h time bin
2016-12-05 2016-12-15 2016-12-26 2017-01-05

N
um

be
r 

of
 h

its

53000

54000

55000

56000

57000

58000

59000

60000

61000

Number of hits for pad 53Number of hits for pad 53

24h time bin
2016-12-05 2016-12-15 2016-12-26 2017-01-05

N
um

be
r 

of
 h

its

46000

47000

48000

49000

50000

51000

52000

53000

Number of hits for pad 54Number of hits for pad 54

24h time bin
2016-12-05 2016-12-15 2016-12-26 2017-01-05

N
um

be
r 

of
 h

its

43000

44000

45000

46000

47000

48000

49000

50000

51000

Number of hits for pad 55Number of hits for pad 55

Figure C.5 – Number of particles as a function of date for each pad, from the 50th to the 55th pad with the 52nd pad
as an exception.
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D RPC’sMonitoring Data

The graphics for the individual temperatures are in figure D.1 and for the positive/negative
current and voltage as well as humidity obtained by two different sensors are in figure D.2.
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Figure D.1 – Individual temperatures as a function of date of measurement. These figures are post data-clean-up ex-
plained in section 6.4.1.
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D RPC’s Monitoring Data
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Figure D.2 – Voltage, current and average humidity as a function of date of measurement. These figures are post data-
clean-up explained in section 6.4.1.
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