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ABSTRACT 

Civil engineering structures are continuously exposed to the risk of damage whether due to ageing effects, excessive live loa ds 

or extreme events, such as earthquakes, blasts and cyclones. If not readily identified, damage will inevitably compromise the 

structural integrity, leading the system to stop operating and undergo in-depth interventions. The economic and social impacts 

associated with such an adverse condition can be significant, therefore effective methods able to early identify structural 

vulnerabilities are needed for these systems to keep meeting the required life-safety standards and avoid the impairment of their 

normal function. In this context, vibration-based analysis approaches play a leading role as they allow to detect structural faults 

which lie beneath the surface of the structure by identifying and quantifying anomalous changes in the system’s inherent 

vibration characteristics. However, although the considerable degree of maturity attained within the fields of experimental 

vibration analysis (EVA) and structural health monitoring (SHM), several technical issues still need to be addressed in order  

to ensure the successful implementation of these powerful tools for damage identification purposes.  

The scope of this paper is to present a bio-inspired framework for optimal structural health monitoring and vibration analysis. 

After a critical overview on current methods and tools, three main sources of bio-inspiration are described along with the 

relative algorithms derived for SHM applications. It is shown how uncovering the general principles behind the functioning of  

selected biological systems can foster the development of efficient solutions to the technical conflicts of actual SHM 

architectures and lead to new sensing paradigms for optimal network topology and sensors location. A compatibility-matrix is 

proposed to help compare biological and SHM systems and discriminate desired from unwanted features. Such a framework 

will ultimately assist in seeking for the most suitable nature-inspired solutions for more accurate condition screening and robust 

vibration analysis. 

Keywords: Structural health monitoring, vibration analysis, bio-inspired framework, compatibility-matrix, optimal network 

topology.  

INTRODUCTION 

The potential for significant life-safety and economic benefits associated with structural health monitoring (SHM) methods has 

considerably boosted their implementation into the engineering practice [1]. Unlike traditional visual inspection methods , 

which can be subjective in nature and result insufficient when structural defects are not visible to human eyes , SHM systems 

may allow to catch even subtle structural changes, thereby allowing for more accurate condition screenings and continuous 

check-ups of the system health. Notwithstanding that, infrastructure managers often prefer experience-based solutions to SHM-

weighed approaches, as the misuse and abuse of the latter can lead to inappropriate corrective actions and irremediab ly  

jeopardize the structural safety, resulting in considerable loss of economical and human resources. Hence the necessity to define 

new high-performance SHM strategies and to adopt a methodical framework for the successful implementation of such 

strategies in the engineering practice. Simultaneously, specific efforts have to be made to educate owners and raise their 

awareness about the consequences of poor structural health and the benefits that can be gained over time from the adoption of 

SHM-based preventive actions with respect to more invasive belated repair measures. In order to move forward in this direction, 

several problems associated with current SHM technologies  must be overcome. To this end, in the last years, engineers have 

turned to biology for sources of inspiration, giving rise to new sensing paradigms for highly efficient SHM systems . Although 

the youth of this field, the amount of research related to bio-inspired systems is rapidly increasing both at academic and 

industrial levels. By reviewing what has been done so far in terms of bio -inspired SHM and by outlining a methodical 



 

framework for the development of new bio-inspired sensing patterns, the present paper wants to provide a useful contribution 

to the research community working on this topic.  

CRITICAL APPRAISAL OF CURRENT SHM METHODS AND TOOLS 

General overview of traditional and modern SHM systems  

The field of SHM is very wide and encompasses several techniques classified according to various criteria. In what concerns 

vibration-based SHM techniques, two categories can be distinguished: traditional and modern. Traditional techniques rely on 

tethered sensing systems which exploit a certain number of sensors (e.g. accelerometers, displacement transducers, strain 

gauges, and the like) distributed over the structure and wired back through coaxial cables to a centralized DAQ system for data 

storing and processing (Figure 1a). Although reliable in communication, the use of cables drags behind various problems, in 

particular the high cost per sensing node channel and the considerable amount of time and manual work necessary to install 

and maintain dense sets of sensors. The large number of wires, fibre optic cables, or other physical transmission media may be 

prohibitive, especially in case of large-scale structures such as long-span bridges or tall buildings [2]. Moreover, wires need to 

be isolated from the harsh environment to avoid measurement corruption, tearing, rodent nibbling, thus causing a further 

increase in the cost and time of installation. These reasons explain why tethered systems usually lack a high spatial density of 

sensors, which turns out to be very important for damage detection purposes as it allows to achieve greater monitoring fidelity.  

  
(a) (b) 

Figure 1. Configuration of SHM systems: (a) tethered versus (b) wireless (adapted from [26]). 

The limitations of traditional monitoring techniques have led structural engineering researchers to seek for alternative and more 

modern approaches in order to perform many of the tasks associated with the health monitoring of civil structures . Such 

approaches are based on the use of sensing units that embody wireless communications and mobile computing elements so as 

to deliver a relatively inexpensive sensor platform [3] with distributed and no physically linked data acquisition nodes (Figure 

1b). Each wireless sensor is provided with an on-board computational core responsible for data collection, self-interrogation of 

measurement data and wireless communication within the sensor network. Thanks to the rapid advances in sensors technology 

and the decreasing cost of computing and communication systems, diverse wireless monitoring platforms have been designed 

and tested on different applications [3]-[4]. Such systems feature a cheaper and quicker installation combined with a superior 

performance, thereby resulting valuable low-cost substitutes for tethered monitoring systems. In spite of that, several challenges 

and bottlenecks must still be overcome to fully realize the potential of wireless SHM architecture [3]. Hence, further research 

is required in this field.  

Key problems and challenges  

Among the wide number of issues to address are the over instrumentation and data inundation in SHM systems due to 

inappropriate sensors selection and location. In this regard, reliable algorithms for optimal sensors placement should be 

developed and lossless data compression techniques must be applied to reduce the flow of sensor information as well as face 

the limited capacity of wireless sensing units. Another issue to deal with is the data transmission within the wireless monitoring 

system which often results inaccurate and incomplete because of limited communication bandwidth, radio interference and 

path loss. The energy consumption and the operational life of the monitoring system are also key aspects that need to be tackled. 

The power supplies of wireless sensors are indeed finite and the replacement of batteries in locations that are not easily 

accessible is often difficult. To trade off functionality and power consumption, the design of a flexible network management  

software combining sleep/wake cycles  with threshold detection may be of great help. Although this would imply an a priori 

hierarchical planning of the wireless network topology, improving the entire Wireless Sensor Network (WSN) architecture 

before its implementation will ultimately upgrade the SHM system’s performance and lead to a clever multi-level screening 

reducing both operation and maintenance costs. In addition, some extra efforts should be made to enhance the time 

synchronization of sensors in order to align data streams at different locations [5]. Last but not least issue is  the influence of 
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ambient factors and background noise on the vibration response of structures in operation conditions and the consequent 

necessity to provide wireless sensing units with computing procedures capable to autonomously spot and filter out these effects, 

which may otherwise risk to mask changes due to damage occurrence. 

In light of the above considerations, it is clear that architectural and networking issues are not independent and cannot be 

addressed in isolation. A holistic approach, distinct from previous SHM strategies , is therefore needed.  

BIOMIMICRY AND STRUCTURAL HEALTH MONITORING  

Background on biomimetic concepts  

To master imposing engineering challenges such as the ones mentioned previously, engineers have recently turned to biology 

for sources of inspiration, giving rise to a new field called biomimetics, biomimicry or bio-inspired engineering. From an 

etymological viewpoint, the term biomimetics comes from the Greek words bios, meaning life, and mimesis, meaning imitation . 

The name was coined in the 1950s by the polymath Otto Schmitt  [6], whose doctoral research focused on the development of 

a physical device that explicitly mimicked the electrical action of a nerve. The chief idea of biomimetics is that Nature has 

already engineered superior, ingenious and sustainable systems which have benefited from millions of years of evolution and 

optimization and whose capabilities far surpass many of currently available technologies. Thus, the main scope of this new 

born discipline is to identify potential processes and mechanisms in biological systems and emulate them in order to develop 

innovative and efficient nature-inspired solutions in different fields and applications.  

It is worth noting that mankind has been taking hints from biology for centuries. One of the earliest although unsuccessful 

attempt of biomimicry dates back to the 15th century, when Leonardo Da Vinci tried to build a “flying machine” based on the 

study of both anatomy and flying mechanisms of winged animals. Lately, with the technological progress and the integration 

of life and natural sciences with engineering and physical sciences, biomimetics has aroused interest across numerous 

disciplines and bio-inspired concepts have been assimilated into several areas, including material science, robotics and 

computer science. The most famous example of biomimicry is the hook-and-loop fastener, also known as Velcro [7], which 

was conceived in the late 1940s by the Swiss  engineer George de Mestral after examining under a microscope the burs stuck 

to his clothes and his dog’s fur after returning from a hunting trip. Evidence of the benefits yielded by bio-inspired systems has 

been shown in various practical applications, including structures, aerodynamics of vehicles, highly efficient devices and 

apparatus [8]-[10]. Today, the word biomimetics is used in all contexts that involve the transfer of skills or information from 

biology to applied science.  

Sources of bio-inspiration in SHM and relevant algorithms  

Given its success in many different areas of engineering, biomimetics is recently being explored for SHM purposes, guiding in 

the definition of nature-inspired sensing patterns for the development of highly efficient wireless sensor networks . So far, 

scientists seem to be particularly prone to investigate the processing mechanisms featured by biological sensory systems, due 

to the simplistic individual functional unit, the neuron, which forms sophisticated architectures with other units to convey 

information to the brain in real time [11]. This section gives a brief review of three of the main sources of bio-inspiration that 

have already found actuation in SHM (i.e. central nervous system, auditory system, and immune system) along with the most 

relevant bio-inspired algorithms derived for SHM applications. The goal is to identify the aspects upon which further research 

must be addressed for the advancement of the subject and to lead the way for the definition of a systematic framework for new 

bio-inspired sensing paradigms in the context of SHM.   

Central nervous system 

The central nervous system (CNS) is one of the first sources of bio-inspiration that has been drawing the attention of engineers 

and mathematicians, especially in what concerns its adaptive architecture and parallel processing capabilities. The centre of the 

nervous system is the brain, which operates in combination with the spinal cord through a network of electrically excitable 

cells called neurons. Neurons can be of different types, but they all look alike in morphology and architecture. A typical neuron 

consists of three regions, namely the cell body, the axon and the dendrites. The cell body (or soma) analyses the incoming  

signals; the axon carries the signals to other neurons; and the dendrites receive the electrochemical signals from other cells’ 

axons (Figure 2). Note that neurons are not continuous, yet they communicate with one another through specific structures 

called synapses (from the Greek synapsis, meaning “conjunction”), each consisting of a presynaptic part located at the end of 

the axon and a postsynaptic part usually located upon another neuron’s dendrite. Throughout life synapses can be subject to 

alterations, e.g. short-term physiological changes can modify the effectiveness of the synapses whereas long-term physiological 

changes can lead to modifications of the anatomy of the connection itself.  

Each neuron is capable of encoding the information received from external input signals into all-or-none discrete 

electrochemical pulses called ‘action potentials’ or spike train, whose firing rate is linked to the amplitude and frequency of 

the input [12]. If the action potentials surpass  a certain threshold, an impulse is sent down the axon’s terminal cell, where 

http://en.wikipedia.org/wiki/Mimesis
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neurotransmitters are released to transmit the impulse to the receptors located on the postsynaptic neurons. This yields  a 

complete signal processing and information integration through complex networks of neurons which are able to adapt over 

time depending on the input stimuli and to autonomously make sophisticated decisions [13]. It is remarked that the CNS enables 

high-speed simultaneous processing of analogous information either in different groups of neurons or in differe nt neurons of 

the same pathway, being endowed with parallel processing capabilities. Furthermore, to minimize energy expenses while 

maintaining fast conduction, many neurons have insulating myelin sheaths around their axons. Not to mention the importance 

of the glial cells in providing support and nutrition to neurons, insulating them electrically, maintaining homeostasis, destroying 

pathogens and participating in the signal transmission within the nervous system. An extensive description of the physiology 

of the CNS can be found in [13]. 

 

Figure 2. Schematic architecture of two neurons (droualb.faculty.mjc.edu). 

Taking cue from nature, Artificial Neural Networks (ANNs) were developed in the early 1940’s as an attempt to mathematically  

represent the basic physiology of a network of neurons for computer software purposes. The first mathematical model was 

developed by McCulloch and Pitts [14] who conceived the neuron as an extremely simplified processing unit firing only if the 

weighted sum of the inputs exceeded a certain threshold value α. Following this first work, several novel learning algorithms  

were conceived, leading to the development of numerous ANN-based methods [15]-[16]. In what concerns SHM, the most 

used neural network architectures included the multilayer perceptron (MLP) with sigmoidal activation function  [17], the 

counter propagation neural network [18], the probabilistic neural network [19], and the recurrent neural network [20]. Real 

applications of ANN for SHM purposes have been reviewed in literature [21], pointing out the efficiency of neural networks 

as non-model-based methods for damage identification in the presence of training sets (supervised learning ). Nevertheless, 

neural networks have also shown good results in identifying damage patterns not belonging to training sets (unsupervised 

learning), which is essential for monitoring issues [22].  

Beyond the achievements, it should be stressed that the original intent of ANNs was to mimic the processing mechanisms 

employed by the nervous system, but their evolution finally diverged from the primary source of inspiration. For instance, the 

architectural design of ANNs has no connection with the original human neural circuit and often ANNs are used in combination 

with other methods, further deviating from the initial biological principles.  

Auditory system 

Recently, a new source of inspiration for robust SHM has been chosen with the purpose of returning to the original principles 

of biological sensory systems. This is the mammalian auditory system, a subsystem of the sensory system, which boasts real-

time spectral decomposition and high compression capabilities  that render it an ideal source of inspiration for improving the 

performance of structural monitoring systems [23]. The mammalian auditory system relies on a few operational principles. The 

sound wave is received at the ear canal, or outer ear, is passed to the middle ear through the ear drum, and is transmitted to  the 

inner ear by means of induced vibrations at the oval window, which is directly connected to the base of the cochlea, the main  

signal processing unit of the auditory system [24]. The cochlea is a snail-shaped tube partitioned in three fluid-filled cavities 

by two membranes, i.e. the Reissner’s membrane and the basilar membrane (Figure 3a-b). The basilar membrane features a 

geometric configuration and a mechanical stiffness that change across its length, therefore the natural frequency of this 

membrane also varies across its development. The deflections and resonant frequencies of the basilar membrane are correlated 

and tuned to the external sound wave [23]. Based on the vibrating subsections of this  membrane (Figure 3c), the cochlea 

instantaneously maps out the frequency content of the signal and conveys the perceived stimulus to higher levels of the auditory 

cortex via neural signals [25]. In detail, the stereocilia and associated inner hair cells (IHCs) of the organ of Corti, which runs 



 

on top of the basilar membrane, are responsible for encoding the membrane’s motion into electrical spikes (‘action potentials’) 

which are transmitted to the CNS [24]. Being each electrical spike an all-or-none event, the spike will only fire if a threshold 

stimulus is reached and it will be part of a series of pulses that jointly encode information about the perceived stimulus . By 

using this unique method of spectral decomposition, the auditory system is able to attain an impressive auditory range while 

maintaining near real-time processing capabilities.  

 
(a) (b) 

 
(c) 

Figure 3. Schematic representation of the mammalian auditory system: (a) inner ear; (b) cross-section of the cochlea; and 

(c) uncoiled cochlea indicating the vibrating subsections of the basilar membrane [25].  

Based on the operational principles of the auditory system, Peckens and Lynch proposed a bio-inspired sensor [23] for structural 

monitoring applications. This sensor was conceived by mimicking the main processing mechanisms of the mammalian cochlea: 

1) spectral decomposition by the basilar membrane; and 2) linear encoding of peak values and data compression by the inner 

hair cells. These mechanisms were translated into an engineered cochlea-inspired sensor system provided with a band-pass 

filter bank for frequency decomposition of the input signal and an ultralow power microcontroller for nearly real-time peak 

picking and linear encoding of the filtered signals  [23]. The properties of the CNS, combined with the signal processing 

capabilities of the auditory system, were interpreted from an engineering viewpoint and their functionalities were ultimately  

applied for the enhancement of structural monitoring systems through the development of an efficient WSN architecture based 

on the biomimicry of the CNS. By emulating the interactions between neurons and muscles, a bio-inspired control algorithm 

was formulated and validated on a four-story shear mock-up [26].  

The cochlea-inspired sensor did succeed in overcoming many of the technical limitations of traditional wireless sensor nodes, 

marking the beginning of a new era. However, there is still room for improvement, especially in terms of reduction of overhead 

information as well as  learning and adaptability capabilities , characteristics seen within biological systems but not yet 

implemented. Additionally, a real application on a full scale structure is necessary to demonstrate the real-time monitoring and 

control capabilities of this bio-inspired technology in environments harsher than those afforded by controlled laboratory 

experiments.  

Immune system 

The human immune system is another source from which scientists are taking inspiration for building up optimal bio-inspired 

solutions in several fields. This system is formed by different biological structures and processes that aim at protecting the body 

against harmful microorganisms and infections . The first objective of the immune system is to differentiate between self and 

non-self entities. The former belong to the same organism of the immune system, whereas the latter are potential disease-

causing agents, such as viruses, bacteria, parasites , etc., scientifically referred to as pathogens. The immune system operates 

by unfolding a multilevel defence of increasing specificity [27]: Level 1 – external and internal epithelial surfaces of the body; 

Level 2 – innate immune system; and Level 3 – adaptive immune system. The first two levels of defence are able to prevent 

most of infections, but when pathogens evade the innate immune response, the last level comes into play (Figure 4). Vital for 

the adaptive response of the immune system are the lymphocytes, i.e. cells produced in the bone marrow that mature either 

within the thymus (T lymphocytes) or within the bone marrow itself (B lymphocytes). Each lymphocyte exhibits receptors able 
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to recognize and bind with specific molecular patterns called antigens [27]. The strength of this bond is named ‘affinity’. 

Antigen specificity permits the generation of responses that are tailored to certain pathogens. In detail, to combat infections, B 

lymphocytes differentiate into effector B-cells producing antibodies, proteins able to identify and neutralize pathogens after 

binding to a specific antigen; whereas T lymphocytes differentiate into effector T-cells that kill infected cells or activate other 

cells. After defeating the disease, most of effector cells die, but the few cells that survive (‘memory cells’) memorize the tailored 

response of the immune system (‘immunological memory’) so as to unfold a rapid and more effective response in case of a 

new contact with the same pathogen [27]. 

 

Figure 4. Schematic representation of the multilevel defence structure of the immune system (adapted from [40]). 

Inspired by immunology, several adaptive problem-solving methods, and consequently algorithms, have been developed and 

collected under the name of Artificial Immune Systems (AISs) [28]. Among the main algorithms are negative and positive 

selection algorithms, resulting from the evolution of the Self/Non-self discrimination theory formulated by Joshua Lederberg 

[29]. The main goal of this class of algorithms is to achieve a first identification of an emerging damage scenario, just by 

recognizing it as the cause of an abnormal pattern of features. Based on the clonal selection theory developed in the late 1970s  

by Burnet [30], de Castro and Von Zuben [31] proposed the first clonal selection algorithm, named CLONALG. Differen t  

approaches have been suggested over time to improve the reliability of the initial clonal selection algorithm. Detailed reviews 

of both classes of algorithms can be found in literature [32]. A considerable step forward in the development of a bio-inspired 

theory of the immune system was made by Jerne and Hoffmann [33], who tried to formalize the interacting network of immune 

system cells by leveraging their ability to mutually recognize each other and to create a dynamic system of self -stimulated  

elements, even in the absence of external aggressions. The numerical formulation for activation/suppression of cells within the 

network was formalized into a model only some years later by Farmer et al. [34]. This model inspired the first Artificial Immune 

Network algorithm proposed by Ishida [35] in the 1990s.   

AIS-based methods present several strengths, particularly in terms of flexibility, adaptability and learning capabilities. Indeed, 

the advantages of immune-inspired methods have fostered their use in different fields, such as Computer and Network Security, 

Fault Detection, Pattern Recognition, Data Mining Clustering and Filtering, Machine Learning, Function Optimization, and 

many others [36]. AIS architectures have also been developed and successfully applied in the  field of mechanical engineering 

for condition monitoring purposes [37], but just a few works have extended the results to SHM applications in civil engineering. 

Some examples in the field of immune-inspired SHM are the Artificial Immune Pattern Recognition (AIPR) method formulated  

by Chen and Zang [38]; the damage detection model-based AIS algorithm with weighted attributes developed by Abbasidoust 

et al. [39]; and the very recent work of Anaya et al. [40], who presented an active system for structural damage detection based 

on the use of piezoelectric transducers acting either as  actuators or sensors. Being strongly reliable in tackling optimization  

problems, clonal selection and immune network theories have also inspired algorithms for improving the sensor deployment in 

the monitoring of civil engineering systems [41]. However, when dealing with damage identification problems, most of these 

algorithms allow to identify damage location and extent only if they are correctly trained to recognize the features of a give n 

damage scenario or when, in case of supervised process, a label to the emerged damage is assigned for future recognition. This 

is one of the main issues to address to truly benefit from immune-inspired techniques for both supervised and unsupervised 

SHM.  

Aiming at enhancing setting and effectiveness of the method, the evolution of AISs did ultimately deviate from the original 

source of inspiration, as seen for ANNs. For instance, in several cases, AIS-based algorithms are combined with non-bio-

inspired models [42], preventing completely from the actuation of the initial bio-inspired paradigm.    
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A FRAMEWORK FOR NEW BIO-INSPIRED PATTERNS IN SHM 

As shown in the previous section, a few significant and successful contributions to the development of bio-inspired solutions 

have been produced in the last decade, aimed at overcoming most of the problems of actual SHM architectures. Still, several 

technical aspects remain not completely addressed. It is clear that by uncovering the general principles behind the functioning 

of selected biological systems, new sensing and control methods can be formulated from which current engineered monitoring  

systems may yet largely benefit. But, to pursue that, it is necessary to unfold a different strategy. Most bio-inspired paradigms 

have been conceived for reasons other than health monitoring and structural con trol. Hitherto, the main idea was to browse 

through biological literature and try to adjust some potential prototype for emulation into some artificial system which could 

likely turn out to be useful for SHM applications. On the contrary, a good strategy must first focus on the identification of all 

desirable properties and functions a robust SHM system must be provided with. Only after having a clear definition of the 

desired SHM features, one should look for functional analogies in biology in order to understand how nature has addressed 

similar instances, and eventually how to model an artificial system on a very complex natural prototype to imitate its functional 

principles as closely as possible.  

Table 1. Compatibility-matrix between biological and SHM systems (cells with dots indicate matching features). 
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Biological features Biological system 
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Signal processing & encoding Nerve cells (soma)                          

Threshold detection Nerve cells (soma)                          

Impulse transmission  Synaptic connection                          

Information integration  Nerve fibers                          

Learning and data mining  Nerve cells (soma)                          

Metabolic expense reduction  
Axons’ myelin 

sheath 
                         

Self-support and nutrition  Glial cells                           

Adaptability to input Synaptic connection                          

Optimal coverage Neurons’ number                           

Real-time decision making Brain                          

Hierarc. Morphology/Physiology Nervous system                          

A
U

D
.S

Y
S

. 

Spectral decomposition  Basilar membrane                          

Peak values encoding Organ of Corti                          

Data compression Inner hair cells                          

Data transmission Hair-cell neurons                          

IM
M
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Multilevel defence organisation Skin-Inn.IS-Adap.IS                          

Alarm issue Innate IS                          

Pattern recognition  Lymphocytes                           

Parallel actions Lymphocytes                           

Pathogen counteraction  Antibodies                          

Self/non-self discrimination  T  lymphocytes                           

Cells activation/suppression T-cells                          

Equilibrium restoration Lymphocytes                           

Immunological memory Memory cells                          

Taking this into account and based on the critical appraisal emerged from the previous paragraphs, a holistic framework tailored 

to SHM requirements is defined. This framework embraces both architectural and networking issues and is materialized into a 

compatibility-matrix where the desired SHM system’s characteristics are distributed along the top and the biological features - 

identified from the analysis of the three sources of bio-inspiration discussed in the paper – are arranged along the vertical axis  



 

(Table 1). Scope of the matrix is to help match analogous features between biological and SHM systems and to easily 

discriminate desired from unwanted nature-inspired characteristics. This pairing process will ultimately assist in the selection 

of the most compatible functions to transfer from nature to structural monitoring system. The stronger the compatibility  

(analogy), the stronger the future solution (synthesis).  

Although limited, the proposed matrix can be considered as the first attempt to systematize a framework for bio-inspired SHM. 

Hitherto, only a few bio-inspired analogies have found actuation in SHM. Most gaps still have to be filled, thereby calling for 

further research. The next step will entail increasing the order of the matrix by finding a wider range of functional analogies. 

The ones showing the closest fit will be thoroughly analysed for possible implementation into biomimetic engineered systems 

for optimal vibration-based SHM.  

CONCLUSIONS 

A critical analysis of the current state-of-the-art in the field of structural health monitoring has been provided in this paper, 

including an overview of the recent developments in the area of biomimetic engineering for SHM purposes. The work has 

revealed that biomimetics still lacks a systematic approach. Apart from a few exceptions, most of bio -inspired paradigms and 

algorithms developed so far were conceived for reasons other than structural monitoring and they ultimately diverged from the 

primary source of inspiration. In order to go back to the original biological principles and overcome the conflicts of actual 

technologies, the authors have pointed out the need to tailor biomimetics to SHM requirements according to a holistic approach. 

To achieve that, a compatibility-matrix is outlined to assist in the identification of functional analogies between SHM systems 

and biological kingdom, and to guide in the selection of the best solutions for future implementation into real engineered  

systems for robust structural monitoring and vibration analysis. 
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