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Abstract

Organ transplantation is the best and often the only treatment for patients with end-stage organ failure. How-

ever, the universal shortage of deceased donors and the international variation in donation and transplantation

activities result in a worrying situation that must be addressed. As in most countries, Portugal has imple-

mented donation programs to answer the increasing need for transplants with the objective to identify all the

possible and potential donors admitted to hospitals. These donors constitute the largest share of organ

donors in Portugal, but identifying a patient that may progress to brain death could be a complex task and

cadaveric organs must be transplanted in a short period of time in order to achieve satisfactory results.

Therefore, the urgent need of intelligent solutions that are able to support the decision-making process is

crucial in critical areas as the organ transplantation is.

The aim of this dissertation is firstly the knowledge acquisition on the potential organ donor criteria for further

detection and secondly the design and implementation of a software platform to assist the inefficient process

of identification of potential organ donors. This will result in an increase of control of the screening method

and consequently optimize the workflow of the pre-transplantation process.

Accordingly, and after several meetings with the transplant team, a prior identification pattern was structured

and used to characterize the development of the proposed solution, named Organite. Organite is defined as a

system to support the transplantation process, based on Business Intelligence technologies. It is responsible

for the collection, management, storage, and signaling of potential organ donors using information from the

disparate Health Information Systems to provide real-time tracking of patients and optimize the transplant

team’s workflow.

The developed platform is currently implemented at Centro Hospitalar do Porto, Hospital de Santo António,

EPE and displays a steady and competent behavior providing consequently a way to have more control of the

v
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information needed for the decision-making process. As a result, the number of transplantation records at

Centro Hospitalar do Porto, Hospital de Santo António, EPE are expected to show more profitable outcomes.

Keywords: Decision-Making Process, Organ Transplantation, Potential Organ Donors Detec-

tion



Resumo

O transplante de órgãos é a melhor e muitas vezes a única forma de tratamento para pacientes com casos

de insuficiência terminal de órgãos. No entanto, a escassez universal de dadores falecidos e a variação

internacional nas atividades de doação e transplantação resultam numa situação preocupante que deve ser

abordada.

Tal como em muitos países, Portugal tem implementado programas de doação para responder à crescente

necessidade de transplantes com o objetivo de identificar todos os possíveis e potenciais dadores em morte

cerebral internados em hospitais. Estes dadores em morte cerebral constituem a maior parcela dos dadores

de órgãos em Portugal. Contudo, identificar um paciente que pode evoluir para morte cerebral pode ser uma

tarefa complexa e a transplantação de órgãos de cadáveres deve ocorrer num curto período de tempo a fim

de alcançar resultados satisfatórios.

Portanto, a necessidade urgente de soluções inteligentes que sejam capazes de apoiar o processo de tomada

de decisões é crucial em áreas tão críticas como a transplantação de órgãos é.

O objetivo desta dissertação é, em primeiro lugar, a aquisição de conhecimento sobre os critérios de decisão

de um potencial dador de órgãos para posterior deteção e, em segundo lugar, a conceção e implementação

de uma plataforma de software para auxiliar o processo até agora ineficiente de identificação de potenciais

dadores de órgãos. Isto deverá permitir ter mais controlo sobre o método de deteção e, consequentemente,

otimizar o fluxo de trabalho do processo de pré-transplantação.

Por conseguinte, e após várias reuniões com a equipa do Gabinete Coordenador de Colheita e Transplan-

tação, um padrão de identificação prévio foi estruturado e utilizado para caracterizar o desenvolvimento da

solução proposta, chamada Organite. A plataforma Organite é definida como um sistema para suportar o

processo de transplantação, baseado em tecnologias de Business Intelligence. É, assim, responsável pela

vii
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recolha, gestão, armazenamento e sinalização de potenciais dadores recorrendo a dados provenientes de

vários Sistemas de Informação Hospitalar para oferecer acompanhamento dos pacientes em tempo real e

otimizar o fluxo de trabalho da equipa do Gabinete Coordenador de Colheita e Transplantação.

A plataforma assim desenvolvida está implementada atualmente no Centro Hospitalar do Porto, Hospital de

Santo António, EPE e apresenta um comportamento estável e eficiente proporcionando, consequentemente,

uma forma de ter mais controlo sobre a informação necessária ao processo de tomada de decisão. Como

resultado, espera-se que o número de transplantações efetuadas no Centro Hospitalar do Porto, Hospital de

Santo António, EPE apresente valores mais rentáveis.

Palavras-chave: Deteção de Potenciais Dadores de Órgãos, Processo de Tomada de Decisão,

Transplantação de Órgãos
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Chapter 1

Introduction and Motivation

The present dissertation project of the Integrated Master in Biomedical Engineering - expertise in Medical

Informatics - aims to describe the development and deployment of a clinical decision support platform in the

field of transplantation, based on Business Intelligence.

That said, this first chapter serves the purpose of framing the proposed topics as well as describing the main

motivation that led to their development and identify the objectives to be achieved. A brief characterization

of the work done is presented and, finally, the structure of the dissertation is defined, in order to ease its

understanding.

1.1 Overview

Organ transplantation is often the best and sometimes the last resort for patients with end-stage organ failure

and even though organ donation and transplant rates vary widely across the globe, it is agreed that organ

shortage of deceased donors can not keep pace with the ever-increasing demand for transplants. [1–3]

In the field of organ donation, an early detection of potential donors is crucial. There are many factors that

influence the number of potential donors but, regardless of that, it is known that the main source of all

deceased donations come from Brain Dead (BD) donors, implying that most potential deceased donors must

be localized in the Intensive Care Units (ICUs) and Emergency Departments (EDs) in patients who are victims

of stroke or other severe brain events. [1, 4]

A comprehensive review of organ donation considers BD patients as the ideal multiorgan donors. As a result,

3



4 CHAPTER 1. INTRODUCTION AND MOTIVATION

the major source of solid organs for transplantation are provided by BD patients. [1, 5]

Particularly focusing on BD donation, the main objective is to monitor deceased organ donation potential,

evaluate performance and identify key areas for improvement. [6]

In Portugal, as in most countries, many systematic approaches and programs to increase organ donor rates

and also to develop deceased donation to its maximum potential have been implemented. [1, 2, 6]

While this may be true, aside from exploiting the concept of donor rate, a more meaningful measure would

be the proportion of possible donors that become actual donors, the so-called conversion rate. [1]

Clinical medical records hold a wealth of information that may prove to be valuable if used to full advantage.

These increasingly electronic clinical records include the patient’s medical history, prescriptions, physician

notes, etc. collected from the various Health Information Systems. [7–9]

To grant accurate and timely information, Health Information Systems (HIS) that provide access to electronic

patient records play an expressive role in optimizing the support of adequate decision-making. Therefore, it

is no surprise that in hospitals, the complexity of environments where people and information are distributed

expects considerable coordination and communication among the professionals that work in such settings.

[10]

Actually, these systems must go along with the fundamentals of ubiquity and quality-of-care and be embedded

in some forms of intelligent mechanisms in order to be useful for medical, clinical and administrative staff.

[10–13]

Indeed, the exchange and share of clinical knowledge among medical information systems is an important

feature to improve healthcare systems, quality of diagnosis, but mainly, to improve quality in patient treatment.

[13]

Individuals who are responsible for making decisions in organizations are aware that timely and precise

information is powerful enough to improve business performance. [14] Overall, a decision support system is

described as a system that intends to support business decision makers in semi-structured or unstructured

decision situations working with decision makers as adjuncts, extending their capabilities but not replacing

their judgment. As a matter of fact, this type of systems was aimed at decisions that required judgment or

could not be completely supported by algorithms. [15]

The development of this type of systems is being encouraged to support new knowledge construction, pro-

cesses improvement, pattern recognition and interpretation in large amounts of data, localization and devel-
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opment of organizational competencies and experience sharing. [14]

That said, and knowing that coding, storing and transmitting knowledge in organizations is not new, recently

the organizational and managerial practice has become more knowledge-focused, and hospitals are not in-

different to that. [16, 17]

To best describe the decision support solution’s architecture and practice, the concept of Business Intelligence

(BI) is gaining ground. [18] BI characterizes a variety of activities to collect all the necessary data to make

solid business decisions such as creating a data warehouse and/or data mart to store the data and handling

front-end analytical tools. Altogether, this set of tools delivers end-users a high-level solution so they can make

better, informed decisions counting on reports, predictions and/or analytical views. [19]

Thus, BI is mainly referred to as a broad category of applications and technologies for gathering, storing,

analyzing and providing access to data in order to deliver decision makers all the tools they need to obtain

competitive advantages through quick business understanding and critical insights. [20, 21]

All things considered, it is possible to construct complex and rigorous Clinical Decision Support Systems

(CDSSs) based on BI technologies with data from the various HIS that, when built upon a firm basis, can take

the clinical decision-making to a whole new level.

1.2 Motivations

Instituto Português do Sangue e da Transplantação, IP (IPST, IP) defines transplant as a “transference of

cells, tissues or living organs from one person - the donor - to another - the receiver - or a part of the body to

another in order to restore a lost function”.

The transplant of one or more organs can be crucial for the survival of a patient whose vital organs stopped

functioning correctly or it is biologically impossible to recover their normal function. When a case is referenced,

the patient is placed on a waiting list and is evaluated individually by a transplant team that assures the

principles of equality and equity according to well-defined organs distribution criteria.

The Portuguese Law considers every Portuguese citizen who does not register in life in Registo Nacional

de Não Dadores (RENNDA) as a potential organ donor, that is, the Portuguese legal framework considers

presumed consent, unless the patients register themselves on the appropriate authority. Still, in order for a

person’s organs to be considered valid for donation, his/hers death must occur at a hospital’s Intensive Care
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Unit (ICU), since it is in this unit that the harvesting and the correct preservation of organs are performed.

After carrying out all the necessary proofs, a medical team is responsible for determining if the deceased

patient can be a donor and which organs can be used for donation.

According to statistical data published by IPST, IP, in 2015 the number of brain death donors was 319, 30

more than in 2014 (289) which represents an increase to numbers superior to any of the 4 previous years.

This increase was reflected in a total of 896 organs harvested in 2015, 8% more than in 2014 (829). As for

the first semester of 2016, the number of deceased donors reached 189, 27 more than in the same period

of 2014, achieving the highest number of donors registered in the same period since 2009. The number of

harvested and transplanted organs also rose to the highest values in the last seven years. [22]

To regulate and standardize the donation activities, procurement and transplantation of organs, tissues, and

cells of human origin, there is in Portugal the Coordenação Nacional de Transplantação (CNT). CNT is an

organic unit belonging to IPST, IP and has been conceived and structured at three different but interlinked

levels: National (CNT), Regional (Gabinetes Coordenadores de Colheita e Transplantação (GCCTs)) and Local

(Coordenadores Hospitalares de Doação (CHD), Unidades de Colheita de tecidos e células, Unidades de

Transplantação/Aplicação de órgãos, tecidos e células).

The first two levels work as an interface between the technical and the political strata and act in support of the

deceased donation process. The Local level (or Hospital level) of coordination is represented by a network of

officially authorized procurement hospitals that are directly in charge of effectively developing the deceased

donation process. At the Local level, the transplant coordinator appointed at each procurement hospital has

been considered a key element for the model, having a unique profile, conceived to develop a proactive donor

detection program and effectively converting potential into actual organ donors.

Centro Hospitalar do Porto, Hospital de Santo António, EPE (CHP) is represented as a GCCT and, as well

as the other GCCTs, counts on multidisciplinary teams to carry out organs, tissues and cells procurement.

The role of the transplant coordinator is performed by medicine professionals with specific training to provide

prompt identification and evaluation of potential organ and tissue donors for transplantation.

Indeed, it is this identification of potential donors that creates some complications mostly due to the high

number of factors to take into account for this detection. The complexity inherent to this process challenges

and slows down its effectiveness. Performing multiple manual tasks at the same time becomes limiting in

terms of time and resources management. Meanwhile, a possible donor can actually die while his potential
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of donation is still being evaluated, resulting in loss of donation potential in hospitals. [3]

As a result, the use of Information Technology (IT) solutions can provide an added value in facilitating the

process of potential donors referral using the different existing HIS. By applying the right set of information

technologies, it is possible to develop CDSSs, systems that use the information provided by the various HIS

for decision-making in more or less critical situations supporting the decision made by healthcare providers.

Working together, this can lead to an increase in the donation potential in hospitals and therefore, address

the organs needs by contributing to a timely and accurate detection.

Thereby, the motivation for the development of such a project focuses on these principles, seeking to respond

to failures that the system displays by creating a CDSS platform in the field of transplantation based on BI.

1.3 Objectives

For purposes of increasing the availability of organs in CHP and trying to solve the problem of crippling delay

in the potential donor referral, the author proposes to continue the existing platform developed in the context

of a previous MSc in Biomedical Engineering dissertation, named Organite. As so, the author proposes to

contribute actively to its continuous improvement and optimization. [23]

Therefore, the main goal of this project is to acquire knowledge on how to design and develop new features

resulting in a high-level solution applicable in clinical context. That must result in a useful and accurate tool

so that the GCCT team at CHP can improve their results.

As a result of the work previously done, a repository of potential organ donors and the mechanisms responsible

for feeding it in real-time are already defined and will be used in this dissertation.

Given the complexity of a project with this magnitude, it was decided that it would be better to divide the

project into several specific objectives:

1. Regarding the potential organ donors identification model:

• Perform a longitudinal study from the actual transplanted at CHP in the past five years for

feature extraction based on the frequency analysis in order to define a more accurate potential

donor pattern;

• Discuss the observed results with the GCCT team at CHP in order to describe the structure of

the model to apply.
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2. Regarding the repository of potential organ donors:

• Analyze and study the existent HIS at CHP to ensure their interoperability, as well as the archi-

tecture of the previously defined repository;

• Correct any possible situations that are not being captured correctly or that may be excluded

by computer error;

• Introduce new potential donor detection filters defined in the previous stage;

• Automatically classify medical records in order to categorize patients according to their status

(death, medical discharge, etc.) using Extract, Transform and Loading (ETL) procedures.

3. Regarding the web platform:

• Develop an intuitive user interface allowing a real-time graphical tracking of potential donors;

• Develop an authorization module to sign in and log in users with different permissions;

• Define a notification system to alert responsible members whenever a new possible donor with

a certain level of potential is identified;

• Provide BI tools for statistical analysis and study of the data collected.

1.4 Research Process and Activities

It may be challenging when developing medical applications to provide solutions that are both useful and

accepted by its future users. As for that, and to address the above research objectives, several research

activities have been conducted in order to study and specify the main concepts in such a project.

As one of the main objectives of this project is to provide a solution to a set of identified problems and to

increase the utility of a CDSS, the Design Science Research (DSR) methodology was used as it is the most

suited to this type of projects.

This project began with a revision of the literature and the state of the art regarding the transplantation

activity in Portugal and the strategies followed in other countries to improve the situation. At the same time, a

comprehensive understanding of how IT and BI tools could benefit this type of solutions was also performed.
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Given the importance of those domains for the whole work, decision-driven techniques and methodologies

applied to organizations were also assessed.

After a full definition of terminology, the design and development stage started with a decision on what

technologies were to be used. A set of tools was evaluated and chosen according to their fitness to the

project. As part of this stage, cooperation with medical staff in order to get constructive feedback during the

development process, also played an important role.

Another key stage is the proof of concept, i.e. showing that the designed solution brings benefit to the work

load for the staff. This was done taking the already existent solution as a term of comparison and performing

a Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis to assess the system’s performance

and acceptance.

1.5 Document Organization

This document is divided into five main parts.

The first part, the Introduction, explores superficially the research problem and specifies the project’s moti-

vations and aims.

The second part, the State of the Art, describes the background of the problem in two chapters: Chapter 2

and Chapter 3. Chapter 2 defines the technical context of the institution where this project will be applied, be-

ginning with an introduction of the main Health Information Systems, their organization, and relevance in this

project. Concepts like interoperability, Clinical Decision Support System, Business Intelligence, Knowledge

Discovery in Databases, REpresentational State Transfer and Model-View-Controller will also be characterized

in this chapter, and a brief history on the previous state of the system will be presented. Chapter 3 explains

the main activities provided for decision-making in the transplantation area, as well as some features and

limitations.

The third part, Defining the Potential Organ Donor Criteria, defines the knowledge discovery and describes the

methods and technologies used in the process of inducing useful knowledge for clinical decision support, in

Chapter 4. These criteria are presented as a complement to the existing ones contributing for its continuous

optimization.

The fourth part, Design and Implementation, describes the technical details and design choices of the con-
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structed system, in Chapter 5. Chapter 6 characterizes the implementation elements and presents the visu-

alization layer and all the BI tools and procedures constructed for data representation, in the form of results.

Chapter 7 evaluates and demonstrates the project’s feasibility using a SWOT matrix to verify its potential for

real-world application.

The fifth part, the Conclusions, expresses in Chapter 8 the final conclusions of this dissertation and enumer-

ates several issues that may constitute an opportunity for future work.
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State of the Art
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Chapter 2

Conceptual Framework

This chapter aims to describe the theoretical and scientific concepts explored along this dissertation.

After identifying the main Health Information Systems (HIS) applied at Centro Hospitalar do Porto, Hospital

de Santo António, EPE (CHP), where this project is implemented, the central concepts like Clinical Decision

Support System (CDSS), Business Intelligence (BI), and Data Mining (DM) are also reviewed in order to

promote a full understanding on how this project fits the specifications.

2.1 Health Information Systems at CHP

In medical science, where lives are at stake, a perfect scenario would be for all healthcare professionals to be

perfectly skilled and informed, and for healthcare to be a field of order, knowledge and defined procedures

even though uncertainty is a part of everyday life in surgical decision-making. However, one of the greatest

concerns in nowadays’ organizations is to introduce technology into their environments, and hospitals are

not an exception. Consequently, HIS have been introduced in order to improve the quality of healthcare

delivery. [24–27]

HIS can be defined as the socio-technical subsystems that comprise all management and organization infor-

mation processing, as well as the healthcare professionals roles. [28, 29] The design and implementation

of HIS must focus on ensuring the efficient production of information in order to provide clinical decision-

making capabilities. [29, 30] As to provide complete and useful features, HIS must also allow the extraction

of clinical and management indicators as a way to improve the decision-making, planning and logistics pro-

13
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cesses. [31, 32]

The following list portrays examples of some of the HIS implemented at CHP:

• Processo Clínico Eletrónico (PCE) — defined as an electronic repository of patients’ data, PCE

stores the information about patients in a secure, organized and centralized way making it accessible

whenever needed;

• SClínico — defined as a system to represent, manage and archive clinical information, SClínico is

built upon two former applications: Sistema de Apoio ao Médico (SAM) and Sistema de Apoio à Prática

de Enfermagem (SAPE) which comprised information on medical and nursing practices, respectively.

Besides the previously defined functions by both systems, SClínico holds a new set of features like

integration with the electronic medical prescription, for instance;

• Sistema de Urgências — defined as a dedicated system for registry, management and archive of

clinical episodes occurring in the Emergency Room (ER).

As these systems are developed in an isolated way by different entities, their independence hinders the inter-

action among different systems. To solve this kind of problems, the need to implement proper communication

and cooperation among these systems became evident. That’s where the concepts of integration and inter-

operability apply, as both are important for cooperation and information flow in healthcare organizations. [26]

The objective of integration is to obtain information from several systems in order to improve their capabilities

whereas the objective of interoperability focuses on a continuous communication and information exchange

in different cooperating systems. [26, 33]

The Agency for Integration, Diffusion and Archive of Medical Information (AIDA) is an agent-based platform

created by a group of researchers from the University of Minho, the Artificial Intelligence Group, and is currently

installed in several Portuguese hospitals, like CHP, to guarantee interoperability. [26]

2.1.1 Agency for Integration, Diffusion and Archive of Medical Information

AIDA is an electronic platform that imbues many different integration features, using mainly Service Oriented

Architectures (SOA) and Multi-Agent Systems (MAS) to implement interoperability and overcome difficulties
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in achieving uniformity of clinical systems, as well as medical and administrative complexity of different

HIS. [34, 35]

With its proactive behavior, AIDA is in charge of tasks such as communicating with the heterogeneous systems,

sending and receiving information (e.g. medical or clinical reports, images, collections of data, prescriptions),

managing and saving the information and answering to information requests, with the necessary resources

to their correct and in time-line accomplishment. [34–39]

This way it is possible to access information anytime and anywhere in the hospital thereby allowing a more

efficient clinical information management. [36] Additionally, AIDA supports web-based services that enable

human interaction with the system such as sending SMS via phone or email. [37]

At CHP, the system responsible for collecting, consolidating and making data available for PCE is AIDA.

2.2 Clinical Decision Support Systems

Making decisions is characterized as the process of developing and analyzing alternatives to make a decision

which is nothing more than a choice from the available alternatives. The majority of the decisions are made

in response to a problem and involve judgment, which are the cognitive aspects of the decision-making

process. [40]

Healthcare organizations, as many others, are striving to make sense of the rapidly increasing volume and

variety of data generated by both internal and external resources. [41] The challenge now is how tomake sense

of the raw data inside relational databases and produce meaningful information for executive professionals

to make effective decisions in the diverse clinical areas. [42]

That’s exactly where the CDSSs fit in. CDSSs are described as “any electronic system designed to aid directly

in clinical decision making in which characteristics of individual patients are used to generate patient-specific

assessments or recommendations that are then presented to clinicians for consideration”. [43]

In their classic form, CDSSs include alerts, reminders, order sets that automatically remind the clinical of a

determined action, or care summary dashboards that provide feedback on quality and performance indicators

for further improvement. [44]

Such systems have been shown to improve overall healthcare quality and efficiency by enhancing the delivery

of preventive care services [45, 46], and improve adherence to recommended care standards. [47] Reviews
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on the deployment of CDSSs showed that: [48]

• Computer-based decision support is more effective than manual processes for decision support;

• CDSS interventions that are presented automatically and fit into the workflow of the clinicians are

more likely to be used;

• CDSSs that recommend actions for users are more effective than the ones that simply provide as-

sessments;

• CDSS interventions that provide information at the time and place of decision-making are more likely

to have an impact.

Nevertheless, it is important to understand that a CDSS’s target is not to replace clinicians but to support

their daily work by reconstructing the way clinical episodes are seen.

2.3 Business Intelligence

Cody, Kreulen et al. [49] refer to BI as systems that combine data from different sources with analytic tools in

order to provide relevant information for the decision-making process. The aim of such systems is to improve

the availability and overall quality of that information. [14]

When compared to Decision Support System (DSS), BI is defined as a broad category of applications, prac-

tices, and technologies for gathering, storing, analyzing and providing access to data to support the busi-

ness users in making better decisions. This includes all the ways an enterprise can explore, access and

analyze information in the data warehouse to develop insights that will utterly lead to improved, informed

decisions. [40, 50]

In fact, BI is now considered a top priority for many organizations and although healthcare still lags behind

other industries in adopting BI, leading practitioners agree that taking a more enterprisewide, platform-based

approach to BI provides large gains to the institution. [50]

Depending on the requirements of every project, technologies can be merged and combined, creating a

reliable DSS architecture. This DSS’s architecture must back up all the technological requirements BI might

need. After a literature analysis, the framework that best suits this project is composed of three levels, from
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a development point of view, from bottom to top: The Data Sources level, the Data Warehouse level, and

the Business Analytics level as represented in Figure 2.1. [51] This approach was proposed by Han and

Kamber [52] and Eckerson [53].

Figure 2.1: BI’s support infrastructure architecture as proposed by Han and Kamber [52] and Eckerson [53]

(adapted from [18]).

The Data Sources level represents all the operational environment of the application. These Data Sources

are represented as databases including the data from different operational systems, responsible for feeding

the Data Warehouse. They represent the origin of information intended to collect and make available through

the Data Warehouse and they also represent the diverse operational activity’s support systems used in an

organization, in the form of HIS. [18]
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The Data Warehouse level represents the storage environment that include the data validation and transfor-

mation before storing it in the Data Warehouse (DW). There always exist some kind of treatment to perform

over the data before integrating it into the analytic repository. The area where this happens is called the Data

Staging Area. Here, sequential search algorithms and text transformation procedures predominate, called

the Extract, Transform and Loading (ETL) procedures.

Above the Data Staging Area is the DW which, as mentioned before, is the analytical repository where data

is stored after correctly transformed and integrated. It is over the DW that a set of services with the objective

to provide information to end-users is implemented. This set of services includes a variety of utilities such as

multidimensional analysis servers that can be later accessed by Online Analytical Processing (OLAP) tools,

BI servers, Data Mining engines, amongst others. [18, 54]

The Business Analytics level is characterized as the set of technologies that support real-time analytics, en-

abling end-users to interact and explore the data from the repository previously created. Here the user is

provided with a set of dynamic analysis tools that can be used to query data, generate reports or identify

trends and patterns in data. That’s where the interaction with the users takes place and where they can

communicate with the system and analyze the presented results. This is one of the reasons why the user

interface must be specially designed for an intuitive interaction.

2.4 Knowledge Discovery in Databases and Data Mining

Knowledge Discovery in Databases (KDD) is a fast-evolving research field which development is targeted to

the benefit of practical, social and economic fields, amongst others. [55]

The motivation for this growth is linked primarily to the existence of a powerful technology for collecting, storing

and managing large amounts of data, also known as big data. Most of this data hold valuable information

like patterns and trends that can be utilized to improve business decisions. However, considering that the

data is collected into databases, it became necessary to develop automatic processes for data analysis, like

DM. [55]

As mentioned above, OLAP tools ease the process of querying data as they are query-oriented, that is, the

user controls what is represented by querying the system. This user-dependent approach can, however,

interfere in the process of intelligently identifying patterns in data. To counter this, the utilization of automatic
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(or semi-automatic) computer-dependent analysis techniques for knowledge extraction on big repositories of

data became evident. [55] These techniques usually don’t go beyond simple Structured Query Language

(SQL) queries, OLAP tools or Data Visualization mechanisms. [55]

Towards such deficiency to analyze and comprehend large volumes of data, several studies have been con-

ducted in order to develop knowledge extraction techniques, also known as DM. This process of KDD aims at

finding knowledge from a set of data so it can be used in decision-making processes. Therefore, an important

requirement is that this knowledge is human-understandable, as well as useful and interesting for end-users,

generally the decision-makers, in a way this knowledge can support their decision-making process. [55, 56]

The particular step of KDD of finding useful patterns and trends in data with the goal of finding new information

and transform this specific information into actionable results is then assigned to DM. [56, 57]

2.5 Text Mining

As the DM techniques have been developed to deal with structured data, specific Text Mining techniques to

deal with unstructured data were conceived. [55]

Text Mining is described as a process of knowledge discovery based on technologies such as Natural Language

Processing (NLP), information extraction and data mining that makes it possible to discover patterns and

trends semi-automatically from huge collections of unstructured text. [58–64]

A Text Mining system, as well as a data mining one, relies on preprocessing routines, pattern-discovery algo-

rithms and presentation-layer elements such as visualization tools to ease how users skim through the results

obtained. [63, 65, 66] In contrast to data mining, Text Mining systems’ preprocessing operations focus on

the identification and extraction of representative features from natural language documents. These prepro-

cessing operations are responsible for modeling unstructured text stored in document collections (implicit

knowledge) into structured content (explicit knowledge). [65, 66]

With Text Mining, researchers intend to discover new patterns and knowledge aggregates that may not be

so obvious or known using elements for frequency analysis, identification of documents containing certain

attributes for further statistical analysis, etc. The information obtained through these elements is used to

create new characteristics from data for predictive modeling. [67]

Moreover, Text Mining builds upon many disciplines concerned with the handling of natural language covering
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techniques and methodologies from the areas of information retrieval, information extraction and corpus-

based computational linguistics. [65]

Term extraction is the most common form of Text Mining. This technique maps information from unstruc-

tured data into a structured format. The simplest data structure in Text Mining is the feature vector which is

a weighted list of words. The most important words on a document are listed along with their relative impor-

tance. This way, the text within documents is reduced to a list of terms and weights. The entire semantics is

not considered yet the key concepts are identified. This is called a statistical analysis, where the importance

of a term is given for its frequency within the documents. [55, 68, 69]

2.5.1 Text Mining in Healthcare

In healthcare, physicians often express opinions in terms of words that contain useful information that can

be further used to develop intelligent models to improve the healthcare process. Hence, Text Mining proves

to be an effective tool in healthcare datasets if correctly applied within clinical record archives leading to an

accurate prediction of future outcomes in various healthcare settings. [8] Hirschman et al. [70] notes in his

review of milestones in biomedical Text Mining research that the field began by focusing on three approaches

to process text: linguistic context of text, pattern matching, and word co-occurrence. This last one, word

co-occurrence, proves to be very effective on occurrence statistics-based predictions.

As the output of a NLP system is intended to be employed by a healthcare application, it must hold adequate

recall, precision and specificity for the intended clinical application, but it should also be possible to adjust

its performance according to the needs of the application. Any application involving NLP must undergo a

performance evaluation before being deployed to ensure it is appropriate to address such clinical settings. [63]

One evident challenge in the Text Mining field lies on the pertinent declaration of negatives in text which

makes it harder to determine whether a finding within narrative medical records is present or absent. Indeed,

the most frequently described findings are the ones that deny these findings on the patient. [71] Thus, the

development of methods to automatically discriminate between terms that are mentioned as being present

and terms that are negated provide a crucial improvement for this type of systems where negation in predicate

logic is well defined and syntactically present.
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2.5.2 The Process of Text Mining

Text Mining studies should follow a structured methodology based on best practices. For that, a standard

process model similar to CRoss Industry Standard Process for Data Mining (CRISP-DM) - the industry standard

for DM projects - is needed. Nonetheless, a specific process model for Text Mining should include much more

elaborate data preprocessing methods. [15]

At a very high-level, the Text Mining process can be expressed in a three consecutive tasks diagram as

depicted in Figure 2.2.

Figure 2.2: The three-step Text Mining process (adapted from [15]).

Task 1’s purpose is to collect all documents related to a domain of interest for analysis. Once the document

files are collected, they should be transformed and organized in such manner that they are all in the same

representational form to be read by the Text Mining software. [15]

Task 2’s goal is to convert the list of organized documents (the corpus) into a Term-Document Matrix (TDM)

where the cells are filled with the most appropriate indices being the most common a list of frequencies for

each term used in the documents. [15]

However, not all terms are equally important when characterizing documents and therefore should be disre-

garded has they have no differentiating power. Preprocessing methods should, then, filter these terms and

exclude them from the indexing process as stated below: [72]

• Eliminate commonly used words, known as stopwords. The most common words in text documents

are articles and prepositions which carry no value and do not describe the documents’ content;
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• Identify and replace the words by their corresponding root/stem terms, that is, eliminate plurals,

conjugations and suffixes. This is known as stemming;

• Consider synonyms and phrases, remembering that they should be combined anyhow.

Raw term frequencies are often used to represent the indices and the most common measures are: [72]

• Term frequency (tf): measures the real term frequency within a document;

• Inverse document frequency (idf): measures the rareness of a term by comparing the number of

documents in the collection with the number of documents containing that term.

Task 3 consists in using the TDM to extract knowledge using common methods such as classification, clus-

tering, association and trend analysis. [15]

The participation of professionals is very important throughout the whole knowledge extraction process whether

in the analysis, helping to resolve conflict situations, or indicating alternative routes and complementing in-

formation. [55]

To sum up, Text Mining is emerging as a critical component of the next generation of BI tools enabling

organizations to compete successfully as companies can now better understand their customers by analyzing

their feedbacks. Therefore, it is no surprise that Text Mining applications are in virtually every area of business,

including healthcare. [15]

2.6 REpresentational State Transfer

REpresentational State Transfer (REST) is an architecture style for designing networked applications which

uses simple Hyper-Text Transfer Protocol (HTTP) rather than using complex mechanisms to connect between

machines. REST results then in a coordinated set of architectural constraints to define a uniform connector

interface. [73]

The main characteristics of a REST system are defined below: [73–75]

• Client-Server — There should be a separation between the server that provides a service, and the

client that consumes it;
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• Stateless — Each request from client to server must contain all the information needed to understand

the request and cannot take advantage of any stored context on the server meaning that session state

is uniquely kept on the client;

• Cacheable — The server must indicate to the client if requests can be cached or not;

• Uniform Interface — The communication method between a client and a server must be uniform;

• Layered System — Communication between a client and a server should be standardized in such

a way that allows intermediaries to answer to requests instead of the end server, without the client

having to do anything different;

• Code on demand — Servers can provide executable code or scripts for clients to execute in their

context. This constraint is optional.

These constraints improve some properties such as portability of the user interface across multiple plat-

forms and simplify the server components. [73, 74]

The properties of visibility, reliability and scalability are also improved. Visibility is improved because

the system does not need to look beyond a single request datum in order to determine the full nature of

the request. Reliability is improved because it eases the task of recovering from partial failures. Scalability

is improved because by not having to store session state between requests, the server can quickly free

resources. This further simplifies implementation since the server doesn’t have to manage resources usage

across requests. [73, 74]

The REST architecture was originally designed to fit the HTTP protocol used in the world wide web. Web

services following a REST architecture are usually called RESTful web services or RESTful web Application

Programming Interfaces (APIs) (or simply REST APIs). In such systems, the resources are represented by

Uniform Resource Identifiers (URIs). Clients send requests to these URIs using the methods defined by the

HTTP protocol and, as a result, an action is performed. [73–75]

The HTTP request methods are usually designed to affect a certain resource in standard ways, explained in

Table 2.1. Together, these describe the Create, Read, Update and Delete (CRUD) operations defined on the

resources. [75]
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Table 2.1: HTTP request methods.

HTTP method Action

POST Create a new resource

GET Read a resource

PUT Update a resource

DELETE Delete a resource

The REST design architecture does not require a specific format for the data provided with the requests

and/or responses. However, the most common data format is JavaScript Object Notation (JSON).

2.7 The Model-View-Controller design pattern

The Model-View-Controller (MVC) design pattern describes a way of structuring an application into three differ-

ent component parts, so as to separate internal representations of information from the ways that information

is presented to the user, allowing the creation of complex solutions through easily organized and maintain-

able code. [76] Typically, a certain content is requested by entering a URI. The Controller receives that

request and the Models retrieve all the necessary data from the databases. The Controller then organizes

it and sends it off to the View which makes that data available on a specific format for further access, in the

front-end layer.

On a more technical level, whenever someone types in a URI in a browser to access a web application, a

request is being made to view a certain page within the application.

When building a web application, each URI pattern is associated with different pages and content in the form

of Routes so when someone enters a URI the application tries to match that URI to one of the predefined

routes. Each route is associated with a Controller - more specifically, a certain function within a controller,

also known as the controller action. As so, when entering a URI, the application attempts to find a matching

route and if it finds one, it calls the associated controller action.
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2.8 History of Organite

Organite started in 2014 as MSc degree dissertation in Biomedical Engineering at University of Minho. [23]

This dissertation resulted in a functional prototype of a decision support platform providing a great contribute

in the transplantation field at CHP.

This first version of Organite featured the construction of the DW and all the mechanisms needed for feeding

it in real-time according to some details provided by the Gabinete Coordenador de Colheita e Transplantação

(GCCT) team at CHP which played an essential role in the design and deployment phases in order to develop

a functional solution.

Organite’s first user interface had a list of all the identified diagnostics and a statistical area with some charts

providing simple, yet useful insights on the collected data. It was not easy to understand which patients were

available since no information was delivered on the list about the patients’ medical condition. The user

needed to click on each patient and then understand if the patient was available or not by exploring the

patient’s details. This was time-consuming and lowered the user experience.

It was also known that the mechanisms responsible for feeding the DW in real-time introduced some erroneous

situations and needed to be corrected and restructured.

In this sense, the author proposes to continue Organite’s development and improvement by developing a

second version of the prototype.



26 CHAPTER 2. CONCEPTUAL FRAMEWORK



Chapter 3

Donation and Transplantation Activity

3.1 Current Practice in Organ Donation and Transplantation

Transplantation is the treatment of choice for severe organ failure. Despite this, the number of patients

waiting for one or more organs is still increasing in Europe and as the shortage of organs has become more

critical, new proposals have been developed to increase the organ donation potential. [3, 77]

In Portugal, as in most countries, many systematic approaches and programs to increase organ donor rates

and also to develop deceased donation to its maximum potential have been implemented, such as the initiation

of the presumed consent legislation. [1, 2, 5, 6]

In fact, according to annual reports from the National Transplant Coordination, the number of Brain Dead

(BD) donors in Portugal has been increasing since 2012. Following this trend, there has been a change in

how deceased donation is performed and most countries increased their deceased donor rates, in the past

years. [1,22] However, to perform a qualitative comparative analysis between different hospitals or countries,

uniform criteria for potential organ donor is needed yet difficult to achieve. [78]

Even though there is no consensus on uniform criteria for defining a potential organ donor, a comprehensive

review of organ donation considers BD patients the ideal multiorgan donors. As a result, the major source of

solid organs for transplantation is provided by BD patients. [1, 5] The work of the medical team at Gabinete

Coordenador de Colheita e Transplantação (GCCT) focuses on determining precursors of brain death that can

provide significant results in creating a reliable pool of potential organ donors. As so, potential organ donors

should be identified as soon as possible and should never be missed or delayed and it is desirable to identify
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a potential organ donor as early as possible to achieve a donor conversion rate as high as possible. [3]

However, detection and management of potential organ donors is a complex process which takes several

elements in consideration. [77]

Particularly focusing on BD donation, the main objective is to monitor deceased organ donation potential,

evaluate performance and identify key areas for improvement. [6]

3.2 Features and Limitations

If a patient meets the criteria defined of a potential organ donor does not become a donor, it is de facto

because of medical or social factors. [3, 78]

Parameters like age and medical condition play an essential role in excluding a patient from the pool of

potential organ donors. The same holds for some medical reasons such as severe viral, bacterial or fungal

infections and malignant neoplasm. As so, the actual pool of potential organ donors is obtained after excluding

such patients that evidence the previous conditions. [3]

The social factors for non-procurement include family refusal or prior patient refusal, as stated by the law.

Targeting education campaigns of the general population to increase awareness and understanding of brain

death is one way to overcome this. [3, 78] Also, ethical and moral issues have been raised as the process of

transplantation must respect and consider the patients’ best interests.

After deciding on a patient’s donation, there is a need to ensure that all developments have a firm basis in

legal and ethical practice with equity, quality, and safety at their core. [1] In Portugal, this approach considers

two fundamental aspects: regional aspects and clinical aspects.

The regional aspects determine that the organs from donors of a given region are transplanted in the same

region, to decrease the warm ischemia time (maximum period of time that can elapse between the harvest

of an organ and its transplant).

The clinical aspects determine the donor/receiver compatibility and the patient’s needs. There is one clinical

criterion above the regional ones that consists on the patient’s emergency of the transplant. An emergent

transplant request has absolute priority in all national territory. The transplant team decides, consulting the

waiting list, who is the most suitable patient to receive an organ, following the clinical criteria.

In short, one can see that the request for organ donation is a very complex process that requires knowledge
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of medical facts and ethical and legal principles, as well as an understanding of the myriad of psychological

and social factors that influence human decision making in such a critical field. [79]
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Part III

Defining the Potential Organ Donor Criteria

31





Chapter 4

Knowledge Discovery in Transplantation

4.1 Introduction

Clinical medical records hold a wealth of information that may prove to be valuable if used to full advantage.

These increasingly electronic clinical records include the patient’s medical history, prescriptions, diagnosis,

physician notes, etc. collected from the various Health Information Systems (HIS). [7–9, 71]

Accordingly, it is not a surprise that documents in the scientific literature play an important role in life by

supporting as a potential source for underlying knowledge discovery. [80]

However, besides their potential to improve healthcare quality, documents that comprise the health records

are wide-ranging in complexity, length and use of technical vocabulary, making knowledge discovery a paradigm.

[8]

As stated previously in this dissertation, Brain Dead (BD) donors constitute the primary source of deceased

donations and are often a result of patients who are victims of stroke or other severe brain lesions. A predictive

risk modeling for early detection of patients with the highest probability to evolve to brain death can have a

significant impact on BD donation. [1, 4]

4.2 Methods for Defining a Potential Organ Donor Criteria

Detecting critical factors in the process of BD isn’t always easy. It requires the construction of specific

indicators that, altogether, contribute to the optimization of the donation potential.

In the most common, yet not unique, scenario, a potential donor is hospitalized in an Intensive Care Unit
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(ICU) or Emergency Room (ER) whose clinical condition is suspected to fulfill brain death criteria. However,

there are several factors that may indicate a patient is evolving to brain death and it is on predicting that

evolution this modeling was built.

4.2.1 Using International Classification of Diseases, Ninth Revision, Clinical

Modification (ICD-9-CM) codes to identify a potential organ donor

At a preliminary stage, a crucial criterion for identifying a death that may yield a potential organ donor consists

on filtering medical record reviews indicating primary brain death.

This definition of potential organ donor returns patients’ records clinically consistent with organ donor potential

based on ICD-9-CM codes.

In that sense, a list of ICD-9-CM codes was developed by the Gabinete Coordenador de Colheita e Trans-

plantação (GCCT) team at Centro Hospitalar do Porto, Hospital de Santo António, EPE (CHP) based on

retrospective data analysis from recent years and includes a set of diagnostics that may yield a potential BD

donor. For example, the list contains ICD-9-CM codes for subarachnoid hemorrhage (SAH), traumatic brain

injury (TBI) and intracerebral hemorrhage (ICH) which are known to precede brain death in over 80% of the

cases, according to the literature. [81]

The complete list of ICD-9-CM codes used for this purpose is represented in Table 4.1.

Even though the creation and management of the procedures to retrieve and store the results of this method

are out of the scope of this dissertation, it mainly searches for patients’ records on the diverse hospital

databases and retrieves the ones that are consistent with any of the codes listed in Table 4.1.

4.2.2 A Text Mining Approach for Potential Organ Donors Detection

Another expressive way of detecting patients that may lead to BD donors rests on the evaluation of the

patient’s Cranio-Encephalic Computerized Tomography (CE CT) scan reports looking for medical evidence of

devastating neurological events. [82]

To best classify and identify potential donors, a systematic approach for detection was adopted. This approach

is designed to retrieve a set of most common keywords and expressions in potential organ donors’ CE CT

scan reports so it can be applied to the software-based screening system.

In order to get clinically relevant and accurate results, the context of this approach was narrowed to the CE
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Table 4.1: ICD-9-CM Codes for Inclusion of Potential Organ Donors

ICD-9-CM Code Description

191 Malignant neoplasm of brain

192 Malignant neoplasm of other and unspecified parts of nervous system

225 Benign neoplasm of brain and other parts of nervous system

320 Bacterial meningitis

324 Intracranial and intraspinal abscess

348.1 Anoxic brain damage

348.4 Compression of brain

348.5 Cerebral edema

348.8 Other conditions of brain

348.9 Unspecified condition of brain

430 Subarachnoid hemorrhage

431 Intracerebral hemorrhage

432 Other and unspecified intracranial hemorrhage

433 Occlusion and stenosis of precerebral arteries

434 Occlusion of cerebral arteries

435 Transient cerebral ischemia

436 Acute, but ill-defined, cerebrovascular disease

800 Fracture of vault of skull

801 Fracture of base of skull

803 Other and unqualified skull fractures

804 Multiple fractures involving skull or face with other bones

850 Concussion

851 Cerebral laceration and contusion

852 Subarachnoid, subdural, and extradural hemorrhage, following injury

853 Other and unspecified intracranial hemorrhage following injury

854 Intracranial injury of other and unspecified nature

CT scan reports from those patients who became actual organ donors from the last five years.

CE CT Scan Reports

A CE CT scan report is commonly expressed by references to disorders and diseases, i.e. abnormalities of

the brain, which describe the radiologist’s observations of the patient’s medical conditions in the associated
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medical images. Altogether, these disorders and diseases registered may become a significant indicator for

future early organ donor detection. [7]

However, CE CT scan reports are in free text format and usually unprocessed, which becomes a great bar-

rier between the scan reports and the medical professionals who need them, making the information and

knowledge retrieval difficult. [7]

The problem here lies in the inherent difficulty in manually analyzing a large dataset of scan reports. Thus,

text mining offers Natural Language Processing (NLP) techniques to process the text and the rules in frequent

medical finding pattern database. [7]

System Architecture

Themain objective of this system is to (a) extract critical medical findings and related information in

the free text scan reports and (b) deploy that structured knowledge for future events detection.

(a) Keywords/Expressions Extraction Module The process began with a collection of documents to

be analyzed, that is, a collection of CE CT scan reports from actual organ donors from 2010 to 2015. Data

extraction and cleaning measures are the first processes and require meticulous and precise attention to

ensure that the data is valid and the information is complete. Domain knowledge plays a fundamental role

at this stage.

For a document, d, a weight can be assigned as a reference to the number of occurrences of the term, t,

in that document. This is referred to as term frequency and, as not all words are equally important in a

document, a list of stopwords to be ignored in the document while performing the analysis was adopted. This

stoplist contains commonly occurring terms that do not contribute in any way to the retrieval and scoring

process, providing more reliable results. [83]

Term frequency considers that all terms are equally important when it comes to assessing relevancy on

a query. In fact, certain terms have little or no discriminating power in determining relevance. To correctly

assess a meaningful relevance determination, the concept of collection frequency, cf defines the total number

of occurrences of a term in the collection. However, it is more commonplace to use the document frequency,

df, to define the number of documents in the collection c that contain a term t. By trying to discriminate

between documents for the purpose of scoring, the df proves to be more effective as it is a document-level



4.2. METHODS FOR DEFINING A POTENTIAL ORGAN DONOR CRITERIA 37

statistic rather than a collection-level one, for the term. [83]

With this in mind, an algorithm run for n-gram frequency extraction was performed resulting in a table of all

the n-grams set along with their corresponding frequency in the collection of documents. This step required

a general understanding of algorithms capable of converting raw textual data into useful numeric information

that users can comprehend. This step was achieved using the R programming language, the Integrated

Development Environment (IDE) R Studio and the tm package, specific for text mining. [84, 85]

A total of 134 CE CT scan reports performed by 62 actual donors from 2010 to 2015 were analyzed. To

sum up the results of this algorithm run, Table 4.2 presents the most frequent terms, along with their fre-

quency measures within the collection of CE CT scan reports performed by actual organ donors. A minimum

frequency limit of 20 occurrences was set in order to determine a certain degree of reliability.

Due to the essential participation of the medical team in this type of solutions, the final set of keywords and

expressions was discussed with responsible medical professional working in the GCCT team at CHP. This

way it was possible to integrate their field expertise in deciding the criticality of a word occurrence, according

to the defaults of medical findings related to devastating neurological events.This permitted the removal of

some expressions that wouldn’t produce any added value to the system since they represent common terms

in any CE CT scan report, often names of brain structures such as parenchyma and cerebellar tonsils, just

to name a few.

Also, some synonyms were specified in order to increase the potential of this tool, and additional keywords

were introduced. The final set of clinical conditions represented in the form of keywords and expressions is

displayed in Table 4.3.

This concludes a two-step process for keywords and expressions extraction: preprocessing the large volume

of textual data and developing useful predictions based on that data.

To draw up a schematic view on this, Figure 4.1 represents the extraction module architecture.

(b) CE CT Scan Reports Classification Module Next, a retrieval module was constructed and is

responsible for building a connection between the set of keywords previously defined and the scan reports

database.

Anytime this module finds a CE CT scan report, it applies a natural language algorithm in order to identify

the affirmation of any of the expressions defined previously in Table 4.3, using a simple negation module to
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Table 4.2: Most frequent keywords and expressions and their collection frequency (cft), document frequency

(dft) and number of patients retrieved in the collection of CE CT scan reports performed by actual donors

from 2010 to 2015.

Keywords or Expressions cft dft patientst
contusion 21 18 18

effacement of the sulci 23 22 17

craniectomy 25 14 7

hemorrhagic 30 25 18

subarachnoid hemorrhage 33 32 25

space conflict 37 36 24

hernia 37 26 25

ischemic 37 30 19

midline shift 40 39 29

cerebrospinal fluid 44 40 29

aneurism 46 28 13

parenchyma 46 40 28

hydrocephalus 49 46 30

edema 52 46 34

injuries 52 40 26

hemorrhage 56 40 34

mass effect 62 54 32

hematoma 63 39 29

cerebellar tonsils 66 62 42

heart attack 69 42 24

hypodensity 74 56 36

foramen magnum 76 69 46

disregard negated findings due to the underlying characteristics of medical reporting.

This approach is based on the ConText algorithm, which is, respectively, based on a negation algorithm called

NegEx. [71, 86] This is a regular-expression-based algorithm for determining the status of the contextual

features in medical reports and has proven to perform very well at identifying negated conditions. [86]

This adapted version of the algorithm takes as input CE CT scan reports and a set of clinical conditions in
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Table 4.3: Final set of keywords and expressions.

Keywords or Expressions

aneurism injury

contusion ischemic (or ischemia)

craniectomy mass effect

edema midline shift

effacement of the sulci space conflict

heart attack space occupying lesion

hematoma stroke

hemorrhage (or hemorrhagic) subarachnoid hemorrhage

hernia trauma

hypodensity thrombosis

hydrocephalus ventricular dilatation

Figure 4.1: Keywords/Expressions extraction module architecture.

the form of keywords and/or expressions as previously defined, and outputs, for each condition, the value for

contextual features or modifiers. This adaptation of ConText only determines values for the Negation modifier

- affirmed or negated. [86]
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By identifying the existence of trigger terms such as “no sign of” and “without”, the algorithm searches for the

keywords/expressions that fall within the scope of that trigger term and determines if those clinical conditions

should be negated. [86] If the algorithm classifies the match as an affirmation of any of the keywords, it adds

the patient’s sequential number and the exam ID to a special table referencing all the detected cases.

Figure 4.2 represents the classification module architecture.

Figure 4.2: Classification module architecture.

This module is particularly notable for its application within the Decision Support System (DSS) described

later in this dissertation. By signaling patients with the highest potential of becoming BD donors, an SMS and

email alert notification is then forwarded to the GCCT team providing an added value to the system, improving

their awareness of patients’ evolution.

4.2.3 Description of the critical pathway

All things considered, it is now possible to portray an algorithm to best describe the potential organ donor

profile regarding both the list of ICD-9-CM codes and the set of keywords present in CE CT scan reports.

Figure 4.3 portrays the critical pathway for deceased organ donation suggested using the information from

the previous steps.

In an initial phase of identification, any patient with a clinical diagnosis consistent with any of the defined

in Table 4.1 representing severe brain damage is immediately added to the pool of potential organ donors.

In a subsequent monitoring phase, if any of these patients in the actual pool of potential organ donors

perform a CE CT scan whose results indicate the affirmation of at least one of the keywords defined in

Table 4.3 a notification alert is forwarded to the GCCT team.

Using these criteria, the responsible team at GCCT has the ability to monitor the identified potential organ
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Figure 4.3: The critical pathway for deceased organ donation.

donors more accurately and timely until a formal declaration of brain death occurs. Once a patient is declared

BD, the GCCT team must take fast actions to achieve the best results.

4.3 Conclusions

The approach presented above represents a solution which may help characterize the type of patients with a

greater probability of evolving into brain death, which can be seen as a precursor for organ donation.

Both the list of ICD-9-CM codes and the set of keywords present in CE CT scan reports identified by the

extraction module aim at defining the potential organ donor profile. In the final analysis, both proved to

deliver considerable results as they corroborate the work done by the GCCT team.

Event detection is also another powerful feature of this system. By signaling the CE CT scan reports that

express any of the predefined clinical conditions, the classification module bridges the gap between clinicians

and the reports database. The notification system provides an added value to the system, improving the GCCT

team members’ awareness of patients’ evolution, signaling patients with the highest potential of becoming

BD donors, that is, those who need more attention.

Following this systematic approach, it is now possible to automatically acquire, process and deliver useful

data to end-users reducing drastically the time between the period of possible brain death recognition and a

formal brain death diagnosis, contributing to a valuable method to increase the number of actual donors at
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CHP.

The main gains of this approach can, then, be summarized as:

• The definition of criteria for potential organ donors based on ICD-9-CM codes and a set of keywords

present in CE CT scan reports;

• The identification of the occurrence of critical events on potential donors’ CE CT scan reports and

referral of the GCCT team at CHP for closer monitoring, using the criteria defined above.

Regardless of that, selection or rejection of potential donors should not be decided exclusively based on the

system’s results.

In the future, further knowledge on potential donors’ pattern recognition must be assessed in order to serve the

main purpose of continuous optimization on their detection. Data mining models concerning new pathways

must be addressed in order to explore other targets.

Supplementary testing and evaluation concerning reliability issues and statistical measures like sensitivity

and specificity studies must be addressed in order to evaluate the classification module’s performance.
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Chapter 5

System Description

5.1 System Overview

The system developed in this project, named Organite, attempts to build a Clinical Decision Support System

(CDSS) solution to identify and follow the evolution of potential organ donors providing the qualified staff all

the tools they need in the decision-making process. Its origin lies in a previously defined system, also called

Organite with the same purpose, first developed in 2014 also by a MSc in Biomedical Engineering student.

To meet the continuous improvement principle, minor errors and limitations found in that previous version

will be fixed, and a new set of functionalities and technologies will be deployed.

Such a system proves to be very efficient since the manual process of identification and monitoring of a

potential donor is very complex and time-consuming. As data comes from various Health Information Systems

(HIS), it may happen that some cases might go unnoticed in the large amount of data.

Through Organite, the Gabinete Coordenador de Colheita e Transplantação (GCCT) team is able to access

and interact with data from diverse databases and services in the form of a web-based platform using a

standard web browser, locally at Centro Hospitalar do Porto, Hospital de Santo António, EPE (CHP).

5.2 System Architecture

Organite, as it is now constructed, follows a REpresentational State Transfer (REST) architecture. This is

a client-server web architecture for network applications that partitions tasks offered by the providers of a

resource or service - servers - and content or service requesters - clients. These two communicate over a
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computer network on separate machines using simple Hyper-Text Transfer Protocol (HTTP) requests initiated

by the client and waiting for a response from the server as described in Section 2.6.

The REST design architecture does not require a specific format for the data provided with the requests and/or

responses. However, the most common data format used in this dissertation is JavaScript Object Notation

(JSON) for both request and response. This data format is defined in the Content-Type header field.

Figure 5.1 depicts the REST architecture followed in this dissertation.

Figure 5.1: The REST architecture.

5.3 System Components

The system’s components can be divided into two parts: The back-end and the front-end. These two distin-

guish the separation of concerns between the data access layer - back-end - and the presentation layer -

front-end.

5.3.1 The Back-end

The back-end usually consists of the server side and, accordingly, contemplates a server, an application and

the databases needed to perform actions and pull content and must never be visible to users. In simpler

words, the back-end interacts with a server to return user ready results.

Operations on the back-end are complex and consider the development of an application using server-side

code which connects with a database to look up, save and/or change data and return it back to the users.

The back-end is also concerned with questions of security, structure, and content management.

There are a lot of libraries and frameworks available to make the coding of back-end simpler and improve

the system’s overall performance. The framework used in this dissertation is Flask, a micro framework for

Python.
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The back-end follows a Model-View-Controller (MVC) design pattern which divides a web application into three

parts as described in Section 2.7.

In this specific scenario, after entering a Uniform Resource Identifier (URI) and calling the associated controller

action typically two operations occur: theModels (or directly SQLALchemy) are used to retrieve the necessary

data from databases, and that data is passed to a View which returns the requested data. This retrieved

data is generally added to a data structure or a specific data format, like JSON and is accessible within the

front-end layer.

Figure 5.2 describes the back-end MVC design pattern.

Figure 5.2: The back-end MVC design pattern.

Database technologies

As specified above, the back-end needs databases to get data in and out. As for this dissertation, the database

technologies used were Oracle and SQLite. On the one hand, and since the HIS at CHP use Oracle databases

to automate their actions, its use was implicit. On the other hand, to store data about the authenticated users

and roles, a SQLite database was implemented due to its simplicity and to abstract the user management

data from the content data.

On the one hand, Oracle is one of the most common databases technologies in the business world since it

provides a wide set of support tools allowing the utilization of not only Structured Query Language (SQL) but

also Procedural Language/Structured Query Language (PL/SQL), which is Oracle Corporation’s procedural
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extension for SQL, and has the ability to communicate with diverse systems. [87]

SQL Developer, the Oracle Database Integrated Development Environment (IDE), was used to easily manage

the database’s objects. It provides powerful editors for working with SQL, PL/SQL, Stored Java Procedures,

and eXtensible Markup Language (XML). It is also possible to run queries, execute, debug, etc. [88]

On the other hand, SQLite can not be directly compared to client-server SQL database engines that strive to

implement a shared repository of enterprise data, like Oracle does. SQLite aims to provide local storage for

individual applications and devices emphasizing economy, efficiency, reliability, independence, and simplicity.

Even implemented on a client-server architecture, like this one, SQLite proves to be very efficient as a server-

side database since the application content resides on the same machine as the SQLite database. [89]

Programming in Java

The search, filtering (using an inference mechanism), consolidation and Extract, Transform and Loading (ETL)

procedures represent one main parcel of the whole system. Using Java, this component is responsible for

readying the data to be stored in the potential organ donors repository, using the criteria defined in Section 4.2.

The Java programming language can be described as a concurrent, object-oriented and relatively high-level

language which is platform independent meaning that the developed programs can run on any operating

system with Java installed.

An IDE was used in the development phase, named Eclipse which combines language support for many

languages like Java. Eclipse is open source, both flexible and extensible and has a large community of

support helping out solving minor issues.

Even though this component is out of the scope of this dissertation, some progresses and expansions were

implemented in order to “keep the engine running”, mostly minor corrections on the previous version and

the creation of automatic procedures to fulfill the new requirements. [90]

Web Framework: Flask

Choosing a framework for web development using Python can be tricky due to the number of existing tech-

nologies available. A web framework is used to ease the developer’s life when building reliable, scalable and

maintainable web applications helping structure projects so it becomes easier to understand. With this in

mind, a web framework provides a set of resources and tools so software developers can build and manage

web applications, web services and websites.
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Flask proved to be a nimble micro framework that strives to be simple and small. While it may be true, Flask

provides extensions to add as many functionalities as the user can think of, such as Object-Relational Mapping

(ORM) with SQLAlchemy. SQLAlchemy was used for all interactions with the databases and was chosen due

to how simple yet powerfully it is able to carry out complex queries extremely efficiently.

Flask can also be elaborated over a MVC pattern making it easy to develop a complete web application.

As an extensible framework, allowing one to pick packages to extend its functionalities, Flask is not limited to

the term «micro». [91]

Flask was chosen to replace Django due to the lightweight nature of the framework. Django has a lot of

features out-of-the-box, but everything is built in, contributing to a significant amount of unnecessary content.

At the same time, Django is difficult to change and has a steep learning curve while Flask has the ability to

add complexity as necessary and users can learn as they go.

Several other frameworks using other languages, like JavaScript (Express.js), were evaluated but Python with

Flask proved to be superior in most aspects.

5.3.2 Front-end

The front-end is the part of the code that is usually visible to the users as an interface inviting them to interact

with the application. Its main purpose is to interact with the user and present the data in a well-defined style

and matter.

The front-end is directly accessed by the user to receive or utilize back-end capabilities, enabling users to

access and request the features and services of the underlying information system.

Everything on the front-end is mainly written in HyperText Markup Language (HTML), Cascading Style Sheets

(CSS) and JavaScript. In front-end development, there are many libraries and frameworks available to make

the coding easier like AngularJS (a JavaScript framework), D3.js (a JavaScript library) and Bootstrap (a front-

end framework). In this dissertation, the framework used specifically to describe the front-end behavior is

AngularJS and was chosen due to its simplicity and easiness of implementation since AngularJS doesn’t

require additional plugins or frameworks to build a data-driven web application.

All the points up till now mean that you get to write less code. You don’t have to write your own MVC

pipeline. The view is defined using HTML, which is more concise. Data models are simpler to write without

getters/setters. Data-binding means you don’t have to put data into the view manually. Since directives are



50 CHAPTER 5. SYSTEM DESCRIPTION

separate from app code, they can be written by another team in parallel with minimal integration issues.

Filters allow you to manipulate data on the view level without changing your controllers. Yes, this is sort of a

summary bullet point, but writing less code is a big deal!

Similarly to the back-end, the front-end also assumes a MVC design pattern. When users input a certain

URI, AngularJS deals directly with the request and using its routing provider it wires together controllers,

view templates and the current URI location in the browser. As the client-side is abstracted from the server-

side, AngularJS also takes responsibility for retrieving the contents from the REST Application Programming

Interfaces (APIs) that deliver content.

Once the AngularJS application is launched, the model, view, controller and all HTML files are loaded on the

user’s device and run entirely on the user’s hardware. Calls are then made to the back-end REST services,

where all business logic and processes are located.

Figure 5.3 describes the front-end MVC design pattern.

Figure 5.3: The front-end MVC design pattern.

AngularJS

AngularJS is a JavaScript structural framework maintained by Google for dynamic web pages. AngularJS’s

data binding and dependency injection eliminate much of the code needed to write with its ability to use and

extend HTML’s language and syntax to express the application’s components clearly and succinctly. [92]

Alone, AngularJS provides a complete client-side solution by handling the pages’ Document Object Model
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(DOM) directly and building the bindings based on Angular-specific element attributes, decoupling it from the

application logic, meeting the requirements for decoupling the client-side from the server-side. [92]

Bootstrap

Bootstrap is designed to make front-end faster and easier to almost every type of website, application or device

with a single code base. It is made for web development of dynamic and flexible web pages offering a large

set of tools to customize how content is displayed to deliver the best user-experience possible. [93]

Its adaptability to different devices makes Bootstrap a unique framework due to the increasing trend to use

mobile devices instead of desktop ones, inclusive at hospitals. This particularity avoids having to create

different environments for different devices and users can have the same navigational experience whether on

the desktop or on their mobile devices.

D3.js

D3.js (Data-Driven Documents) is a JavaScript library used to manipulate documents based on data. With

D3.js, it is possible to bind arbitrary data to a DOM and generate HTML tables or, using the same data, create

interactive Scalable Vector Graphics (SVG) bar charts. [94]

NVD3 is a light collection of reusable graphic components based on D3.js simplifying its implementation

without losing its potential. NVD3’s integration is simpler, more intuitive and proves to be quite efficient when

customizing the reporting and data visualizations, especially in the form of dashboards. [95] At this stage,

the need to adopt a robust Business Intelligence (BI) tool to provide better functionalities for reporting and

Online Analytical Processing (OLAP) was not felt, however, when proceeding into a more complex stage, this

will probably make sense.

To integrate the chart components of NVD3 into AngularJS’s directives a module named Angular-nvD3 was

used.
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Chapter 6

Implementation

The implementation of web applications to integrate information and other resources from the various data

sources and to make them available through a unique, user-friendly interface is more than accepted in

organizations. [18]

Together, these web applications can support the responsible teams in their daily work, especially supporting

their decision-making processes, applying the concept of Business Intelligence (BI). That said, the aim of this

web application is to represent data in a way the Gabinete Coordenador de Colheita e Transplantação (GCCT)

team can easily identify key factors and, ultimately, perform more targeted actions.

The result must be a high-level solution ready to answer the delineated objectives and provide a fully opera-

tional decision support tool in the transplantation field.

The BI’s support infrastructure architecture follows the approach proposed by Han and Kamber [52] and

Eckerson [53] composed of three levels: The Data Sources level, the Data Warehouse level, and the Business

Analytics level, as described in Section 2.3. A brief explanation of the main components will be provided in

the next sections as a complete description is already available. [23]

6.1 Data Sources

The Data Sources represent all the operational environment of the application. These Data Sources are

represented as databases including the data from different operational systems, responsible for feeding the

Data Warehouse.
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After studying the available databases ate Centro Hospitalar do Porto, Hospital de Santo António, EPE (CHP),

one central data source proved to be the main data source, Processo Clínico Eletrónico (PCE), and two

additional, SClínico and Emergency System, as auxiliary data sources.

The inclusion of the Emergency System is more than justified by the fact that a high number of patients with

devastating injuries enter the hospital through the Emergency Room (ER) and only later on they are effectively

registered in the PCE, in case they are admitted.

The SClínico system comprises the former Sistema de Apoio Médico (SAM) and Sistema de Apoio à Prática

de Enfermagem (SAPE) which contain data from both the medical clinical and nursing areas, providing an

essential source of diagnostics.

PCE works as an interoperability key between all the data sources and, analogous to the previous, works as an

essential source of diagnostics relative to admissions. Likewise, PCE also aggregates data about the patient,

including unique association identifiers in order to connect with the remaining systems enabling real-time

monitoring of patients.

Data from these databases are loaded into the Data Warehouse through Application Programming Interfaces

(APIs). This system in particular utilizes Open Database Connectivity (ODBC) to enable data access from data

sources and its posterior download.

6.2 Data Warehouse

The second level of the BI architecture defines both the Data Staging Area and the Data Warehouse.

The first plays an essential role in validating, cleaning and working over the data previously extracted from

the Data Sources, also known as Extract, Transform and Loading (ETL) procedures. [18] In this dissertation,

a Java application is responsible for this step.

Above the Data Staging Area, the Data Warehouse represents the analytical repository where the prepared

data from the previous steps is stored. It is atop this repository that all the services with the purpose to deliver

information to end users are implemented. [18]

As the creation and management of the repository where the data is stored are out of the scope of this

dissertation, only its architecture will be described for the sake of clarity and a proper understanding of the

system’s behavior:
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• ID: Unique incremental identifier for every entry on the table;

• Episode ID: Unique identifier for every clinical episode. A clinical episode is defined as a set of

events registered on a certain clinical context since a patient is admitted until the patient’s medical

discharge. Multiple episodes can share the same ID, whereas belonging to different modules;

• International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-

CM) Code: ICD-9-CM code of the registered diagnosis. During an episode, different diagnosis can

be assigned, each representing a new table entry;

• Notes: Diagnosis description, medical notes, nursing notes, commentaries and descriptions of the

patient’s state, usually recorded when a new ICD-9-CM code is registered;

• Date of diagnosis: Date when the diagnosis was assigned;

• Date found: Date when the diagnosis was found by the system and recorded into the repository;

• Professional ID: Sequential number that unequivocally identifies the medical professional who reg-

istered the diagnosis;

• Module code: Clinical module where the the episode took place;

• Patient’s Sequential Number: Along with the Process Number, unequivocally identifies each

patient and his/her process number;

• Specialty code: Code of the medical specialty where the episode took place. A column representing

the Specialty description (full name) is also available;

• Date of birth: Patient’s date of birth;

• Gender: Patient’s gender;

• Status: Medical condition of the patient at present time that can be Deceased, Admitted, Admit-

ted in the ER, Medical Discharge, Unknown or Entry;
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• Recent diagnosis: Working as a boolean parameter, identifies the most recent diagnosis for each

patient as 1, and 0 otherwise.

It should be noted that the Status and Recent diagnosis parameters represent a novelty introduced to

ease some of the procedures featured.

6.3 Business Analytics

The third and last level represents the technologies that support real-time analytics, enabling end-users to

interact and explore the data from the repository previously created. Its objective lies on providing results to

end-users through a set of visualization tools from reporting to decision support web applications. [18]

In this dissertation, and due to how this type of data must be analyzed, a set of tables and graphical elements

for statistical means was developed.

6.3.1 Representing the potential donors repository

This feature is particularly critical since it provides a way of displaying a list of all patients identified by

the system as possible organ donors. This section displays every patient only once, with data from the

patient’s most recent diagnosis. This endows the platform with real-time monitoring capabilities providing the

responsible members a quick-view on the patients’ condition.

In order to meet the required specifications, two sections were built:

• A history of potential donors: This section contains all the potential donors identified by the

platform since its implementation;

• A selection of current potential donors: This section filters the results to show only the applicable

identified cases.

History of potential donors

This section presents all the potential donors identified by the platform since its implementation in the form

of a table with relevant data to accurately identify and access the patients’ details.

The set of attributes available in this first table includes the patients’ Sequential Number (Número Sequencial),

his/her most recent diagnosis’ Clinical Episode ID (ID Episódio), Notes (Anotações), Specialty (Especialidade)
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and Date (Data do Diagnóstico). A column showing the patients’ Medical Condition (Estado) is also available

and can be:

• Deceased (Faleceu): If the patient is dead;

• Admitted (Internado): If the patient is currently admitted in the hospital;

• Admitted in the ER (Urgências): If the patient is currently admitted in the ER;

• Medical Discharge (Alta): If the patient has already had medical discharge;

• Unknown (Desconhecido): If the patient’s condition is none of the above and can’t be correctly

determined;

• Entry (Entrada): Before the automatic procedure determine the patient’s medical condition from

any of the above, this parameter is identified as an Entry.

On the table, each medical condition has a color to ease the identification process.

To provide this section with some input options from the user, it is also possible to order the results based

on the Clinical Episode ID, Specialty, Date of Diagnosis or Medical Condition’s column and filter the results

shown based on the Clinical Episode ID, Date of Diagnosis and patients’ Sequential Number input data from

users.

Figure 6.1 shows an overview of this page.

This page is purposed to provide the medical team all the means on the background of the system for

statistical and learning purposes.

A fully detailed view of each patient can also be accessed from this page by clicking over the patient’s

Sequential Number.

Current potential donors

This section presents all the applicable identified potential donors, also in the form of a table with the same

set of attributes and features.

This page concatenates the actual cases that the transplant team must considerate, that is, it excludes the

patients that had deceased or have had medical discharge.
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Figure 6.1: History of potential donors’ page.

This page plays an essential role in the whole platform since it includes the most probable cases of becoming

an actual organ donor.

Figure 6.2 shows an overview of this page

Figure 6.2: Current potential donors’ page.

The detailed view of each patient can also be accessed from this page by clicking over the patient’s Sequential

Number.



6.3. BUSINESS ANALYTICS 59

Detailed information on potential donors

After analyzing the list of potential donors, there comes the need to access detailed aspects on the patient’s

condition. Some necessary parameters like the patient’s medical and clinical tests are very relevant to deter-

mine the patient’s potential of becoming an actual donor.

To meet these requirements, a detailed view of each patient was created to answer some unanswered ques-

tions.

The list of fields about the patient that this view offers includes:

• Sequential Number (Número Sequencial);

• Process Number (Número de Processo);

• Gender (Género);

• Date of Birth (Data de Nascimento);

• Medical Condition (Estado);

• Most Recent Diagnosis (Diagnóstico mais recente);

• PCE;

The Medical Condition field holds some additional information for each situation. In case the patient had

Deceased, the date of death, medical specialty and module where it occurred are displayed.

In case the patient has had Medical Discharge, the discharge date is displayed.

In case the patient is Admitted or Admitted in the ER, the admission date, medical specialty, room and

bed where the patient is admitted are displayed.

In case the patient’s medical condition is Unknown or Entry, no further details are provided.

The PCE field represents a link to the CHP’s electronic health record, providing a full detailed view of the

patient’s details along with his/her course in the hospital.

Three tabs displaying all the identified diagnosis, medical tests and clinical tests of the referred patient are

also available allowing the GCCT team to access this type of information without needing to resort to other

systems. A link to the medical and clinical test reports is also available.
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Figure 6.3 shows an overview of this page.

Figure 6.3: Detailed view on a patient.

The full representation of the elements of this page can be found on Appendix A.

6.3.2 Representing the BI indicators

To provide an overview of the data collected by the system, a set of graphical elements was developed in

order to facilitate data analysis by the GCCT team.

Assuming the form of dashboards, these elements contain data aggregated into different perspectives reveal-

ing the most important aspects to be analyzed.

At the same time, this section offers the possibility to generate simple, downloadable reports in the form of

text files that the GCCT team can utilize for further offline analysis.

Statistical Graphics

This section offers the following set of dashboards:

• Counter of all the identified cases in the last 24 hours;

• Bar chart representing the total number of entries per clinical module within the last week;
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• Interactive radial chart representing the total number of entries per clinical module, specialty and

ICD-9-CM code;

• Donut chart representing the total relative distribution of entries per medical specialty;

• Stacked area chart representing the total number of entries per clinical module, within the last year,

grouped by month. This graphic offers the possibility to alternate between the stacked, stream and

expanded views.

If correctly analyzed, the data provided by these elements can help develop new methodologies and tech-

niques on how to detect and monitor potential organ donors, since it is possible to identify, for example,

the clinical areas with most identified cases. This feature can be essential in developing an ever-improving

potential organ donor identification criteria.

Figure 6.4 shows an overview of this page as the complete set of dashboards can be found in Appendix B.

Figure 6.4: Overview of the statistical graphics page.

The counter of all the identified cases in the last 24 hours serves the purpose of counting the total number

of patients identified in the last day as to easily highlight those who were recently added to the system.

The bar chart representing the total number of entries per clinical module within the last week enables a fast

understanding on which clinical modules are responsible for the largest number of identified cases within the
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last week. As this value can change from week to week it was decided it would be convenient to display this

information in this way.

Another way of displaying information takes the form of a radial chart to represent the total number of entries

per clinical module, specialty and ICD-9-CM code which adds interactivity to the way this information is

displayed by enabling users to progress in the medical specialties and ICD-9-CM codes by clicking on them.

Users can, then, get complete insights on which clinical areas are more contributive to the number of potential

organ donors.

Following the same purpose, the donut chart representing the total relative distribution of entries per medical

specialty adds similar knowledge to the whole system.

For means of getting a monthly overview on how many patients were identified in the last year per clinical

module, the area chart represents these values in such a way that it is possible to easily acknowledge the

months of the year where there was a greater number of identified cases.

Statistical Data

Another feature also available in Organite provides the GCCT team with specific data organized into yearly

patient-centered categories. This component also complements the system with the ability to generate down-

loadable, text-based reports, since there is an option to download a text file with the required data.

The data represented in this section is organized on a table with drop-down buttons to ease data visualization

and understanding. Considering that the data relates to the year the user must preselect, the complete set

of parameters represented is:

• Total number of entries (Total de entradas);

• Average number of entries per day (Média de entradas por dia);

• Total number of entries per month (Total de entradas por mês);

• Total number of entries per gender (Total de entradas por género);

• Total number of entries per age group (Total de entradas por faixa etária). This parameter is divided

into four age groups: 0-18; 19-35; 36-50 and 50+.
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Figure 6.5 represents a view on this page.

Figure 6.5: Statistical data on identified cases, per year.

This set of parameters complements the information provided in the Statistical Graphics section. Users can

now get information on the total number of entries verified and compare the values among the different years

and months within years to understand the evolution in the number of identified cases.

It is now also possible to recognize which age group has a greater contribute as well as which gender domi-

nates the number of identified cases.

In general, users can now make sense of a large amount of data and, through this indicators, get useful

insights and define better strategies to attain the best results.

6.3.3 Users management

Organite also offers the ability to register and login users into the system, meeting the authentication re-

quirements for such a critical platform.

At the registry, users must fill a form providing their Mechanographical Number (Número Mecanográfico),

Name (Nome), Email Address, Phone Number (Telemóvel) and Password. The Mechanographical Number

and Password serve for login purposes.

Figure 6.6 represents both the Registry and Login forms.
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(a) Registry form.

(b) Login form.

Figure 6.6: (a) Registry and (b) Login forms for users authentication.

To provide a certain level of authorization and permissions definition, two authorization roles were defined:

Administrator and User.

Administrators are given full use of the platform access methods and advanced features. This includes the

ability to delegate other users’ participation and permissions on the platform. After registering, Users must

wait until an administrator confirms their registry and assign their role. Administrators can also delete and

edit accounts as necessary.

Figure 6.7 represents a view on the Users Management page.

Administrators can also view the full list of ICD-9-CM codes that the system is using to collect potential organ

donors.

Users, on the other hand, are given access to the most basic features offered by the platform. Their par-

ticipation is limited and always monitored and defined by administrators of the platform. Also, Users must

be authenticated by an Administrator in order to be able to login. They are not granted access to any of

the patients lists nor the Statistical Data page and can only access the home screen and Statistical Graphics

pages.
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Figure 6.7: Users Management page.

6.4 Servers and Hosting

The web platform is hosted on a hospital server and can be accessed through the following address at the

CHP’s intranet: http://172.21.201.151/organite. This server is running Ubuntu 14.04.5 LTS (Trusty Tahr).

The Java procedures responsible for inserting and updating data in the repository are running on a different

server - hsa-siima - as well as the procedures responsible for detecting the occurrence of critical events for

notification. This server is running Windows 7.

http://172.21.201.151/organite
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Chapter 7

Proof of Concept

Every change to an Information Technology (IT) project should be tested before delivered to end-users. It is

important to verify that certain concepts, technologies, and methodologies have the potential for real-world

application and in IT, the term is usually associated with the development of a prototype as a tool to prove

feasibility of an IT infrastructure. [96, 97]

As for the results of a proof of concept it is possible to evaluate possible structural changes and project

specifications in order to correct eventual problems before the final version of the product. [96, 97]

To meet these requirements, a SWOT analysis was performed and a final conclusion was drawn. The SWOT

analysis works as a structured planning method that evaluates Strengths, Weaknesses, Opportunities and

Threats of a project. In this particular case, the SWOT analysis consists of a monitoring process of the

platform developed and all of its features in order to identify internal and external factors that are favorable

and unfavorable to achieve its purposes.

Table 7.1 exposes the SWOT analysis performed on the platform.

In fact, the platform is capable of increasing the potential of organ donors with the help of knowledgeable

medical professionals who can manipulate its features and take actions.

Organite offers a light environment without any major slow loadings integrated on a clean, responsible and

intuitive layout. When it comes to web platforms, bigger is not always better. Simplicity is a valued quality,

given that the side panel must serve a practical purpose.

Data dispersed over several systems is now synthesized on a single place enabling users to gain a merged
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Table 7.1: SWOT analysis on the platform.

Strengths Weaknesses

+ Shared resources amongst different platforms;

+ Interactive and intuitive navigation and search;

+ Useful, relevant and goal-oriented content;

+ Interoperation of data;

+ Easy maintenance.

+ Security and confidentiality provided by reliable

authentication levels.

+ Intranet connection required;

+ Overloaded servers when there are frequent si-

multaneous or complex client requests;

+ Since the platform features a centralized archi-

tecture if a critical server fails, client requests are

not accomplished.

Opportunities Threats

+ Implementation of new functionalities;

+ New technologies to improve user experience;

+ Continued use may leverage the increase in the

number of actual transplants.

+ Changes on the database organizational schema

may result in an unpredictable behavior of the plat-

form;

+ Difficult acceptance and adaptability by health-

care professionals to new, technological platforms.

view of the relevant data needed for decision-making.

It’s also easy to replace, repair, upgrade and relocate a server while clients remain unaffected since the sys-

tem represents a distributed model with dispersed responsibilities among independent computers integrated

across a network. This unawareness of change is called encapsulation.

Despite that, there is still room for improvements by implementing new functionalities and technologies to

excel user experience. In the end, the number of actual transplants may, at best, increase.

However, the system still displays some weaknesses such as slow loading speeds when frequent simultaneous

or complex client requests are made, or the lack of distributed nodes to assure the system still runs when a

critical server fails.

Also, and as expected, database organizational schema changes may alter the system’s behavior. On the

other hand, and ultimately, it is of extreme difficulty to educate and persuade healthcare professionals to use

technological platforms which becomes a barrier to any IT solution.
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Chapter 8

Conclusions

In this concluding chapter the project’s results are discussed in Section 8.1. The contributions of this dis-

sertation and their possible impact are summarized in Section 8.2 and the important directions for further

research are discussed in Section 8.3.

8.1 Discussion

The central problem addressed in this dissertation is the low transplantation rates verified at Centro Hospitalar

do Porto, Hospital de Santo António, EPE (CHP). As so, this dissertation’s main purpose was to develop a

prototype of a decision support platform in the transplantation field in order to provide reliable and timely

information to complement the decision-making process.

This project enabled the exploration of concepts like Business Intelligence (BI) and Knowledge Discovery

to introduce a valuable solution that may contribute to the continuous optimization of such a crucial and

sensitive field as the organ transplantation is. As so, it is a solution in constant development and innovation

that should meet the field demands. According to the Design Science Research (DSR) methodology adopted

in this project, Table 8.1 summarizes the work at the different steps.

Following this research methodology and after stating the research problem and questions, it was possible to

define multiple objectives in order to answer the questions raised in Chapter 1 aiming at acquiring knowledge

on how to design and develop a high-level solution to improve the Gabinete Coordenador de Colheita e

Transplantação (GCCT) team results at CHP.
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Table 8.1: Summary of the work at the different DSR steps.

DSR steps Activities

1. Problem Identification and Motivation

+ Problem definition;

+ Classification and description of the needs ob-

served in the transplantation field;

+ Review of the most consistent and suitable meth-

ods and technologies to solve the defined aims.

2. Objectives of the Solution

+ Definition of the Text Mining approaches to as-

sess the potential organ donor profile;

+ Implementation of minor corrections on the Ex-

tract, Transform and Loading (ETL) process;

+ Construction of a Decision Support System (DSS)

solution based on BI to interpret and demonstrate

the data needed for decision-making.

3. Design and Development

+ Implementation and interpretation of the Text

Mining techniques;

+ Platform design and development.

4. Demonstration and Evaluation

+ Definition of effective potential organ donor crite-

ria;

+ Creation of the platform prototype.

5. Communication

+ Academic publishings;

+ Evidence of the work developed;

+ Delivery of the solution to end-users.

An artifact was then designed and implemented, in this particular case, the functional prototype of the system,

and further evaluated according to criteria implicit in the proposal. This includes both the definition of effective

potential organ donor criteria and the web-based platform.

The definition of effective potential organ donor criteria demonstrates the power of analyzing real data from

actual organ donors by applying Text Mining to quickly identify keywords from a large quantity of textual data.

This helps to answer the question of the eligibility criteria of a potential organ donor.

In what concerns the repository of potential organ donors, the implementation of correction measures and
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new filters proved to meet the objectives of continuous improvement and refinement of the results obtained.

The web-based platform was a natural evolution to the existing one by adopting new, simpler and more

efficient technologies to make it lighter and cleaner with AngularJS and Flask which demonstrated to respond

better and faster than Django.

Lastly in the DSR methodology, the results achieved were communicated through academic publishings and

the final solution was delivered to end-users. The resulting strategy utilizes these outcomes and provides an

actionable plan to increase productivity and provide a greater service meeting the objectives stated at first

and answering the raised research problem.

8.2 Contributions

The system developed represents an innovative way of supporting decision making in the transplants environ-

ment. Following this systematic approach, it is now possible to automatically acquire, process and present

useful data to end-users reducing drastically the time between the period of possible brain death recogni-

tion and a formal brain death diagnosis, contributing to a valuable method to increase the number of actual

donors.

The Knowledge Discovery in Databases (KDD) component of this dissertation proved to be a very reasonable

method for defining the potential organ donor criteria based on Cranio-Encephalic Computerized Tomography

(CE CT) scan reports. Taking real clinical information from actual donations from the past five years as input

and applying more or less complex text mining procedures, the output is likely to produce more realistic

predictive models.

Unlike other similar tools, this type of screening system complements itself with the two-step mechanism. It

takes all patients diagnosed with any of the International Classification of Diseases, Ninth Revision, Clinical

Modification (ICD-9-CM) codes defined, centralizes that information and displays it in a graphical interface

specially designed to allow a fast, interactive understanding by end-users.

At the same time, end-users can now follow-up potential organ donors along with their course in the hospital

having all the data they need in a single site, accessible anytime and anywhere inside the hospital’s intranet.

The notification system improves the GCCT team members’ awareness of patients’ evolution, signaling pa-

tients with the highest potential of becoming Brain Dead (BD) donors, that is, those who need more attention
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and may, therefore, result in actual organ donors.

The clinical indicators in the form of graphics constitute an effective method that can contribute, through

evidence, for an improved clinical decision-making.

The main contributions of this dissertation can, then, be summarized as:

• The definition of more accurate potential organ donor selection criteria;

• The construction, using the selection criteria model, of a potential donors pool;

• The follow-up of potential donors through a structured interface anytime and anywhere inside the

hospital’s intranet;

• The notification of the occurrence of devastating neurological events on potential donors CE CT scan

reports.

Through the presentation of Organite together with the GCCT team at CHP it has been proved that the adop-

tion of a technological tool to complement the medical team’s traditional methods may be more satisfactorily

accepted if end-users acknowledge the project’s objectives and the gains it may bring for their daily work.

The fact that some members might not be inclined to change their professional routines may constitute a

limitation for the implementation of such solutions. If these issues are not resolved the systems run the risk

of being rejected and fall into disuse.

8.3 Future Work

The innovative feature of this project reflects its ability to evolve in virtually every direction as there will always

be space for improvements besides the required continuous maintenance and the manifestation of new

clinical circumstances.

Further knowledge on predictive indicators that evidence a patient’s potential for organ donation must be

assessed in order to upgrade the potential organ donor criteria. Also, Data Mining (DM) models concerning

new pathways must be addressed in order to explore other targets.

It would be interesting to explore more clinical records to assess the patient’s probability of evolving into an

actual organ donor such as the Glasgow Coma Scale (GCS), pupil reactivity, amongst others. The collection
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of such data would be of great help if combined with intelligence algorithms to identify patterns and trends

in the patient’s records.

It would also be relevant to implement a logistics module responsible for implementing either an exclusion

criteria model and the donor/recipient pair selection as stated by the Portuguese law and the hospital’s

principles. This would include contraindications for donation such as risk behaviors and the presence of

a potentially transmissible infectious disease. Also, if the potential donor has registered in life in Registo

Nacional de Não Dadores (RENNDA), his/her contribution must be rejected.

Furthermore, it may also have considerable impact in donation if the platform offered any kind of donor/recipient

pair selection tools that would allow the input of some data concerning the recipient’s clinical tests (blood

type, HLA typing and crossmatching) and it would output the best matched potential organ donors organized

in some way.

Additionally, a number of relevant trials should be addressed together with the GCCT team at CHP in order to

adapt the platform to their needs and correct any eventual limitations concerning the quality of information,

time in getting information, time in decision-making, multi-query ability, graphical aspect of the platform and

system usability. This type of trials could easily fit in the form of questionnaires.
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Appendix A

Patient’s detailed view elements

A.1 Patient’s general details

Figure A.1: Patient’s general details.
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A.2 Patient’s clinical details

A.2.1 Diagosis tab

Figure A.2: Patient’s diagnosis retrieved by the system.

A.2.2 Medical tests tab

Figure A.3: Patient’s medical tests tab.
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A.2.3 Clinical tests tab

Figure A.4: Patient’s clinical tests tab.
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Appendix B

Dashboards

B.1 Identified cases in the last 24 hours

Figure B.1: Counter of all the identified cases in the last 24 hours.
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B.2 Total number of entries per clinical module within the last

week

Figure B.2: Bar chart representing the total number of entries per clinical module within the last week.



B.3. TOTALNUMBEROFENTRIESPERCLINICALMODULE, SPECIALTY AND ICD-9-CMCODE95

B.3 Total number of entries per clinical module, specialty and

ICD-9-CM code

Figure B.3: Interactive radial chart representing the total number of entries per clinical module, specialty and

ICD-9-CM code.
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B.4 Total relative distribution of entries per medical specialty

Figure B.4: Donut chart representing the total relative distribution of entries per medical specialty.



B.5. TOTALNUMBEROFENTRIESPERCLINICALMODULE,WITHIN THE LAST YEAR, GROUPEDBYMONTH97

B.5 Total number of entries per clinical module, within the last

year, grouped by month

(a) Stacked view.

(b) Stream view.

(c) Expanded view.

Figure B.5: Stacked area chart representing the total number of entries per clinical module, within the last

year, grouped by month. (a) Stacked, (b) stream and (c) expanded views.
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Appendix C

Published Works

C.1 Steps towards Interoperability in Healthcare Environment

Authors: Hugo Peixoto, Andréa Domingues and Bruno Fernandes

Book: Applying Business Intelligence to Clinical and Healthcare Organizations

Year: 2016

Status: Published

Abstract: Information should be accessible everywhere and at any time to help with clinical decision and

be available for clinical studies through data computationally interpretable. This work is based on a set of

studies performed at Centro Hospitalar do Tâmega e Sousa. An Electronic Semantic Health Record was

formalized and implemented which was delivered through a platform named Agency for the Integration, Dif-

fusion and Archive, which is supported by intelligent agents. Furthermore, to strengthen the relation between

the patient and the hospital, an appointment alert system was developed, which allowed the reduction of non-

programmed misses and a decrease of costs. Finally to promote user’s confidence on Information Systems,

an open-source tool was developed that enables the scheduling of preventive actions. These tools allowed

continuous improvement of systems and are currently well accepted inside the healthcare unit, proving in

real clinical situation the effectiveness and usability of the model.
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C.2 Evolutionary Intelligence and Quality-Of-Information: A Spe-

cific Case Modelling

Authors: Eliana Pereira, Eva Silva, Bruno Fernandes and José Neves

Book: Applying Business Intelligence to Clinical and Healthcare Organizations

Year: 2016

Status: Published

Abstract: The strategy of making predictions for a specific case or problem, in particular regarding scenarios

with incomplete information, should follow a dynamic and formal model. This chapter presents a specific

case concerning the employment of professionals for a health institution, as technicians and physicians, to

demonstrate a model that requires the Quality-of-Information and the Degree-of-Confidence of the extensions

of the predicates that model the universe of discourse. It is also mentioned a virtual intellect, or computational

model, in order to maximize the Degree-of-Confidence that is associated with each term in the extensions of

the predicates, according to the approximate representation of the universe of discourse. This model is

prepared to be adopted by a Business Intelligence platform in order to increase the Quality-of-Information

and the Degree-of-Confidence of the extensions in healthcare.



Glossary

brain dead Patient whose brain function is complete and irreversibly lost (including involuntary activity

necessary to sustain life) and need machines in order to stay alive. 3, 27, 33, 73

client-server architecture Distributed application structure that partitions tasks or workloads between

the providers of a resource or service, called servers, and service requesters, called clients. 48

cranio-encephalic computerized tomography Noninvasive diagnostic imaging procedure that uses a

combination of X-Rays and computer technology to produce horizontal, or axial, images (often called

slices) of the brain. A CE CT scan may be performed to assess the brain for tumors and other lesions,

injuries, intracranial bleeding, structural anomalies such as hydrocephalus, infections, brain function

or other conditions. 34, 73

data mining Process of finding correlations or patterns and searching for valuable business information in

large relational databases. 13, 74

debug Debugging is the process of locating and fixing or bypassing bugs (errors) in computer program code

or the engineering of a hardware device. 48

framework Conceptual structure intended to serve as a support or guide for the building of something that

expands the structure into something useful. 46, 48–51

intranet Private network that is contained within an enterprise. It may consist of many interlinked local area

networks. Typically, an Intranet uses TCP/IP, HTTP, and other Internet protocols. 65, 73, 74
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102 Glossary

open source Reference to any program whose source code is made available for use or modification as

users or other developers see fit. Open source software is usually developed as a public collaboration

and made freely available. 48

text mining The analysis of data contained in natural language text documents. 36, 37
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