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Abstract. It is clear that the failures found in hospital management are usually 

related to the lack of information and insufficient resources management. The use 

of Data Mining (DM) can contribute to overcome these limitations in order to 

identify relevant data on patient’s management and providing important 

information for managers to support their decisions. 

Throughout this study, were induced DM models capable to make predictions 

in a real environment using real data. For this, was adopted the Cross-Industry 

Standard Process for Data Mining (CRISP-DM) methodology. Three distinct 

techniques were considered: Decision Trees (DT), Naïve Bayes (NB) and Support 

Vector Machine (SVM) to perform classification tasks. With this work it was 

explored and assessed the possibility to predict the number of patient discharges 

using only the number and the respective date. The models developed are able to 

predict the number of patient discharges per week with acuity values ranging from 

≈82.69% to ≈94.23%. The use of this models can contribute to improve the hospital 

bed management because having the discharges number it is possible forecasting 

the beds available for the following weeks in a determinated service. 
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1   Introduction 

Organizations collect data from multiple business processes. Based on the idea that 

large volumes of data can be a source of implicit knowledge, new knowledge can 

be extracted when using appropriate tools (e.g., data mining) [1]. Hospitals operate 

within this principle, since their databases contain hidden knowledge that is 

important, for example, in a patient's clinical status and prognosis [2]. 

Data Mining (DM) implementation in the health sector can be an asset. In fact, 

DM can help health insurers, detect fraud or abuse in decision making over the 

relationship with their clients, doctors can identify more effective treatments, as 

well as best practices. As consequence patients can receive better health services. 

DM provides techniques to transform huge data volumes into useful knowledge for 

decision making [3]. Based in this principle it was determined whether it was 

possible to construct models of DM capable of supporting the process of hospital 



management. The support is at the level of beds management using the number of 

patient discharges. 

The beds management is currently a real problem for the hospitals because due 

the increase of the number of patients admitted, it is notorious for some services 

the lacking of resources. A system that can help to predict the number of patient’s 

discharges can contribute to improve the hospital quality helping in the beds 

distributions process. 

The main goal of this work is to predict the number of patient discharge by week 

using data mining techniques. To this problem were used classification techniques 

and a set of configuration applied to four services. The results were satisfactory 

with the accuracy being around 82.69 % and 94.23%. The results attained give 

confidence to use this models in order to help the decision process and enforces the 

idea to be possible forecast patient discharges using as input only the date and the 

number of patient discharged. 

In the second chapter is presented the conceptual framework, DM techniques 

used, and metrics for evaluating the classification models. The third chapter 

presents the development of the practical component, guided by the CRISP-DM 

methodology. In the fourth chapter, the most relevant aspects of this work are 

analysed and discussed. The fifth chapter focuses on the work conclusions and, 

finally, possible directions for posterior work. 

2   Background 

The World Health Organization describes the hospital as being "... part of a medical 

and social organization whose function is to provide a comprehensive health 

service and care for the population, both curative and preventive, and whose 

outpatient services must reach families in the home environment, the hospital is 

also a centre for training of health workers and biosocial research. " [4]. 

To manage a hospital a deep understanding about the institution is mandatory. 

Managers need to have the perfect notion about the rules and routines of services. 

They have to be able of identifying the strengths and aspects that need 

improvement. From these aspects managers should outline a clear and organized 

plan to provide for an efficient and effective hospital management [5].Management 

consists of a variable set of technical tools and technologies used to ensure 

organizations’ success [6]. In an organizational structure such as a hospital, where 

the core business is to optimize patients admission in the hospital, minimizing the 

length of stay and maximizing the quality of treatment should be sought [7]. In this 

sense, one of the most important features is the distribution of beds among the 

various services. The way of how the hospital is organized reflects the efficiency 

and quality of hospital management[8]. 

Introducing new technologies in hospitals has provided the opportunity for work 

improvement, e.g. some tasks can be performed faster, more consistently and with 

lower costs [9]. DM as well as some classic statistic methods have been used in 

hospital databases since 1990 [10], [11], [12]. Ever since, DM is becoming 

increasingly popular and essential in healthcare [3]. 



2.1 Hospital Bed Management 

 

Hospital beds are one of the scarcest resources of hospitals. In most cases the beds 

are arranged according to hospital specialties in order to provide a better service 

for patients. The beds management reflects not only the services efficiency but also 

the quality of hospital management. In order to improve the hospital management 

with a focus on bed management, there are some studies using DM with special 

attention on patient admittion in the hospital. These studies presented as main goals 

decrease the length of stay of patients and performing a good beds management.  

A project conducted at hospital Chiba University Hospital, studied which 

medical care tasks were directly correlated with patients’ length of stay. This study 

revealed a strong correlation between some variables presenting coefficients 

between 0.837 and 0.867, in a range of [-1, 1]. The study concludes that the results 

obtained have shown a strong correlation between patient discharges and hospital 

management quality [11]. 

Another study was conducted at the National University Hospital of Singapore. 

This study had as main objective identify which was the key variable associated to 

mismatch allocation of beds by department. The models obtained had acuity values 

of 74.1% and 76.5% and allowed to find that the key variable was the medical 

speciality. Through this study was possible to determine strategies to the allocation 

of beds in the respective hospital [13]. 

 

2.2 Data Mining 

 

Technological advances have provided new ways to create and store data. 

Organizations accumulate data related to their processes (billing, business 

transactions and accounting) based on the idea that the large volumes of data can 

be a source of knowledge [1]. 

From a technical standpoint, DM is a process that uses artificial intelligence 

techniques, statistics and mathematics to extract useful information and knowledge 

(or patterns) from large volumes of data. These patterns can be in the form of 

business rules, affinities, correlations, or terms of forecasting models [14]. The 

prediction methods goal is to automatically build a behavioural model, obtaining 

new samples and unknown samples, and being able to predict values of one or more 

variables related to the sample. The design patterns that enable knowledge 

discovery are easy to understand and can be easily used as a work base [15]. 

Classification models aim to identify a function that associates an event to a 

class within several discrete classification classes, i.e., classifiers map the input 

space into predefined classes. For example, the class patient has attributes that 

describe the patient; if a particular person meets the classification properties of the 

patient, then that person can be classified as patient [1]. 

For this work the implementation of DM was achieved through the statistical 

environment R. R presents itself as a programming language and an environment 

for statistical development [16]. The library e1071 [17] was used to implement the 

DM techniques Support Vector Machine (SVM), Decision Tree (DT), and Naïve 

Bayes (NB), and for troubleshoot forecasting - classification. To conduct the DM 

models evaluation the rminer library has been used [18]. 



3   Knowledge Discovering Process 

The DM process is complex but when conducted in a methodological context 

becomes easier to understand, implement and develop. CRISP-DM methodology 

was followed to carry out the present study. 

 

3.1 Business Understanding 

 

Data used in this study were retrieved from Centro Hospitalar do Porto (CHP), 

Porto, Portugal. Models use as input values the number of patients discharged 

distributed across multiple services. The supplied sample comprised 62 302 

records. CHP has no mechanism to predict the discharges flow. This evidence 

triggers an entire workflow process in accordance to the objective of this study, to 

predict the number of patients weekly discharged, primarily targeting the bed 

management improvement. 

 
3.2   Data Understanding 

 

The provided sample comprises the period between 01.01.2009 and 31.12.2012, 

referring to 1461 days. The years 2009, 2010 and 2011 have 365 days and the year 

2012 has 366 days, which is the only bissextile year from the sample provided. 

From the referenced timeline were collected 62,302 records, corresponding to 

discharges from ninety one hospital services. Each record consists of three fields: 
 Date: corresponds to the date (day, month and year) of patient’s discharged; 

 Service: is the service associated to the patient in the date; 

 Discharge number: contains the number of patients who were discharged. 

This field is directly related to the date and the hospital services, i.e., records 

were grouped by date and service.  

As already mentioned, one of the goals is to predict the hospital discharges per 

week. From the ninety one existing services only four presented records for all 

week days during the period analysed. Based on this evidence, data was only 

exploited from four services: Orthopaedics, Obstetrics, Childbirth and Nursery. 

The Table 1 presents a characterization of the data associated to each one of the 

services. 

Table 1 – Data characterization 

 Orthopaedics Obstetrics Childbirth Nursery 

Maximum 78 91 8 92 

Minimum 19 40 0 34 

Average ≈48.6 ≈62.9 ≈2.4 ≈57.3 

Coefficient of Variation ≈22.634% ≈17.011% ≈70.833% ≈19.197% 

Standard Deviation 11 10.7 1.7 11 

Total Discharges 10108 13080 495 11924 

 
 

3.3 Data Preparation 



 

In this study, as already mentioned, the objective it to make predictions of weekly 

discharges. So it was necessary to group the daily records into weekly records. By 

convention, one week begins on Sunday and ends in the next Saturday. Following 

this principle the discharges were grouped into 52 weeks and the respective years 

2009, 2010, 2011 and 2012. Once these records were grouped in weeks it was 

necessary to use methods capable of determining intervals of values for hospital 

discharges, in order to make predictions using the classification approach. 

The selection of the number of classes or intervals does not constitute a rigorous 

and scientific method, nor is there any selection method that can be considered 

appropriated [19]. Therefore, some methods were implemented to create classes: 

average, quartiles, average and standard deviation and sturges rule. Through the set 

of methods described, the data tables were created according to the number of 

weeks and the respective years, i.e., the rows are the number of weeks (52 in total), 

the columns (4 in total) correspond to the years, 2009 to 2012. This data 

representation is defined as being conventional. Having in consideration this data 

it was also explored a different approach using a sliding window data 

representation. However, this paper was focused in presenting the first approach – 

conventional. 

 

3.4   Modelling 

 

The techniques considered to induce classification models were: Support Vector 

Machine (SVM), Decision Trees (DT) and Naïve Bayes (NB). The data mining 

techniques selection was defined based in three aspects: easy understanding of the 

tecniques, engine efficient and the fact of being possible training the models with 

only a small dataset. Based in this three principles, SVM achieved the second and 

third goals and presents as being efficiently using a reduced number of data in the 

training phase. The DTs and NBs has in common the fact of being easy to 

understand and efficiently in the use. In the case of NBs, they also can present good 

results using a reduced number of data. 

In order to implement a mechanism for model testing, two sampling methods 

have been selected: 10-folds Cross Validation (10-folds CV) and Leave-One-Out 

Cross Validation (LOOCV). The 10-folds CV was adopted due to the good results 

that it has demonstrated on multidisciplinary data [20]. LOOCV it was used 

because it is more suitable for databases with only a few dozens of tuplets [21] - 

since the data tables only have 52 or 205 records. All the techniques were submitted 

to the tune function. This function comes with the e1071 package. As main 

objective it executes network searches of hyper parameters intervals previously 

provided and consecutively identifies the best model and the respective hyper 

parameters. 

For the SVM technique two distinct kernels were used, Radial-Basic Function 

(RBF) and Linear. Given the different kernels used it was necessary to perform 

different parameterizations because their hyper parameters differ from kernel to 

kernel. Depending on the kernel used by SVMs, a range of values for parameter C 

was defined. Its range has been defined by the values obtained by the power 

2(1,..,4) = [2, … ,16], in which 𝐶 > 0. The cost parameter C introduces some 



flexibility separating the categories in order to control the trade-off between errors 

in training or stiffness margins [22]. 

The hyper parameter Gamma (γ) was defined in the same way as C. The range was 

determined according to the values obtained by the power 2(−1,0,1) = [0.5, 1, 2]. Its 

parameterization was used in the RBF kernel. The γ value determines the curvature 

of the boundary decision [23]. 

The DTs were used to perform predictions through the classification approaches. 

The implementation of this technique was achieved through the CART algorithm. 

Two methods for attribute selection or splitting rules were used, Information Gain 

(IG) and the Gini Index (GI). The attribute selection measure IG determines the 

attribute with the highest information gain and uses it to make the division of a 

node [24]. The GI is determined by the difference between the original information 

requirement (i.e., based on only the ratio of classes) and the new requirement (i.e., 

obtained after partitioning A). This difference is expressed as: 𝐺𝑎𝑖𝑛(𝐴) =
𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷). The attribute A that has the highest information gain, Gain 

(A) is the division attribute of node n [24]. The objective of GI is to calculate the 

value for each attribute using the attribute for the node with the lowest impurity 

index [1]. The GI index measures the impurity of D, using a data partition or a 

training set of attributes 𝐺𝑖𝑛𝑖(𝐷) = 1 −  ∑ 𝑝𝑖2𝑚
𝑖=1 , where pi corresponds to the 

probability of an attribute D of a class Ci. This value is estimated by |𝐶𝑖 ∩ 𝐷| |𝐷|⁄ . 

The sum is calculated as a function of m classes [24]. 

Finally, the algorithm NB was used to perform predictions using the 

classification approach (was not carried out any manual parameterization for this 

algorithm). This algorithm used the tune function to identify the sampling method 

that should be used. These methods were previously determined. 

The developed models can be represented by the following expression: 

 𝑀𝑛 = 𝐴𝑓 + 𝑆𝑖 + 𝐶𝑥 + 𝑀𝑅𝐷𝑧 + 𝑇𝐷𝑀𝑦 + 𝑀𝐴𝑘.  

The model 𝑀𝑛 belongs to the approach (A) classification and is composed by a 

service (S), a type of class (C) a method of data representation (MDR), a DM 

technique (TDM) and a sampling method (SM): 

 

𝐴𝑓 = {𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛1} 

𝑆𝑖 = {𝑂𝑟𝑡ℎ𝑜𝑝𝑒𝑑𝑖𝑐𝑠1,  𝑂𝑏𝑠𝑡𝑒𝑡𝑟𝑖𝑐𝑠2, 𝑃𝑎𝑟𝑡𝑢𝑟𝑖𝑡𝑖𝑜𝑛3, 𝑁𝑢𝑟𝑠𝑒𝑟𝑦4} 

𝐶𝑥 = {𝐴𝑣𝑒𝑟𝑎𝑔𝑒1,  𝑄𝑢𝑎𝑟𝑡𝑖𝑙𝑠2, 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑛𝑑 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛3,  𝑆𝑡𝑢𝑟𝑔𝑒𝑠4} 

𝑀𝐷𝑅𝑧 = {𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙1, 𝑆𝑙𝑖𝑑𝑖𝑛𝑔 𝑊𝑖𝑛𝑑𝑜𝑤2} 

𝑇𝐷𝑀𝑦 = {𝑆𝑉𝑀𝐿1, 𝑆𝑉𝑀𝑅𝐵𝐹2, 𝐷𝑇𝐺𝐼3, 𝐷𝑇𝐼𝐺5, 𝑁𝐵5} 

𝑆𝑀𝑘 = {10 − 𝑓𝑜𝑙𝑑𝑠 𝐶𝑉1, 𝐿𝑂𝑂𝐶𝑉2} 

 

For instance, the model (𝑀1) uses the technique SVM with RBF kernel and the 

sampling method 10-folds CV and it is expressed by: 𝑀1 = 𝐴2 + 𝑆2 + 𝐶5 +
𝑀𝐷𝑅1 + 𝑇𝐷𝑀2 + 𝑆𝑀1. 

 
3.5   Evaluation 

 

This task is dedicated to models’ evaluation. To evaluate the results achieved by 

the DM models it was used the accuracy or precision measure. 



As the results presented by the DM models depend on the division of the 

mutually exclusive subsets, two procedures have been implemented: 10-folds CV 

and LOOCV. For the splitting procedures, ten executions were performed for each 

of them. Around 100 experiments were performed for each test configuration with 

models that use the 10-folds CV procedure. 520 experiments were performed to 

test models using LOOCV procedure. Table 2 depicts the obtained values of 

accuracy for the best classification models. 

Table 2 – Evaluation of classification models 

Model Service Technique 
Sampling 

Method 
Class Accuracy 

𝑀1 𝑆1 𝑇𝐷𝑀2 𝑆𝑀1,2 𝐶4 ≈82.69% 

𝑀2 𝑆2 𝑇𝐷𝑀2 𝑆𝑀1,2 𝐶4 ≈82.69%  

𝑀3 𝑆3 𝑇𝐷𝑀2 𝑆𝑀1,2 𝐶4 ≈94.23% 

𝑀4 𝑆4 𝑇𝐷𝑀2 𝑆𝑀1,2 𝐶4 ≈90.38% 

  

The DM technique that presented the best results was the SVM RBF, the two 

sampling methods used did not show to be crucial for the results, being equivalent. 

From table 1 it can be seen that rule sturges used in the creation of classes was the 

best method. Then, figure 1 presents the classes predicted by the models and their 

respective frequency for 2012 by week. Classes are represented by their maximum 

(green point) and at its minimum (blue point) value. If the expected values of the 

year 2012 (red dots) are between the maximum and minimum means that the class 

predicted was properly carried out, i.e., the actual values were classified in the 

predicted class limits. The presented classes were obtained using the sturges rule. 

 

Figure 1 – Classes predicted 



4   Discussion  

The presented results are quite acceptable due to the prediction evaluations made. 

For the classification models, the best predictions resulted in acuities greater than 

≈82%. Orthopaedics and obstetrics are the services with the worst results claiming 

≈82.69% of acuity. The results obtained for the services of childbirth and nursery 

are ≈94.23% and ≈90.38% respectively. The predictions made for the childbirth 

and nursery service present results sufficiently satisfactory to support decision 

making. Table 3 presents the number of times DM models hit and missed. 

Table 3 – Results of Predictions 

Model Wrong Correct 

𝑀1 9 43 

𝑀2 9 43 

𝑀3 3 49 

𝑀4 5 47 

 

From the two sampling methods used 10-folds Cross Validation (10-folds CV) 

and Leave-One-Out Cross Validation (LOOCV), 10-folds CV is the most suitable 

for this study, not because the results since the differences are very small and often 

are the same, but because the execution time of the models. Models that use the 

sampling method LOOCV take a long time to process. 

Since the used data is real, the inclusion of these models in a Decision Support 

System (DSS) becomes expectable. Thus the knowledge generated from the usage 

of DM can be useful so that it can influence the operational efficiency, facilitating 

high-level decisions and service providing. 

5   Conclusion 

This work proved that is possible induce classification data mining models to 

predict weekly discharge of patients in a hospital using real data of daily discharge. 

A study was carried out considering data from CHP, corresponding to four years 

of activity. Good results were obtained in terms of precision for four services: 

≈82.69% for orthopaedics and obstetrics; ≈94.23% and ≈90.38% for childbirth and 

nursery, respectively. 

Two different methods of data representation were explored: conventional and 

sliding window. The second method is computationally more expensive and does 

not improve the results. Conventional representation in association with sturges 

rule, the sampling method 10-folds CV and the SVM technique, demonstrate to be 

the most suitable for this type of data.  

Finally with this work it was possible assess the possibility to predict the number 

of patient discharges using only the number of discharges by day. The results 

attained using classification techniques can prove that fact. 



6   Future Work 

Future research will take into consideration the following aspects:  

 To explore different types and configuration of Data Mining techniques; 

 Incorporate new variables in the predictive models, such as gender and 

age of patients;  

 Determine if the predictions could be more detailed. The introduction of 

the entry number of patients, bed occupation time and ratio should be 

taken into account to create a better bed management system; 

 Repeat the experiments for more hospital services with new data. 
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