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Abstract

For a family of non-autonomous differential equations with distributed delays, we give
sufficient conditions for the global exponential stability of an equilibrium point. This
family includes most of the delayed models of neural networks of Hopfield type, with
time-varying coefficients and distributed delays. For these models, we establish sufficient
conditions for their global exponential stability. The existence and global exponential
stability of a periodic solution is also addressed. A comparison of results shows that
these results are general, news, and add something new to some earlier publications.
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1 Introduction

In the last decades, retarded functional differential equations (FDEs) have attracted the
attention of an increasing number of scientists due to their potential applications in different
sciences. Differential equations with delays have served as models in population dynamics,
ecology, epidemiology, disease modeling, and neural networks.

Neural network models possess good potential applications in areas such as content-
addressable memory, pattern recognition, signal and image processing and optimization (see
[2], [15], [18], [19], and references therein).

In 1983, Cohen and Grossberg [5] proposed and studied the artificial neural network
described by a system of ordinary differential equations

2i(t) = —ki(zi(t) [bizi(t) = > _agfilz;(t)|, i=1...,n (1.1)

and, in 1984, Hopfield [9] studied the particular situation of (1.1) with k; =1,
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2(t) = ~bixi() + 3 aifile; (1), i=1,...
j=1



In 1988, Kosko presented a kind of neural networks, which is called bidirectional asso-
ciative memory (BAM) neural network, [13],

w(t) = —wi(t) + Y aii f(y;() + T
j=1

i=1,...,n. (1.3)

Yi(t) = —ui(t) + > bjif(xi(t)) + J;
j=1

\

The finite switching speed of the amplifiers, communication time, and process of moving
images led to the use of time-delays in models (1.1), (1.2), and (1.3), arising the delayed
neural network models. In the applications of delayed neural networks to some practical
problems, stability plays an important role. It is well known that delays can affect the
dynamic behavior of neural networks (see [1], [14]). For this reason, stability of delayed
neural networks has been investigated extensively. There are many important results on
static (equilibrium-type) attractors of neural networks (see [2], [3], [7], [10], [15], [16], and
the references therein), but it is well known that non-static attractors, such as periodic
oscillatory behavior, are also an important aspect (see [4], [11], [17], [20], [21], and the
references therein).

In the literature, the usual approach to analyze the stability property is to construct a
suitable Lyapunov functional for a concrete n-dimensional FDE and then to derive sufficient
conditions ensuring stability. However, constructing a Lyapunov functional is not an easy
task and, frequently, a new functional is required for each model under consideration. In quite
an unusual way, our techniques (see [6], [7], [15], [16]) do not involve Lyapunov functionals,
and our method applies to general systems.

This paper is organized as follows: In Section 2, we briefly present the phase space for
FDEs written in abstract form as z'(t) = f(t,z;), then we define the global exponential
stability of a FDE, and finally we establish a general condition for the boundedness of
solutions of 2/(t) = f(t,z¢). In Section 3, we present the results on global exponential
stability of a general class of nonautonomous delay differential equations, which includes
most of neural network models. In Section 4, we prove the existence and global exponential
stability of a periodic solution of a periodic general Hopfield neural network type model.
Finally, in Section 5, we illustrate the results with well-known nonautonomous n-dimensional
neural network models and we compare our results with the literature, showing the advantage
of our method when applied to several different models, such as Hopfield or BAM neural
network models.

2 Preliminaries

For a,b € R with b > a and n € N, we denote by C([a, b]; R™) the vector space of continuous

functions ¢ : [a,b] — R"™, equipped with the supremum norm || - || relative to the max

norm | - | in R™, ie., ||¢|| = sup |p(8)] for ¢ € C([a,b];R™), where |z| = max |z;| for
a<0<b =L..n

x = (r1,...,2,) € R" For ¢ € R, we use ¢ to denote the constant function ¢(f) = ¢ in

C([a,b];R™). A vector d = (dy,...,d,) € R" is said to be positive if d; > 0 fori =1,...,n,
and in this case we write d > 0.



In the space C), := C([—7,0];R"™), for 7 > 0, consider FDEs,
d'(t) = f(t,z), t>0, (2.1)

where f : [0, +00) x C), — R™ is a continuous function and, as usual, z; denotes the function
in C), defined by z(6) = z(t + 0), —7 < 0 < 0. It is well-known that, assuming the Banach
space C,, as the phase space of (2.1), the standard existence, uniqueness, and continuous
type results are valid (see [8]). We always assume that f is regular enough in order to
have uniqueness of solutions for the initial value problem. The solution of (2.1) with initial
condition x4, = ¢, for typ > 0 and ¢ € C,, is denoted by z(t, 9, ). For w > 0 and ¢ € Cy,
we write z,(p), or just xz, if there is no confusion, to denote the function in C,, defined by
Zu(p)(0) = z(w+0,0,9), 0 € [-1,0].

Definition 2.1. The solution x(t,0,) of (2.1), with ¢ € Cy,, is said globally exponentially
stable if there are € > 0 and M > 1 such that
‘x(taoa(p) - $(t,0,<,5)| < Me_atHQO - @Ha vt > 07 \VISO € Cn

Definition 2.2. The system (2.1) is said globally exponentially stable if there are e > 0 and
M > 1 such that

|l’(t,0,g01) - x(ta()) 802)| < Me_atHSOl - 902||7 Vit > 07 VSOD P2 € CTL

In [6], a relevant result on the boundedness of solutions for the general FDE (2.1) was
established. For convenience of the reader, we put the proof here.

Lemma 2.1. [6/ Consider equation (2.1) with the continuous functions f = (fi,...fn) sat-

isfying:

(H) forallt >0 and ¢ € Cy, such that |p(0)| < |p(0)| for 8 € [—7,0), then ¢;(0) fi(t,©) <0
for some i € {1,...,n} such that |p(0)| = |¢;(0)].

Then, all solutions of (2.1) are defined and bounded for t > 0. Moreover, if x(t) =
x(t,0, ), with ¢ € C,, is a solution of (2.1), then |x(t)| < ||¢]|| for all t > 0.

Proof. Let x(t) be the solution of (2.1) on [—7,a), for some a > 0, such that xyp = ¢ with
p e Ch.
Suppose that there exists ¢; > 0 such that |z(¢1)| > ||¢||, and define

T = min {t € [0,¢1] : |z(t)] = max \x(s)]}
s€[0,t1]

We have |z(T)| > ||¢|| and

lz(t)] < |x(T)|, fortel0,T).
Hence, |x7(0)| = |x(T+0)| < |x(T)| for 8 € [-7,0). By (H), thereisi € {1,...,n} such that
|z(T)| = |x:(T)| and z;(T) fi(T, z7) < 0. Suppose that z;(T) > 0 (the situation x;(T") < 0 is
analogous). Since z;(t) < |z(t)| < x;(T) for t € [—7,T), then «(T") > 0. On the other hand,

from (2.1) we have z(T) = f;(T,z7) < 0, which is a contradiction. This prove that x(t) is
extensible to [—7, +00), with |z(t)] < ||¢]|| for all ¢t > 0. O

As a finally notation, for a function P : X — X and k € N, we denote the composition
Po---0P by P*.
—_—

k times



3 Global exponential stability

In the phase space C),, consider the following nonautonomous system of delayed differential
equations

2h(t) = —pi(t, ) [bi(t, 2 (1)) + fi(t, )], t>0,i=1,...,n, (3.1)

where p; : [0,4+00) X C,, = R*, f; : [0,4+00) x C, = R, and b; : [0,+00) x R — R are
continuous functions. This model is a small generalization of a model introduced in [7] and
it is particularly relevant in terms of applications, since it includes different types of neural
network models with delays, such as Hopfield, Cohen-Grossberg, and BAM.

For (3.1) the following hypotheses will be considered:

(A1) there exists a z* = (z7,...,2})) € R" equilibrium point of (3.1);

rn

(A2) for each i € {1,...,n}, there exists a p. > 0 such that
p,=mf{pi(t.p) :t>0,0 € Cp};
(A3) for each i € {1,...,n}, there exists a function ; : [0, +00) — RT such that

(bi(t,u) — bi(t,v))/(u—v) > Bi(t) >0, Vt>0,Vu,v € R, u#uv;

(A4) for each i € {1,...,n}, fi : [0,+00) x C;, = R is a Lipschitz function on the second
variable that is, there exists a function /; : [0, +00) — R such that

(A5) there exist € > 0 and a continuous function A : [—7,4+00) — RT such that, for each
ie{l,...,n},

t
P, (ﬁi(t) - zi(t)efLA(S)dS) > A\(t) and / A(s)ds > et, forallt >0. (3.2)
- 0
In the following Lemma, we show that the solutions of (3.1) are defined and bounded on
[—T, +00).
Lemma 3.1. For (3.1) assume hypotheses (A1), (A3), and (A4), and suppose that
Bi(t) —Li(t) >0 forallt>0, andi=1,...,n. (3.3)

Then, each solution x(t) = x(t,0,¢) (with ¢ € Cy) of (3.1) is defined and bounded on
[0,+00) and it satisfies |z(t) — x*| < || — z*|| for allt > 0.

Proof. Let o* = (27, ...,z)) € R™ be an equilibrium point of (3.1), that is,
bi(t,x;) + fi(t,z*) =0, forallt>0,i=1,...,n.
By the translation z(t) = x(t) — z*, the system (3.1) has the form

Ti(t) = —pi(t, T + ) [bi(t, 7 (¢) + ) + filt, T +2%)], t>0,i=1,...,n. (3.4)



Clearly, (3.4) has the form (3.1), for which zero is an equilibrium point, and hypotheses (A3)
and (A4) hold with the same functions f;(t) and [;(t). Hence, without loss of generality, we
may consider z* = 0 in the system (3.1).

Take t > 0 and ¢ € C, such that |p(0)| < |p(0)| for # € [-7,0). Let i be such that
lloll = |i(0)] and suppose that ;(0) > 0 (the case ¢;(0) < 0 is analogous). Then,

bi(t, pi(0)) + fi(t, ) = [bi(t, i(0)) = bi(t,0)] + [fi(t, ) — fi(t,0)]
> Bit)pi(0) = L) [lell = Bi(t)pi(0) — Li(t)pi(0)
= (Bi(t) — Li(t))pi(0) > 0.

This proves that (H) holds and the result follows from Lemma 2.1. O

Now, we state the main result on the global exponential stability of the equilibrium point
x* of (3.1).

Theorem 3.1. Consider the FDE (3.1) under the hypotheses (A1)-(A5).
Then, the equilibrium point of (3.1) is globally exponentially stable.

Proof. As in proof of Lemma 3.1, by translation, we may assume that zero is an equilibrium
point, which means, b;(¢,0) + fi(¢t,0) =0 for allt >0and i =1,....,n

Since the hypothesis (A5) implies (3.3), then, from Lemma 3.1, we deduce that all
solutions are defined and bounded on [0, +00), and x = 0 is uniformly stable

As A(t) > 0 for all t > 0, the change of variables z(t) = elo A *z(t) transforms the
system (3.1) into

2(t) = gi(t,z), t>0,i=1,..,n, (3.5)
where,
gilt ) = AB)pi(0) — pi (1,70 AO) i M [y (1= lo A (0)) 4 fift, el AOBg) | (3.6)

Now, take t > 0 and ¢ € C), such that [¢(8)| < |¢(0)| for § € [—7,0). Let i be such that
lloll = |i(0)| and suppose that ¢;(0) > 0 (the case ¢;(0) < 0 is analogous). Then

gilt: @) = AB)pi(0) = py (1,67 Jo" MIbg) elod S“S[ bilt, e 10 A1,(0)) — by 8, 0)

it T A - e, 0)]

A(#)@i0) = pi (# €7 Jo" M) o A 3, (1)e™ Jo A (0) — 1) o A
< pil0) A0 g, (Bil0) = tipyel XY ]

and, from the hypothesis (A5), we get g;(t,¢) < 0 and the hypothesis (H) holds. Conse-

quently, from Lemma 2.1, we deduce that the solution z(t) of (3.5) satisfies |z(t)| < ||zo]| for
all ¢ > 0. Thus, again from the hypothesis (A5), we obtain

IN

!w(tO,cﬁ)!:‘e’m(s)d%(w,efd*(s)d%)‘ < e |o(t,0,e I AOEG)| < gl Vi >0,

and we have the result. O



Corollary 3.1. Assume that hypotheses (A1)-(A4) are satisfied.
If the functions l;(t) are bounded and there exists a > 0 such that

Bi(t) = Li(t) >a, forallt>0,i=1,...,n, (3.7)
then the equilibrium point of (3.1) is globally exponentially stable.

Proof. As a consequence of the Theorem 3.1, we just need to find a function A : [—7, +00)
R such that (3.2) holds. As [;(t) are bounded functions, there is L > 0 such that [;(t) <
forallt >0and i=1,...,n and from (3.7) we conclude that

%
L

(6 (6
% — U 1 a7 ) > 7‘:17"'> )
Bi(t) — 1;(t)( +2L)>2 t>0,1 n

and consequently, for some d < 0, we have

-, (ﬂi(t) L1+ %)) <d<0, t>0,i=1,...,n. (3.8)

Now, considering £* = %log (1 + %) > 0 and £ = min{—d, e*}, we conclude that
e—p, (Bi(t) —li(t)e™) <0, t>0,i=1,...,n, (3.9)
and (3.2) holds taking A\(t) = ¢, for all t € [—7, +0). O

Now, considering in (3.1) p; = 1 for alli = 1...,n, we get the following systems of FDEs
2i(t) = =bi(t, i (t)) + fi(t, ), t>0,i=1,...,n, (3.10)

where b; : [0,400) x R — R and f; : [0+ c0) x C,, — R are continuous. The next result
establishes the global exponential stability of (3.10).

Corollary 3.2. Assume that hypotheses (A3)-(A5) are satisfied.
Then the system (3.10) is globally exponentially stable.

Proof. Let z(t) = x(t,0,9) be the solution of (3.10) with ¢ € C),. The change of variables
z(t) = z(t) — z(t) transforms the system (3.10) into

Z;(t) = —bi(t, Zi(t) + i’l(t)) + fi(t, zt + .ft) + bi(t,fi(t)) — fi(t,jt), t>0,2=1,... ,7(3.11)
which can be written in the form
Zi(t) = =bi(t,z(t) + fi(t,z) t>0,i=1,...,n, (3.12)

with b;(t,u) = bi(t,u + Z;(t)) and fi(t, ) = fi(t, o + &) + bi(t, T (1)) — fi(t, T¢) for u € R,
t >0, and ¢ € Cy. It is easy to see that zero is an equilibrium point of (3.12), b; satisfy
(A3) with the same functions 3;(t), and, for all t > 0, ¢, 9 € C,,, we have

[fi(t,0) = filt, V)] = |fi(t, 0+ Te) + bi(t, 24(t)) — filt, Ze) — fi(t, 0 + Z) — bilt, 24(t)) + filt, Tr)]
|filt, o+ ) — filt, ¢ + 7))
Li(t)]le — |

which implies that (A4) holds with the same functions /;(t). Consequently, from Theorem
3.1, we conclude that |z(t)| < e™¢!||z|| which means that

ja(t) —2(0)] < e o -l VE>0, (3.13)

IN

where ¢ := xy. As the constant € in the hypothesis (A5) is independent of Z(t), we conclude
that the system (3.10) is globally exponentially stable. O



In applications, nonautonomous neural network models with distributed delays often
take the form

2i(t) = —pi(t, ) | bi(t, z(t —i—Zngktht , t>0,i=1,...,n, (3.14)
k=1 j=1

where, foreachi,j =1,...,nandk =1,..., K, 7 € [0, 7] and g;ji, : [0, +00)xC([—Tijk, 0; R) —
R is a continuous function satisfying the Lipschitz condition

96k (£, @) — gigr (6, )| < L ()]l — I, VE >0, Voo, 00 € O([—7i5k, 0;R),  (3.15)

for some function Iji, : [0, +00) — R*. In what follows, for each ¢ € C([—7,0];R), we denote

9ijk(t, ©) = Gijk ( Pl ko), forallt>0,4,57=1,...,n, k=1,..., K.
For model (3.14), instead of (A5) assume the following hypothesis:

(A5’) there exist € > 0 and a continuous function A : R — R™T such that, for each i €

{1,...,n},

K n

t
o, | Bilt) =D liw(t) ff i MO S @) and / A(s)ds > et, Vt > 0(3.16)
0

k=1 j=1

In the following result, a slight improvement of Theorem 3.1 is given when (3.1) has the
form (3.14). In the proof, the same ideas are used.

Theorem 3.2. Consider the FDE (3.14) assuming the hypotheses (A1)-(A3), (A5’), and
(3.15).
Then, the equilibrium point of (3.14) is globally exponentially stable.

Proof. By translation, we may assume that zero is an equilibrium point that is,

K n
bi(t,0)+ D gir(t,0) =0, t>0,i=1,..,n

k=1 j=1

K n
The hypothesis (A5”) implies 3;(¢) ZZlUk > 0 and, since ZZlijk(t) is the

k=1 j=1 k=1 j=1
Lipschitz constant with respect to the second argument of

n
:Zzgmk(tawj)a tzoa 90:(901779071)6071»
k=1 j=1

then, from Lemma 3.1, we deduce that all solutions are defined and bounded on [0, +00),
and that x = 0 is uniformly stable.

As A(t) > 0 for all ¢t > 0, the change of variables z(t) = elo A(s)ds () transforms the
system (3.14) into

2t)=gi(t,ze) t>0,i=1,..,n, (3.17)



where, forallt >0and i=1,...,n,

9i(t @) = X(B)pi(0) — py (£, e o Ao ) oA [ (1 52 %00) )

K n
+ZZgUk (t’ e_f(§+'>\(8)ds¢j> :| (318)

k=1 j=1
Now, take t > 0 and ¢ € C,, with |¢(0)] < |p(0)| for § € [—7,0). Let i be such that

lloll = |i(0)| and suppose that ¢;(0) > 0 (the case ¢;(0) < 0 is analogous). Then, from the
hypotheses, we get

gilt,) = AWi(0) = py (1,67 JoT M) elo M) [bi (17 2%0,(0)) — bi(t,0)

K n K n

+Zzgijk (tve* o As)ds ) Z gljk (t,0) :|
k=1 j=1 k=1 j=1

< A0) = s (1 BTN ) O X 0

K n Tk

S ety “s)dﬂrsoju]
k=1 j=1

K n —
< @il0) | M) =g, | Bilt) = 30D LB S AN

and, from the hypothesis (A5’), we conclude that g¢;(¢,¢) < 0 and the hypothesis (H)
holds. Consequently, from Lemma 2.1, we deduce that the solutions z(t) of (3.17) satisfy
|2(t)] < ||z0|| for all ¢ > 0. Thus, again from the hypothesis (A5’), we obtain

[2(t,0,0)] = e B 2O2(1,0, o XM g)] < e |o(1, 0, I XMg)| < g i >0,

and we have the result. O

Following the same ideas presented in the proof of Corollary 3.1, we can obtain the
following result.

Corollary 3.3. Consider the FDE (3.14) assuming the hypotheses (A1)-(A3), and (3.15).
If the functions l;j;(t) are bounded and there exists o > 0 such that

K n
_Zzlijk(t)>a’ forallt>0,i=1,...,n,

k=1 j=1
then the equilibrium point of (3.14) is globally exponentially stable.

Following the same ideas presented in the proof of Corollary 3.2, we also can obtain the
following result.

Corollary 3.4. Assume that (A3), (A5’), and (3.15) are satisfied.
Then the system

2h(t) = —bi(t, x(t —|—ZZgwk t,x;,), t>0,i=1,...,n, (3.19)
k=1 j=1

1s globally exponentially stable.



4 Existence and exponential stability of periodic solution

In this section, we apply the contraction mapping principle to derive a criterion to ensure
that system (3.10) has a unique periodic solution and all other solutions converge to it with
exponential rates.

Here, we take w > 0 and, in the phase space C,,, we consider the FDE (3.10) where the
continuous functions b; : [0,+00) x R — R and f; : [0,+00) x C), — R are w-periodic with
respect to the first argument, that is,

bi(t,u) =b;(t + w,u), Vt>0, VuecR,

and
fl(t7(10):fl(t+w7§0)7 VtZ()? \V/(,DECn

Theorem 4.1. Assume that hypotheses (A3) and (A4) are satisfied.
If there is o > 0 such that

Bi(t) — li(t) >, ¥Vt € [0,w], (4.1)
then the system (3.10) has a unique w-periodic solution which is globally exponentially stable.

Proof. As b;(t,u) are continuous and w-periodic with respect to the first argument then,
from (A3), B;(t) are bounded and consequently /;(t) are also bounded. Thus, as in the proof
of Corollary 3.1, the hypothesis (A5) holds and, from Corollary 3.2, we conclude that there
is € > 0 such that

|2(t,0,0) —z(t,0,@)| S e |lp—@ll, Vt=0,Vp,p€Cn, (4.2)
and consequently
lz:(¢) = ze(@)| < e o —oll,  VE>T, Ve, 0 € Cp. (4.3)

Now, we can choose k € N such that

1
kw>7 and e @7 <

<3 (44)

and we define the map P : C,, — C,, by P(¢) = z,(¢). For ¢, € Cy, from (4.3) and (4.4)
we have

IPE(p) = PH@) = IIP(P*!(9)) = P(P* (@) = ll2(P* () — 2 (P (@)
= |lzw(@e(P*2(9))) = 2u(@u(P*2(@)))] = 2k (9) — 24 (&)

< e o — || < 3lle — oll,

which implies that P* is a contraction map on C,. As C, is a Banach space, we conclude
that there is a unique fixed point ¢* € C,, such that P*(¢*) = ¢*. Noting that

PH(P(¢")) = P(P*(¢")) = P(¢"),

*

we have P(¢*) = ¢* which means that z,(¢*) = ¢*.



Finally, as z(¢,0, ¢*) is a solution of (3.10) and b;(¢,u) and f;(t,¢) are w-periodic with
respect to the first argument, we know that (¢ + w, 0, ¢*) is also a solution of (3.10) and

x(t,0,0") = x(t,0,2,(¢")) = z(t + w,0,¢%), Vt>0.

Therefore x(t,0,¢*) is the w-periodic solution of (3.10) and, from (4.2), all other solutions
converge to it with exponential rates. O

Remark 4.1 Observe that, in this setting, (A5) is equivalent to (4.1). In fact, on the
one hand, as b;(t,u) are continuous and w-periodic with respect to the first argument, we
conclude that §;(t) are bounded and, from (4.1), /;(t) are also bounded. Now, from Corollary
3.1 we conclude that (4.1) implies (A5). On the other hand, as ;(¢) and l;(t) are w-periodic
and A(¢) is continuous on the compact set [0,w], it is easy to conclude that (3.2) implies

(4.1), where o := min_A(t).
te[0,w]

5 Applications

Here, we consider the following generalized nonautonomous Hopfield neural network model
with continuous distributed time varying delays,

k .
Zh(t) = —bs(t, zi(t +ZZka ( / hig(aj (t + 5))dns (¢, s)) . t>0,i=1,...,n(5.1)
k=1 j=1 Tijk
where, for i,j =1,...,n and k = 1,..., K, 73, are nonnegative numbers, b;, fi;x : [0, +00) X

R — R, hir : R — R, are continuous functions, and ng’,) : [0,400) x [—7jk, 0] = R
0

are functions such that ¢ — w(s)dnff) (t,s) are continuous real functions, for all
—Tijk

Y € C([=7ijk,0);R), and n§f) (t,-) are non-decreasing and normalized, that is 771(]]‘6) (t,0) —

) (¢, i) = 1, for all t > 0,

Theorem 5.1. Consider (5.1) where h;j, are Lipschitz functions with Lipschitz constant
Yijk and fijp, are Lipschitz functions on the second variable, with Lipschitz constants uijk(t),
fori,j=1,.mand k=1,..., K. Assume in addition that,

(1) (A3) holds;
(ii) There exist d = (dy,...,dp) >0, e >0, and X : R = R" continuous such that
f L )\(s)ds ¢
Z Zd diVijkttijr(t)e’ "k > A(t), and A(s)ds > et, Vt > 0.
k=1 j=1 0

Then, the system (5.1) is globally exponentially stable.
Proof. The change y;(t) = d; 'x;(t) transforms (5.1) into

Yi(t) = —dbi(t, diyi(t) +sz fk< / hz-jkwjyj(t+s>>dn§?(t,s>), (5.2)

k=1j=1 Tijp
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which has the form (3.19) with, for each ¢ > 0, 4,5 = 1,...,n, k = 1,..., K, and ¢ €
C([_Ta O]a R)a

0
gz]k( ¢) _d 1fz]kz< / zjk( ]1/}( ))dnz] (t 5)) .

—Tijk

Note that (d; 'b;(t,dju) — d; 'bi(t,dv))/(u — v) = (bi(t, diw) — bi(t, dw))/(dju — div) >
Bi(t) for all ¢ > 0, and u,v € R, u # v, ie., condition (A3) is satisfied. As 772(?)(75,~)
are non-decreasing and normalized functions, for each i,5 = 1,...,n, k = 1,..., K, and
@, € C([—Tijk,0];R), we have

0 & 0
ik (t, ) — i (t,0)] < dy () higi(djio(s))dn' (¢, s) — / higi(dio(s))dn's (¢, )

—Tijk —Tijk

0
< di_lﬂijk(t)/ hiji(dje(s)) — hijr(d;(s)) dm(]]-c)(@S)
~Tijk
0
< ergd; [ les) = vldnl o)
—Tijk

< (dl-_ldj’)’ijkﬂijk(t)) llo —]|.

Consequently, the condition (3.15) holds and, from the hypothesis (ii), the condition (A5’)
also holds. Now, the result follows from Corollary 3.4.
O

Example 5.1. If we take K = 2, b;(t,u) = ¢;(t)u, hwk(u) = u, fijl(t,u) = aij(t)fj(u),
Figa(t,u) = by (1) f3(u) + 29 0D 20, 400) x [—7451,0] — R defined by

n i

. 0, —Tij1§8<0
1, s=0

and 771(]2) : [0, +00) X [—Tij2,0] — R defined by

O, —Tij2 <s< —Tij(t)

2
nz(j)(tvs) = )
1, —Tij(t) S S § 0

fort >0,4,7=1,...,n, k=1,2,and u € R, where f; : R = R, ¢, a;;, b;;, I; : [0, +00) = R,
and 7;; : [0, +00) — [0, +00) are continuous functions, the model (5.1) becomes the following
Hopfield neural network model:

&i(t) = —ci(D)zi(t) + Y ag(£) fi(a; (1) + D by (0) fi (it — m5(8) + Li(t), ¢ 20. (5.3)
=1 =1

Applying Theorem 5.1 to model (5.3), we have the following result.

Corollary 5.1. Consider (5.3), where 7;j(t) are bounded and continuous functions and f;
are Lipschitz functions with Lipschitz constants L.

11



If there exit d = (dy,...,d,) >0, >0, and X : R — RT continuous such that, for all
t>0andi=1,...,n,

n n t t
=S d a1 — S d b )|yl O S A@), and / A(s)ds > et,
0

j=1 j=1

with 7;; = sup 73;(t), then the system (5.3) is globally exponentially stable.
t

Remark 5.1. The particular model (5.3) was recently studied in several papers such as
[21], [22], and [11]. By comparison, for example, we can apply Corollary 5.1 to conclude that
the particular model

2 (t) = —2x1(t) + (sint)zo(t — |sint])
; (5.4)
xh(t) = —4xa(t) + (sint)z(t)

is globally exponentially stable. However the Theorem 2 in [21] cannot be applied to get the
same conclusion and, consequently, our previous result presents a different criterion.

Moreover, it is relevant to observe that the model (5.1) is general enough to include, as
particular situations, some BAM neural network models. The following example illustrates
that fact.

Example 5.2. Consider the following nonautonomous BAM neural network model with
discrete time-varying delays

2i(t) = ~E(i(t) + 3 a0 (w1 +Zbu Vst = mg(O) + L), i=1,....m,

y;(t) = —¢;(t)y;(t) + Zaﬂ fz i (t —1—21)]1 fz zi(t —7(t) + Li(t), j=1,...,m

As in the above example, it is easy to see that (5.5) is a special case of model (5.1), thus
from Theorem 5.1 we obtain the following result.

Corollary 5.2. Consider (5.5) where 7;j(t), T;i(t) are bounded and continuous functions
and fj,ﬁ, are Lipschitz functions with Lipschitz constant, Fj,ﬁz respectively, 1 = 1,...,n,
j=1,....m.

If there exist d = (dy,...,dy) > 0, d = (dl,...,dm)>0,€>0, and A : R — RT

continuous such that, for allt > 0, fg (s)ds > et and
T~ ! s)ds
= (18 + @I ) o, =t 60

j—l

Zd d; <|aﬂ( )| E; + [bji(t)| Fre Sis) SWS) >At), j=1,...,m,  (57)

with 73 = sup 73;(t) and Tj; = sup7j;(t), then system (5.5) is globally exponentially stable.
t t

12



Now, we apply the results in section 4 to obtain sufficient criteria for the exponential

stability of periodic neural network models.
0

Let w > 0 and consider the system (5.1) where t 1/1(s)d77§j]»€) (t,s) are w-periodic
—Tijk

continuous real functions for all ¢ € C([—7;;,0]; R), and the continuous functions b;, fi;x :

[0,4+00) x R — R are w-periodic with respect to the first argument, that is, b;(t,u) =

bi(t +w,u) and fijx(t,u) = fijp(t +w,u) for all t > 0 and u € R.

Theorem 5.2. Assume that (A3) holds and, fori,j =1,...,n, k=1,...,K, hij, are Lips-

chitz functions with Lipschitz constant 7;ji, fiji are Lipschitz functions on the second vari-

able with Lipschitz constant ;i (t), and nﬁf) (t,-) are non-decreasing and normalized func-

tions. If there exist o > 0 and d = (dy, ..., d,) > 0 such that
difi(t) = > djlij(t) > a, Vt€ [0,w], Vi=1,...,n (5.8)
j=1
K
with 1;;(t) := Z ik (t)Yijk, then the system (5.1) has a unique w-periodic solution which is

k=1
globally exponentially stable.

Proof. The change y;(t) = d; *x;(t) transforms (5.1) into

yi(t) = =bi(t,yi(t)) + filt, ), i=1,...,n,t >0, (5.9)
where b;(t,u) := d; 'b;(t, dju) and
n K 0
filts9) =D > di fiji (t,/ k higi(djps(s))dnt (¢, 8)>,
j=1k=1 —Tij

are continuous and w-periodic functions with respect to the first argument. By one hand, as
hi;i are Lipschitz functions, f;;i are Lipschitz functions on the second variable, and UZ(;-C) (t,-)
are non-decreasing and normalized, then it easy to show that each f; satisfies (A4) with

n K
Li(t) = d;* Z dj > tijk(t)Vige-
j=1 k=1

By other hand, as each b; satisfies condition (A3), then each b; also satisfies condition (A3)
with the same function f;(t).
Consequently, from (5.8), we have d;5;(t) — d;l;(t) > « which implies that

Bi(t) — l;(t) > mjin{adj_l} >0, Vte[ow],i=1,...,n,

and the result follows from Theorem 4.1. O

Example 5.3. As we saw in the first example, the Hopfiel neural network model (5.3) is
a particular case of model (5.1). Thus, applying Theorem 5.2 to model (5.3), we have the
following result.
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Corollary 5.3. Consider (5.3), where ¢;,a;j,Tij, bij, I; : [0,400) = R are w-periodic con-
tinuous functions with 7;;(t) > 0, and f; are Lipschitz functions with Lipschitz constants
L;.

If there exists d = (di,...,dy) > 0 such that

dici(t ZdL (laij (D] + bi;(®)]) >0, Vte[0,w], i=1,...,n, (5.10)
7j=1

then system (5.3) has a unique w-periodic solution which is globally exponentially stable.

Remark 5.2. In [17], the existence of a periodic solution and its global exponential stability
of periodic system (5.3) were proved with the additional hypothesis:

dici(t deaﬂ )4 [bjil) >0, Vte0,w], i=1,...,n.

Hence, our Corollary 5.3 improves the main result in [17]. Moreover, as the model (5.3) is a
particular case of system (5.1), then our Theorem 5.2 strongly improves the main result in
[17].

Example 5.4. In [20], the author studied the existence and global exponential stability of
a unique w-periodic solution of the following w-periodic BAM neural network model with

time-varying coefficients and distributed delays:

,

Zi(t) = —&(t)bi(x +§:1aw )13 (;(t))
J
+§:@J <ka (=8)hj(y;(t — 7ij + 8))ds + L;(t), i=1,....k,
(5.11)
y;(t) = —c;(t)b;(y;(t) + Zaﬁ(t)ﬁ(wi(t))
. ) =1
+2;%&@/?%M—$E@Mt—Qy+$M8+Q@L i=1.....m,

where aij,ﬁji,fi, I; - [0,4+00) = R and ¢, ¢; : [0,4+00) — (0, +00) are w-periodic continuous
functions, gi,bj, fj,ﬁ;, hj,ﬁi : R — R are continuous functions, and k;; : [0, 7] — [0, +00),
Eji : [0,0] — [0, 4+00) are piecewise continuous functions, i =1,...,k, j=1,...,m

System (5.11) is also a particular case of (5.1), when n =k +m, K =2,

Gi(t)bi(w) i=1,....k
bt u) = { G0, e vt > R
(t,u) {Qkﬁwigm,i:k+L“wk+m’ 20, vueR,
0, i=1,...,k j=1,...,k
Ofi—k(u), i=1,...,k, j=k+1,....k+m
) = Nak>( fi- V>0,V
fun () O, =kl kdm, j=1,..k ’ =D vuE
(), i=k+1,....k+m, j=k+1,...)k+m
R,
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0, i=1,...k j=1,... .k
T Tt
ei(j_k)(t)</ ki(j—k)( )ds)u—i— 7(n)’ 1=1, Sk, j=k+1
it = )
0
0, i=k4+1,.. ktm, j=k+1,...
vVt >0, Vu € R,
hiji(u) =u, i,7=1,...,k+m, YueR,
hj—p(u), i=1,...,k, j=k+1,....k+m
ij =< ~ ., Yu€eR,
P2 (1) {hj(u), i=k+1,.. . ktm, j=1,.. .k we
(1) 1, s=0
771](8)_{07 S<0’and
/ k;‘(j_k)(—v)dv,sé[—T—Ti(j_k),O], i=1,...,k, j=k+1,...,
77(2)( ) = “T TGk
v Tk . .
k(ifk)j(—v)dv,se[—J—a(i,k)j,O], i=k+1,....k+m, j=1,...
—0—0(i—k)j
0, [0, 745) N
with, for i = 1,...,k, j = 1,...,m, kj;(t) = ¢ kij(t = ng) e [rgmig + 7] and k3;(t) =
Jo Big(v
0, tE[0,0'ji)
kji(t — 0y :
M t € [0ji, 05 + 0]
Jo Kji(v)dv

Now, applying Theorem 5.2 to model (5.11), we have the following result.

Corollary 5.4. Consider (5.11) where fj,ﬁ,hj,%i are Lipschitz functions with Lipschitz
constant, F;, F;, H;, H; respectively, and there exist positive numbers Bj, B; such that

(bi(u) = bi(v))/(u —v) = Bj,
and

Jorallu,v € R, u#v, i=1,....k .
If there exist d = (di,...,dg) >0 and d = (dy,...,dy) > 0 such that, for allt € [0, w],

m

d; Bt (t Zd]oaw )| Fj 4 leij(t yH/ i >>o, i=1,....k (512

=

d;Bjc;(t) Zd<|aﬂ )|E; + |85t |H/ il >>0, j=1,....,m, (5.13)

then system (5.11) has a unique w-periodic solution which is globally exponentially stable.
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Remark 5.3. For the w-periodic BAM neural network model (5.11), R. Wu obtained the
existence and global exponential stability of a w-periodic solution assuming that, for some
d—(dl, . dk)>0andd—(d1,...,d ) >0,

d;Bic; — (1+Bchd<aZJF+ewH/ i ( d>>0, i=1,....k (5.14)

7j=1
k
d;Bjc; — Bchd(aF+e+H/ il >>0, j=1,....,m, (5.15)
=1
where, for a real function g, we denote g := sup |g(t)| and g~ = inf |g( )]

te[0,w)] te[0,w]
Clearly (5.14)-(5.15) implies (5.12)-(5.13) and they are not equivalent. Hence, the above
corollary improves strongly the results in [20] about the global exponential stability of the
periodic BAM neural network with finite delays.

6 Conclusion

We have presented a criterion for the global exponential stability of a general nonautonomous
Hopfield neural network model with delays given here by equations (3.10) and (3.19). We
also have presented a criterion for the existence and global exponential stability of a periodic
solution for the same models.

These criteria are simple to verify, do not involve the use of Lyapunov functionals, and
are directly applicable to most of the nonautonomous Hopfield neural network models with
finite delays investigated in recent literature.

Roughly speaking, in this paper the results on the global exponential stability have been
obtained by assuming that the instantaneous negative feedback terms dominate the delay
effect, so that in spite of the delays, the delay differential equations behaves similarly to an
ordinary differential equations.

As illustration, we have applied our general results to a significant number of concrete
nonautonomous Hopfiel neural network models, and provided immediate sufficient conditions
for their global exponential stability.

In a forthcoming work, we shall exploit the ideas beyond our general method to address
the global exponential stability of nonautonomous neural network models, (3.10) and (5.1),
with unbounded delays.
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