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Neuronanorobotics, a promising future medical technology, may provide the ultimate tool 
for achieving comprehensive non-destructive real-time in vivo monitoring of the many 
information channels in the human brain. This paper focuses on the electrical information 
channel and employs a novel electrophysiological approach to estimate the data rate 
requirements, calculated to be (5.52 ± 1.13) x 1016 bits/sec in an entire living human 
brain, for acquiring, transmitting, and storing singleneuron electrical information using 
medical nanorobots, corresponding to an estimated synapticprocessed spike rate of  
(4.31 ± 0.86) x 1015 spikes/sec. 
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Abbreviations: RS – Regular Spiking; FS – Fast Spiking; B – Bursting; SWS – Slow Wave Sleep; 
REM sleep – Rapid Eye Movement Sleep; LTP – Long-Term Potentiation; LTD – Long-Term 
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1. Introduction 
The human brain is the only body organ that cannot, even in principle, be transplanted from a donor 
without fundamentally altering the individual persona of the recipient. Information pertaining to 
brain structure, neural connectivity, neurotransmitter activity, cellular and organ-level neurological 
function, and higher mental states including personality and self-awareness can be permanently 
altered or lost as a result of physical trauma, pathogenic diseases, and a variety of common 
degenerative disorders such as ALS and Alzheimer’s, Huntington’s and Parkinson’s diseases. Once 
destroyed, this information cannot, even in principle, be recovered using current techniques, thus 
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permanently diminishing patient health.  It must be a key goal of future medical 
technology to provide novel methods for non-destructively acquiring, transmitting, 
validating, and archiving comprehensive brain-related structural and functional 
information.  Such person-specific information, once preserved, might subsequently be 
employed to analyze existing pathologies at cellular detail and to devise appropriate 
therapies, and ultimately might be used to guide processes designed to restore the original 
state of the brain that existed prior to its pathological degradation. 

The emerging prospect of medical nanorobotics [Freitas, 1998, 1999, 2003, 2005a,b] 
[Morris, 2001] [Astier et al., 2005] [Patel et al., 2006] [Park et al., 2007] [Popov et al., 
2007] [Martel et al., 2009] [Mallouk and Sen, 2009] [Kostarelos, 2010] [Mavroides and 
Ferreira, 2011] offers an ideal technology for monitoring, recording, and even 
manipulating many different types of brain-related information.  This paper previews a 
proposed new medical technology called neural nanorobotics or neuronanorobotics.  
Medical neuronanorobots may be capable of real-time monitoring of single-neuron 
neuroelectric activity, local neuropeptide traffic, and other relevant functional data, and 
may also be able to acquire relevant structural information including neuron surface 
features and connectome mapping [Sporns, 2005][Lu, 2009][Anderson, 2011][Kleinfeld, 
2011][Seun, 2011] in a living brain.  Non-destructive whole-brain monitoring would be 
enabled by the coordinated activities of large numbers of cooperating neuronanorobots.  
When coupled with single-cell repair capabilities [Freitas, 2007], advanced medical 
neuronanorobotics provides the ultimate technology needed to treat Parkinson’s and 
Alzheimer’s diseases, other brain-related neurodegenerative disorders, epilepsy, 
dementia, memory and sensory disorders, spinal cord and neuromuscular disorders, pain 
and toxic disorders, and a wide variety of traumatic injuries to the brain. 

The advent of medical nanorobotics requires the ability to build nanorobotic devices 
and to produce these devices in sufficient therapeutic quantities to treat individual 
patients.  The most advanced medical nanorobots will likely be fabricated using 
diamondoid materials, as these materials provide the greatest strength, durability, and 
reliability in the in vivo environment [Freitas, 2010].  Designs for a wide variety of 
medical nanorobots have been proposed [Freitas, 1998, 2000, 2002, 2005c, 2006a, 2007] 
and additional details are available elsewhere [Freitas, 2005b, 2006b, 2010].  The 
practical technical foundation for advanced medical nanorobotics requires answering a 
fundamental question: how to build diamondoid nanorobots, starting from current 
manufacturing technologies? The answer to this question is the main subject of an 
ongoing international collaboration whose principal objective is the construction of a 
nanofactory capable of mass-manufacture of medical diamondoid nanorobotic devices for 
medical treatments [Freitas and Merkle, 2006] [Freitas 2010].  Possible general methods 
to achieve massively parallel molecular manufacturing technologies, such as a 
nanofactory, have been reviewed in the literature [Freitas and Merkle, 2004], and 
methods for controlling individual and large numbers of medical nanorobots are also the 
subject of current research [Cavalcanti and Freitas, 2003] [Cavalcanti et al., 2008] 
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[Freitas, 2009].  The present work assumes that these manufacturing challenges can be 
overcome. 

An ongoing PhD thesis effort is investigating the potential feasibility of real-time 
non-destructive whole-brain in vivo monitoring of the many information channels of a 
human brain, in particular single-neuron electrical information, local neuropeptide traffic, 
and other relevant functional data. A comparison of the whole-brain data rate monitoring 
requirement with the theoretical capabilities of medical neuronanorobotics is the first step 
in assessing the viability of this future technology.  The present work focuses on the 
electrical information channel and calculates the data rate requirements for acquiring, 
transmitting, and storing single-neuron electrical information from an entire human brain, 
summing estimates of bit rates and spiking rates for neurons in the main sub-regions of 
the human brain using a novel electrophysiological-based estimation procedure. 

2.   Neural Electrical Data Processing in the Human Brain 

Previous estimates of human brain electrical data processing rates have ranged from a 
low of 1.48 x 1011 bits/sec to a high of 3.2 x 1029 bits/sec using a wide variety of 
assumptions and constraints not all of which are directly comparable, as summarized in 
ascending order in Table 1. 
 

Table 1.  Previous estimates of the electrical processing capacity of the whole human brain (partially 
adapted from [Sandberg, 2008]). 

Author 
(Year) 

Est. Processing Rate of the 
Whole Human Brain 

(bits/sec) 

Key Assumptions and Notes 

von 
Neumann  

(1958)  

Whole human brain 
processing rate of 1.48 x 1011 

bits/second [von Neumann, 
1958].  

von Neumann considered that all neural impulses 
conducted in the human brain during a human lifetime 

of 60 years are equivalent to 2.8 x 1020 bits.  

Seitz 
(2007) 

Whole human brain 
processing rate of 2 x 1018 
synaptic updates/second 

[Seitz, 2007].  

Seitz assumed between 0.5 x 1011 and 2 x 1011 neurons, 
between 103 and 105 synapses per neuron, and an 
average of 200 spikes/neuron/second. 

Seitz 
(2007) 

Whole human brain 
processing rate of 20 x 1015 
cups (connection-updates-
per-second) assuming 104 
synapses per neuron [Seitz, 

2007].  

Seitz estimated the processing power of the human 
visual cortex. Assuming that the visual cortex had 6 x 
109 neurons each firing 40 times per second, Seitz 
concluded that the processing capacity of the visual 
cortex was 240 x 109 spikes/sec.  Assuming that the 

visual cortex had 5 x 1013 synapses (assuming ~15,000 
interconnections per neuron), and assuming 40 
spikes/neuron-sec, he estimated that the visual cortex 
would perform 2 x 1015 connection updates per second 
or, as he puts it, 2 Pcups (peta-connection-updates-per-



4     Nuno R. B. Martins, Wolfram Erlhagen, Robert A. Freitas Jr.  
 

sec).  

Merkle  
(1989)  

Whole human brain 
computational rate estimated 
roughly as 1016 synapse 
operations per second 
[Merkle, 1989]. 

Merkle assumed roughly 1015 synapses operating at 
about 10 impulses/second. 

Merkle  

(1989) 

Whole human brain 

computational rate estimated 
between 1012 and 1014 
operations per second 
[Merkle, 1989]. 

Merkle estimated also that the retina as a whole 

performs about 1010 analog adds per second and so, 
multiplying this estimate by the ratio of brain size to 
retinal size he arrived at the estimate of 1012 and 1014 
operations per second as the computational power of 
the human brain.  

Moravec  
(1998) 

Whole human brain 
computational rate ~1014 
FLOPS. [Moravec, 1998] 

Moravec estimates the visual computational 
processing power of the human retina as being 1000 
MIPS. Then, assuming a 1,500 cubic centimeter human 
brain, explains that the human brain is approximately 
100,000 times as large as the retina, thus concludes 
estimating that the processing power of the human 

brain is 100 million MIPS. 

Merkle  
(1989) 

Whole human brain 
computational rate estimated 
as 2 x 1015 synapse ops per 
second [Merkle, 1989]. 

Merkle estimated the total energy used by the brain 
each second, then divided it by the energy used for each 
basic operation to conclude that a 10 watt brain can do 
at most 2 x 1015 synapse operations per second. 
Merkle’s 3 different estimates put the human brain raw 

computational power between 1013 and 1016 operations 
per second.  

Sarpeshka  
(1998)  

Whole human brain 
processing rate estimated as 
3.6 x 1015 synaptic 

operations per second 
[Sarpeshka, 1997, 1998]. 

Sarpeshka argues that there are about 2.4 x 1014 
synapses in each cortex of the brain, with an average 
firing rate (at the cortex) of 7.5 Hz (between 5-10 Hz). 

He observes that he is assuming that each synapse is 
always operational and constantly computing. He 
concludes that the number of synaptic operations per 
second is 2 x 2.4 x 1014 x 7.5 = 3.6 x 1015. 

Kurzweil  
(1999) 

Whole human brain 
processing rate estimated as 

2 x 1016 FLOPS (64 x 1016 
bits/sec, assuming single-
precision) [Kurzweil, 1999].  

Kurzweil assumed 1011 neurons, 103 synapses per 
neuron and 200 operations per second. Kurzweil puts it 

as a “conservatively high estimate”.  

Dix  
(2005) 

Whole human brain 
processing rate estimated as 

1016 synaptic ops/second (or 
10 peta-nuop per second; 

Dix assumed 1010 neurons and 104 synaptic operations 
per cycle, and 100 Hz cycle time. It is worth noting that 

Dix calls his estimates “back of the envelope 
calculations”.  
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nuop = neural operations per 
second) [Dix, 2007].  

Malickas  
(1996)  

Whole human brain 
processing rate estimated 
between 1015 – 1018 synaptic 
operations per second 
[Malickas, 1996].  

Malickas observes that Merkle estimates a lower value, 
between 1013 and 1016 synaptic operations per second.  
 

Bostrom  
(1998)  

Whole human brain 
processing rate estimated as 
1017 operations per second 
[Bostrom, 1998]  

Bostrom assumed 1011 neurons, 5 x 103 synapses and 
synapses firing at 100 Hz, with each signal using 5 bits. 
Bostrom emphasizes that his estimate must be a 
maximum value given redundancy of information in the 
brain, and illustrates with a previous estimate from 
Moravec of 1014 FLOPS (or 32 x 1014 bits/sec). 

Bostrom observes that these estimates refer to what he 
believes is the minimal amount of computation 
necessary to replicate the chemical and electrodynamic 
features of the neuronal response function that is 
relevant for the total performance of the neural net. He 
notes that the degree of detail necessary to replicate the 

individual neuron and brain performance is unknown. 

Fiala  
(2007)  

Whole human brain 
processing rate estimated as 
2.56 x 1017 bytes/second 
[Fiala, 2007] [Sandberg, 

2008]. 

Fiala seems to have assumed 1014 synapses, with 
identity coded by 48 bits plus (2 x 36) bits for pre- and 
post-synaptic neuron identity, and 1 byte for state, with 
a 10 ms timescale. 

 

Sandberg  
(2009)  

Whole human brain 
processing rate estimated as 
1.2 x 1018 FLOPS (or 38.4 x 
1018 bits/sec) [Sandberg, 
2008]. 

For emulation purposes, Sandberg assumed 1011 
neurons, each with 104 compartments running the 
Hodgkin-Huxley equations with 1200 FLOPS each.  
Each compartment would have 4 dynamical variables 
and 10 parameters described by one byte each. 

 

Thagard 
(2002)  

Whole human brain 
processing rate estimated as 
~1023 (or 32 x 1023 bits/sec) 
FLOPS [Thagard 2002].  

Thagard speculates that the processors in the brain 
might be the proteins and not just the neurons. He 
assumes that one neuron influences 106 brain proteins 
via released hormones. Thagard argues also that the 

number of processors in the brain is certainly more than 
the 1011 neurons, but also notes that the processor count 
is probably less than 1017 (the number of proteins in the 
brain). 

Hameroff 
(1987) and 

Penrose 

 Proposed that quantum effects may play an important 
role in the function of the brain and that microtubule 

network underlies consciousness [Hameroff, 1987] 
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(1989)  [Penrose, 1989]. If each of the 1016 microtubules in the 
whole-brain neuron population stores one single qubit 

then the 1016 qubit system would require a classic 
computer with 2010,000,000,000,000,000 bits;  if each neuron 
microtubule system acts as an isolated quantum 
computing network then the whole brain would have 
1011 connected 100,000 qubit quantum computers 
[Sandberg, 2008]. 

Tuszynski 
(2006)  

Whole human brain 
processing rate estimated as 
1028 FLOPS (or 32 x 1028 
bits/sec) [Tuszynski, 2006].  

Assumes classical computation on microtubules. 
Tuszunski explains that each microtubule dimer can 
have 32 states (four states per dimer, four states per 
electron inside the tubulin dimer, with at least two 
computational states), and since there are 13 dimers per 

ring and 1,250 rings per midsize microtubule, then each 
microtubule would have 100 kilobytes of information. 
The known number of microtubules per neuron 
suggests 109 bytes per neuron, yielding 1019 bytes per 
brain assuming 1010 neurons per brain. If the electrons 
oscillate or make transitions in this state on the order of 

nanoseconds, then the processing power is 1028 FLOPS 
(or 32 x 1028 bits/sec).   

 
Assessing the total neural electrical data processing activity of the human brain (that 

neuronanorobots must monitor) requires consideration of several key issues:  
 
• What are the relevant cellular, sub-cellular, or molecular level processing units of 

electrical information of the human brain? What is the contribution of each 
processing unit to the processing power of the human brain? If a processing unit 
changes its processing behavior (e.g., when synapses change their weightings), does 
this influence the processing capacity of the human brain? These issues are 
addressed in Section 2.1. 
 

• What relevant information is carried in each spike train and in each action potential? 
Does an individual action potential waveform (having shape, height and width) carry 
relevant information? How much information is transmitted in the temporal pattern 
of each spike train? The action potential waveform and not just the temporal pattern 
of spikes (or the average spiking rate) should be included in any analysis of 
information transfer by neurons since it appears that the changing subthreshold 
voltage on which the action potential sits is a highly relevant biophysical signal that 
influences information processing in pools of neurons (e.g., background-modulated 
pulse code). These issues are addressed in Sections 2.2 and 2.3. 

 
• How many action potentials are generated per second in the human brain? How 

solidly grounded, in currently available experimental data, are the estimates of the 
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average neuron spiking rates? How different are minimum, maximum, and average 
firing rates for neurons? How many neurons and synapses exist in the whole human 
brain? These issues are addressed using a novel electrophysiological approach in 
Sections 3 and 4. 

2.1.   Neural electrical information processing units 

There seems to be some disagreement on what should be considered a processing unit.  A 
structural component, such as a neuron or a synapse, should be considered a processing 
unit if there are “relevant” changes to the input/output of action potentials that interacts 
with that structural component.  A metric to measure the “relevance” of the changes is 
thus required.  In the literature there is general consensus that neurons and synapses 
should be considered as processing units, but there is no agreement about whether 
dendritic trees, axons, proteins, or neural microtubules should be considered as relevant 
processing units. 

Neurons are electrical information processing units because they receive, integrate, 
generate, transmit and communicate information using action potentials [Koch, 1997] 
[Koch and Segev, 2000] [Zhang, 2008].  Neurons receive electrical data mostly via their 
dendritic tree, then integrate it in the soma.  Neurons then generate new information 
encoded in the form of action potentials in the axon hillock and axon initial segment, 
transmit the action potentials through the axon, and communicate the information to the 
next neuron cell via its synapses.  In this paper we do not attempt to quantify the 
functional significance of these different processing stages (dendritic tree, soma, axon 
and synapse) in neuronal information processing [Koch, 1983] [London and Hausser, 
2005] [Zador, 1998] [Juusola, 1996] [Bialek, 1993] [Manwani, 2001].  We will not 
attempt to quantify the neuronal noise sources and their influence on the reliability and 
precision of neuronal signaling [Bialek and Rieke, 1992], and we also ignore important 
issues like the precise quantification of the reliability of stimulus-response functions or 
the question of what is being encoded by spike activity. 

Synapses are the key part of the neuron network that processes information and is 
involved in learning and memory [Xu et al., 2007] [Black et al., 1990] [Bliss and 
 Collingridge, 1993] [IBM, 2008] [Holtmaat and Svoboda, 2009].  Synapse size and 
shape is reported to play a role both in long-term and short-term memory storage and 
deletion [Lee et al., 2008] [Kandel, 2001] [Puro et al., 1997].  Apart from being key 
elements for signal transduction and plasticity, synapses in most cases ensure one-way 
transmission of signals, allow more complex system behaviors, and slow down electrical 
signals [Rollenhagen and Lübke, 2006] [Rollenhagen et al., 2007].  Theoretical results 
have shown that the computational power of a network is increased through the use of 
dynamic synapses [Maas, 1999], and synapses are involved in temporal processing of 
information [Fuhrmann et al., 2002].  The emulation of biological synapses is considered 
necessary as a building block for brain-like computational systems [Kuzum et al., 2011].  
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We therefore regard synapses as the most relevant electrical processing units of the 
human brain*. 

2.2.   Information content of individual action potential waveform 

Various types of neurons have differences in the shape, rate, and pattern of firing of 
action potentials [Bean, 2007] [Brenner et al., 2000].  Action potentials encode 
information in their shape, or waveform [Bean, 2007] [Polavieja et al., 2005]. Small 
differences in action potential waveform can produce changes in the timing of 
presynaptic calcium entry, leading to dramatic changes in the postsynaptic response 
[Bean, 2007].  The “typical” ~20 µm human neuron discharges 5-100 action potentials 
per second, moving from approximately -65 mV potential to approximately +35 mV 
potential in ~10-3 sec.  More specifically, the rising phase of an action potential reaches 
its peak of +38.9 mV in ~0.592 ms in unmyelinated axons, then repolarizes and crosses -
65 mV at 1.3 ms after the peak, after reaching maximum hyperpolarization of -77 mV at 
1.261 ms after the peak [Crotty, 2006]. 

The action potential is a localized change in Na+ and K+ ion concentrations and the 
action potential waveform depends on small changes in the timing of the Na+ and K+ 
influx and efflux.  Experimental data reports a “typical” action potential having the first 
peak of the Na+ current occurring 100 µs before the peak of the action potential at a 
magnitude of 943 µA/cm2 per unit axon surface area [Crotty et al., 2006].  The falling Na+ 
current, at a magnitude of 35 µA/cm2, reaches equality with the rising potassium current 
50 µs after the voltage peak, after which the Na+ current rises to a second peak of 417 
µA/cm2 at 150 µs after the action potential peak [Crotty et al., 2006].  From this second 

peak, the Na+ current then declines over a period of about half a millisecond, approaching 
its rest value of 4 µA/cm2 [Crotty et al., 2006].  In the action potential the period of the 
net inward Na+ flux has a value of 0.108 µC/cm2, which gives a flux per unit axon length 
of 16 nC/cm or an energy cost of 4.2 nJ/cm [Crotty et al., 2006].  The K+ current has only 
a single peak, which occurs 225 µs after the action potential peak at a magnitude of 0.621 
mA/cm2.  The net K+ flux has a value of 0.107 µC/cm2 [Crotty et al., 2006]. 

Action potentials are initiated not only at the axon hillock but also at the axon initial 
segments (~35 µm from the axon hillock) and even at the first node of Ranvier (~90 µm 
from the axon hillock) [Palmer and Stuart,  2006] [Palay et al., 1968].  For example, in 
some pyramidal neurons of cortical layer 5 action potentials are initiated at the axon 
initial segment [Palmer and Stuart, 2006].  The axon initial segment molecular 

 
* For simplicity, we assume here that real-time information processing in the brain can be monitored by placing 
one neuronanorobot at each synaptic connection in the brain and having it record/transmit data on spiking at this 
local synapse, though other approaches may also be considered. It is possible that this method of collecting data 
might provide redundant information since thousands of synapses share a common spiking neuron, in which 
case the present analysis provides an upper limit to the data processing requirements of a network of nanorobots 
placed one per synapse, which could overestimate the overall information processing capacity of the brain.  But 
while some synapses have a common spiking neuron, synapses are the processing units of electrical information 
and do not generate action potentials but instead process electrical signals, which is why measuring the spikes 
produced by neurons is not enough to quantify the electrical information being processed in the human brain. 
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organization includes high densities of specialized protein complexes consisting of ion 
channels, CAMs, cytoskeletal and scaffolding proteins, and modulatory proteins [Ogawa 
and Rasband, 2008].  Among this molecular variety, the axon initial segment Kv1 
potassium channels (which have a 10-fold increase in the first 50 µm of the axon initial 
segment) control both axonal action potential waveform and synaptic efficacy [Kole et 
al., 2007].  Kv1 potassium channels shape the action potential waveform in the axon 
initial segment of layer 5 pyramidal neurons, independent of the soma [Kole et al., 2007].  

Action potentials carry information (which depends on the previous 50 ms of 
conductance stimulus history) in their waveform [Polavieja et al., 2005] [Bean, 2007].  
The rate of information transfer considering only action potential waveforms is estimated 
to be 3-4 times larger than that of the stereotyped spike train impulses (considering only 
the spike timing pattern) [Polavieja et al., 2005].  In one example, at a spike rate of 10 Hz 
the spike train transmits ~200 bits/s whereas the stereotyped impulses transmit only ~50 
bits/s [Polavieja et al., 2005].  Since the remaining 150 bits/sec are encoded in the action 
potential waveform, then at a firing rate of 10 Hz the average number of bits† encoded on 
each action potential waveform is estimated as ~15 bits/spike. 

2.3.   Information content of spike train pattern 

The average quantity of information encoded in each spike comprising a spike train 
temporal pattern (not considering the information contained in an action potential 
waveform;  Section 2.2) is variously estimated to lie between 0.01-10 bits/spike, a rather 
wide range. 

More specifically, the information transmitted by cells in the retina and inferior 
temporal cortex in response to constant stimuli is estimated to be on the order of ~0.01 
bits/spike [Buracas and Albright, 1999].  Neurons in monkey cortex are estimated to 
carry <0.1 bits/spike [Buracas and Albright, 1999], whereas the average neocortical spike 
carries about 0.01-0.2 bits/spike with some neocortical neuron spikes carrying 0.5-2 
bits/spike [Buracas and Albright, 1999].  Individual neuronal spikes in spike trains from 
some sensory systems convey in the range of 1-3 bits/spike of information about the 
stimulus that triggered them [Buracas and Albright, 1999] and similar estimates of 1-3 
bits/spike are reported for a wide variety of systems [Buracas and Albright, 1999].  
Estimates using information-theoretic analysis of monkey visual system neurons yield 
information transmit rates of ~1.5 bits/spike during a spike train [Borst and Theunissen, 
1999] with the general average information per spike estimated at 2-3 bits/spike [Rieke et 
al., 1997].  Studies of target-selective descending neuron spikes of the dragonfly report 
~4 bits/spike [Adelman et al., 2003] and ~1.5 bits/spike [Adelman et al., 2003], and 
another study [Rieke et al., 1997] finds that sensory spikes can carry between 1-10 

 
† “Information” can be defined as: facts, data, or instructions in any medium or form. Mathematically, 
“information” is defined as a numerical measure of the uncertainty of an experimental outcome. Information is 
usually measured in binary digits or “bits”. A bit is defined as a fundamental unit of information having two 
possible values, 0 or 1. A bit can also be defined as a measure of the reduction of uncertainty, with one bit 
corresponding to a reduction of uncertainty by a factor of two. 
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bits/spike of information. The quantity of entropy‡ encoded in each spike of a spike train 
(considering only the spike train temporal pattern) is reported to vary with the firing 
rates, from 8 bits/spike for ~3 Hz firing rates down to ~3 bits/spike for ~100 Hz firing 
rates (Fig. 1) [Zador, 1998].  Fig. 2 shows the quantity of information, entropy, and 
conditional entropy§ processed per second as a function of firing rate [Zador, 1998]. 

 

Fig 1.  Quantity of average information transmitted by each spike of a spike train (considering only spike train 
temporal pattern) as a function of firing rate (adapted from [Zador, 1998]).  

 

Fig 2.  Quantity of average information transmitted in a spike train temporal pattern as a function of firing rate 
(adapted from [Zador, 1998]). 

 
‡ In this context, entropy (or Shannon entropy) quantifies the total output variability of a spike train.  
§ Conditional entropy quantifies the variability that remains when the input signal is held constant. Information 
(or mutual information) quantifies the difference between entropy and conditional entropy.  
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Summing the information carried in the spike train temporal pattern and the 
information encoded in each individual spike waveform, the average quantity of 
information transmitted per spike in neuro-electrical communication depends on the 
neuron average firing rate (Section 3) and is 3-4 times larger than the information 
transmitted in a spike train temporal pattern, thus varies between about 6-24 bits/spike. 

3.   Estimating Spike Rate using an Electrophysiological Approach 

Neural spikes are produced in neurons at the axon hillock-initial segment [Eccles, 1957] 
[Colbert and Johnston, 1996] [Stuart and Sakmann, 1994].  Different types of neurons 
have different minimum, maximum, and average spike firing rates.  Neurons can be 
catalogued using a wide variety of characteristics such as neuron location, morphology of 
neuron dendritic somatic or axonic processes, neuron receptive field characteristics, axon 
conduction velocity, neurotransmitter content and receptors, intrinsic electrophysiological 
properties, and many other morphological or physiological characteristics.  An estimate 
of the number of spikes generated in a whole human brain could be produced if neurons 
can be catalogued into groups having characteristic firing rates. 

The first classification strategy for neurons focused on morphological characteristics.  
Some have argued that neuron morphological types don’t have characteristic firing rates 
[Markram, 1998], and in fact most morphological types seem to have a very broad range 
of firing rates and patterns [Markram, 1998].  The inability to discriminate 
electrophysiological neuron types in different morphological categories was reported for 
rat cortical regions [Hamam et al., 2000] [Weiss and Veh, 2011] [Hamam et al., 2002] 
[McGann et al., 2001] [Staiger et al., 2004], rat amygdala [Faulkner and Brown, 1999], 
and the rat dorsal nucleus of the lateral lemniscus [Wu and Kelly, 1995].  On the other 
hand, although there is not a mutual correspondence between neuron morphological 
categories and neuron firing rates, it is also known that structural factors influence neuron 
electrophysiological features.  For example, neurons with the same channel densities and 
anatomical size can have functional differentiation caused by distinctions in dendritic 
topology [Duijnhouwer et al., 2001].  Also, the morphology of dendrites may affect 
pyramidal neuron cell physiology such as electrotonic properties, action potential back-
propagation, firing patterns, synaptic integration, and coincidence detection [Scorcioni et 
al., 2004] [Zachary, 1996].  There is a large number of morphological dendritic 
parameters that are used to characterize dendritic morphology and that can have some 
degree of impact on neuron electrophysiological features.  Several studies confirm a 
correlation between morphological characteristics and some physiological properties 
[Connors et al., 1982] [Hestrin & Armstrong, 1996] [Cauli et al., 1997] [Nambu & 
Llinas, 1997] [Takakusaki et al., 1997]  [Allers and Sharp, 2003] [Kuwana et al., 2006] 
[Lee et al., 2007]  but to the best of our knowledge no current study presents the typical 
firing rates for each morphological type of neuron. 

Apart from morphological classification, neurons can also be catalogued directly 
according to firing pattern, giving origin to different electrophysiological classes of 
neurons (16 different classes and subclasses).  The different electrophysiological types of 
neurons seem to have characteristic average, minimum, and maximum firing rates 
[Diego, 2004], with different human brain regions possessing different percentages of 
each neuron electrophysiological type.  This suggests that a useful strategy for estimating 
the whole-brain spike rate may be to quantify the number of neurons of each 
electrophysiological type.  Neuron electrophysiological characteristics are very likely 
grounded in morphological features but to the best of our knowledge there is currently no 
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study revealing the exact structural correlates of the various electrophysiological classes.  
In this work we consider the three main electrophysiological types of neurons in the 
human brain:  Regular Spiking (RS), Fast Spiking (FS), and Bursting (B) [Diego, 2004] 
[Steriade, 2004].  Each of these three electrophysiological classes has several subclasses 
(e.g., intrinsically bursting or fast repetitive bursting, aka. chattering), but most such 
details are beyond the scope of this paper.  There are also other electrophysiological 
neuron types such as late-spiking, low-threshold spiking, and single-spiking, but these are 
apparently few in number in the human brain and thus will be ignored in the present 
analysis. 

Qualitatively, the three main electrophysiological types of neurons have several main 
differences.  RS cells fire at low rates and adapt to continuous stimuli, while FS cells 
sustain very high firing frequencies with little or no adaptation and B cells generate 
clusters of spikes either singly or repetitively [Barry and Gutnickb, 1990].  RS and FS 
electrophysiological types reflect the intensity of the input in their firing frequency in 
linear proportion, whereas the frequency-intensity curve (response-stimulus) of B cells is 
highly non-linear [Diego, 2004]. 

Quantitatively, RS cells respond to a “typical” depolarizing stimulus of 0.3 nA with 
initial frequencies of 100 Hz in the first 2 microseconds, then accommodate during the 
following 50 ms to steady frequencies of about 30 Hz (usually range 20-50 Hz) [Diego, 
2004] [Wilson, 1999].  RS firing frequencies can rise to 200-300 Hz [Diego, 2004] with 
each spike lasting for ~1 ms [Diego, 2004].  An FS cell responds to a depolarizing 
stimulus of 0.3 nA with a sustained high frequency of 250-350 Hz (though discharges can 
sometimes reach the 400-800 Hz range) [Diego, 2004] [Wilson, 1999].  The duration of 
FS spikes is usually 0.4-0.6 ms.  A B cell responds to a depolarizing stimulus of 0.3 nA 
with a repetitive burst discharge, with an intraburst frequency of 300 Hz (the first burst 
might reach 600 Hz) and an interburst frequency of 40 Hz [Steriade, 2004].  B neuron 
high-frequency (300–600 Hz) spike bursts recur at fast rates (30-50 Hz) within a certain 
range of membrane potentials [Steriade, 2004][Wilson, 1999] [Steriade et al., 1998] 
[Wang, 1999].  Bursting neurons have two main subtypes (intrinsically bursting (IB) and 
fast-repetitive bursting (FRB)) having significant differences:  During sustained 
depolarization, IB neurons fire a short burst of 3-5 action potentials at ~200 Hz [Diego, 
2004] which becomes repetitive usually at frequencies around 5-15 Hz [Diego, 2004].  
During sustained depolarization, FRB neurons fire bursts containing 25 spikes at 
frequencies from 200-600 Hz, with short spikes of ~0.6 ms [Diego, 2004] bursts 
repeating regularly at 20-80 Hz [Diego, 2004]. 

Estimates of average firing rates indicate that FS neurons have the highest firing rates, 
followed by B and then RS cells [Diego, 2004].  Assuming appropriate stimulation, Fast-
Spiking cells might achieve average firing rates of 45-55 Hz, Bursting cells 25-35 Hz, 
and Regular-Spiking cells 5-10 Hz [Diego, 2004], although there are reports of somewhat 
smaller mean values [Steriade et al., 2001]. 

To better understand the variability around the average firing rates of the different 
electrophysiological types of neurons we will quantify the average firing rates during 
three different mental states (wake, slow-wave sleep (SWS), and REM sleep) and the 
different firing rates for each electrophysiological neuron type while in the two principal 
neuron activation states (excited or resting). 

The mean firing rates of the three main electrophysiological neuron types show 
significant differences during the three behavioral states [Steriade et al., 2001].  During 
the state of waking, neurons of electrophysiological type RS, B and FS have average 
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firing rates of 9.4 ± 1.7 Hz, 15.0 ± 2.5 Hz, and 23.7 ± 6.1 Hz, respectively [Steriade et al., 
2001].  During SWS the three neuron types discharged respectively at 11.8 ± 1.6 Hz, 7.5 
± 1.9 Hz, and 14.9 ± 4.1 Hz [Steriade et al., 2001], while the three neuron types 
discharged respectively at 14.0 ± 2.8 Hz, 5.4 ± 2.4 Hz and 30.6 ± 8.4 during REM sleep 
[Steriade et al., 2001]. 

Electrophysiological neuron types can also be found in either an excited or a resting 
activation state.  When excited the average spike rates of each electrophysiological type 
varies mainly with the depolarized resting membrane potential (Vm) [Diego, 2004] or 
current intensity [Lionel et al., 2003].  Increases in the Vm of the waking state changes 
completely the average firing rates [Diego, 2004].  There is a linear relationship between 
Vm and neuron spike rate, with differences in slope: FS cells have the steepest slope at 9.2 
Hz/mV, followed by B cells at 4-8 Hz/mV and RS cells with ~1 Hz/mV [Diego, 2004]. 

The spontaneous firing rates of different morphological and electrophysiological 
neuronal types are diverse and vary between 0-40 Hz.  Let us consider some examples of 
that variability.  Cat neocortical neurons generate and synchronize a slow oscillation at 
0.5-1 Hz [Steriade et al., 2001].  Histaminergic and aminergic neuron populations display 
a slow regular firing pattern at 1-4 Hz in the absence of synaptic activation [Haas, 2008].  
The spontaneous firing rates of basolateral amygdala projection cells average 2.1 ± 0.4 
Hz (ranging from 0-16 Hz, with nearly 51.2% of projection cells firing ≤1 Hz and with an 
important subset firing at higher rates, up to 6.8 Hz).  Neurons with unusually high 
spontaneous firing rates of 9-16 Hz are also observed [Likhtik et al., 2006].  Spontaneous 
discharge of pallidal neurons is reported in the 3-19 Hz range [Raz et al., 2000] [Wilson, 
1981].  In human brains, fast oscillations are reported at 30-40 Hz while awake and at 
REM sleep but at 1-4 Hz in SWS [Steriade et al., 1998][Llinas and Ribary, 1993].  

In the resting state, different electrophysiological neuron types have different average 
spontaneous firing rates.  RS neurons have an estimated average resting firing rate of 5 ± 
5.5 spikes/sec [Wilson et al., 1994].  FS neurons have reported average firing rates 
between 16.1 ± 3.4 spikes/sec [Plenz and Kitai, 1998] and 17 ± 10.8 spikes/sec [Wilson 
et al., 1994].  B neurons display spontaneously generated bursts of three to six action 
potentials with an interburst frequency of 0.2-4 Hz;  spontaneously generated bursts of 2-
10 Hz were observed just prior to the switch to the tonic-firing mode [Wang and 
McCormick , 1993]. 

4.   Electrophysiological-Based Estimate of Whole-Brain Electrical Data Rate  

The human brain is estimated to have (86.06 ± 8.2) x 109 neurons, with 80.2% or (69.03 
± 6.65) x 109 neurons located in the cerebellum and 19% of those neurons or (16.34 ± 
2.17) x 109 neurons located in the cerebral cortex, with only 0.8% or (0.69 ± 0.12) x 109 
neurons in the rest of the brain [Azevedo at al., 2009].  The human cerebellum and 
cerebral cortex together hold the vast majority (99.2%) of the number of neurons of the 
whole human brain [Azevedo at al., 2009].  The synaptic information processing rate for 
the brain may be estimated as:  
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where:  Tss = whole-brain number of synaptic processed spikes per second; Frs = average firing rate of RS 
neurons; RSi = number of RS neurons of brain region “i”; Fb = average firing rate of B neurons; Bi = number of 
B neurons of brain region “i”; Ffs = average firing rate of FS neurons;  FSi = number of FS neurons of brain 
region “i”; ni = total number of neurons in brain region “i”; si = total number of synapses in brain region “i”; f  
represents the function of information (Fig. 2); and Tsb = whole-brain number of synaptic processed bits per 
second. 

Experimental quantitative data on the number of neurons and the number of synapses 
within each main region of the human brain, along with the percentages of 
electrophysiological neuron types in each of those brain regions, are compiled in Table 2.  
Some of this data is incomplete and must be crudely estimated, pointing to the need for 
additional experimental efforts, but the error in the final total should be relatively small 
because the most populous neural subregions are comparatively well-studied – the single 
largest likely source of remaining error appears to be in our estimate of the number of 
synapses in the human cerebellum.  These data may be combined using Eqns. (1) and (2) 
to yield an estimate of  the synaptic-processed spike rate of Tss = (4.31 ± 0.86) x 1015 
spikes/sec and the synaptic-processed bit rate of Tsb = (5.52 ± 1.13) x 1016 bits/sec for the 
entire human brain.  

 

Table 2.  Electrical Data Processing in the Human Brain. 

Region / 
Subregion (level 

1) 

Subregion 
(level 2) 

Number of 
Neurons 

Percentages 
of RS 

Neurons 

Percentages 
of B 

Neurons 

Percentages 
of FS 

Neurons 

Total 
Number 

of 
Synapses 

Total 
Electrically 
Processed 
Spikes/sec 

and 
Bits/sec 

Forebrain        

Forebrain / 
Telencephalon 

       

 Cerebral Cortex   (2.09 ± 0.42) 
x 1010  

(10) (3) 

54% 
[Steriade et 

al., 1998] 
(1) 

43% 
[Steriade et 

al., 1998] 
(2) 

3% 
[Steriade et 

al., 1998] 
(4) 

(1.64 ±  
0.26) x 

1014 
[Tang et 
al. 2001, 

2003] 

 (3.03 ± 
0.48) x 1015 

spikes/sec, 
(3.92 ± 

0.63) x 1016 
bits/sec 

 
**  Even distribution of synapses among the different electrophysiological types of neurons is assumed in Eqns. 
1 and 2. 
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(6) (20) (7)  

 Cerebral Cortex 
/ Frontal Lobe 

(6.70 ± 1.41) 
x 109 

[Pedersen, 
2005] 

(11) 

95% 
[Chang and 

Luebke, 
2007] 

5% 
[Chang and 

Luebke, 
2007] 

0% 
[Chang and 

Luebke, 
2007] 

(5.85 ±  
1.34) x 

1013 
[Tang et 

al. 2001, 
2003] 
(20) 

(5.05 ± 
1.16) x 1014 
spikes/sec, 

(8.34 ± 

1.91) x 1015 
bits/sec 

 Cerebral Cortex 
/ Insula 

(8.72 ± 0.33) 
x 108  

(est.) 
(8) 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(6.05 ± 
0.23) x 

1012 
(est.) 
(8) 

(1.12 ± 
0.04) x 1014 

spikes/sec, 
(1.45 ± 

0.05) x 1015 
bits/sec  

 Cerebral Cortex 
/ Limbic Lobe 

(1.39 ± 0.30) 
x 109  

(9) 

82% 
[Tavares, 

2006] 

16% 
[Tavares, 

2006] 

2% 
[Tavares, 

2006] 

(4.00 ±  
1.05) x 

1013 
synapses 

(est.) 
(9) 

(4.78 ± 
1.25) x 1014 

spikes/sec, 
(6.98 ± 

1.83) x 1015 
bits/sec  

 Cerebral Cortex 

/ Occipital Lobe 

(4.10 ± 0.99) 

x 109  
[Pedersen, 

2005] 
(12) 

54% 

[Steriade et 
al., 1998] 
(1) (21) 

43% 

[Steriade et 
al., 1998] 
(2) (21) 

3% 

[Steriade et 
al., 1998] 
(4) (21) 

2.20 ±  

1.83 x 
1013 

[Tang et 
al. 2001, 

2003] 
(20) 

(4.06 ± 

3.38) x 1014 
spikes/sec, 

(5.26 ± 
4.38) x 1015 

bits/sec 

 Cerebral Cortex 
/ Parietal Lobe 

(4.20 ± 0.92) 
x 109 

[Pedersen, 
2005] 
(13) 

54% 
[Steriade et 
al., 1998] 
(1) (21) 

43% 
[Steriade et 
al., 1998] 
(2) (21) 

3% 
[Steriade et 
al., 1998] 
(4) (21) 

(4.15 ±  
0.568) x 

1013 
[Tang et 
al. 2001, 

2003] 

(20) 

(7.66 ± 
1.04) x 1014 
spikes/sec, 

(9.92 ± 
1.36) x 1015 

bits/sec 

 Cerebral Cortex 
/ Temporal 

Lobe 

(3.60 ± 0.50) 
x 109 

[Pedersen, 
2005] 

(14) 

61% 
[Avoli, 
1994] 
(24) 

36% 
[Avoli, 
1994] 
(24) 

3% 
[Steriade et 
al., 1998] 
(4) (21) 

(4.20 ±  
1.35) x 

1013 
[Tang et 

al. 2001, 
2003] 
(20) 

(7.09 ± 
2.28) x 1014 
spikes/sec, 

(9.38 ± 

3.01) x 1015 
bits/sec 
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 Cerebral Nuclei       

 Cerebral Nuclei 
/ Amygdala 

(1.22 ± 0.13) 
x 107 

[Schumann 
and Amaral, 

2005] 
(15) 

92% 
[Faber et 
al., 2001] 

1% 
[Faber et 
al., 2001] 

7% 
[Faber et 
al., 2001] 

(8.47 ± 
0.90) x 

1010 
(est.) 

(22)  

(9.06 ± 
0.96) x 1012 
spikes/sec, 

(1.34 ± 

0.14) x 1013 
bits/sec 

 Cerebral Nuclei 
/ Anterior 
Olfactory 

Nucleus 

1.76 x 108 
(18) (33)  

54% 
[Steriade et 
al., 1998]  

(1) (21) 

43% 
[Steriade et 
al., 1998]  

(2) (21) 

3% 
[Steriade et 
al., 1998]  

(4) (21) 

(1.22 ± 
0.20) x 

1012  

(33)  

(2.25 ± 
0.37) x 1013 
spikes/sec, 

(2.91 ± 
0.48) x 1014 

bits/sec 

 Cerebral Nuclei 
/ Basal 

Forebrain 

1.58 x 109 
(33)  

52% 
[Pang et 

al., 1998] 

(est.)  

20% 
[Pang et 

al., 1998] 

(est.)  

28% 
[Pang et 

al., 1998] 

(est.)  

(1.10 ± 
0.18)  x 

1013  

(33)  

(2.63 ± 
0.43) x 1014 
spikes/sec, 

(3.05 ± 
0.50) x 1015 

bits/sec 

 Cerebral Nuclei 
/ Basal Ganglia 

(4.15 ±  0.99) 
x 108 

[Karlsen and 
Pakkenberg, 

2011]  
 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(2.88 ± 
0.69) x 

1012  
(31) 

(5.31 ± 
1.27) x 1013 

spikes/sec, 
(6.89 ± 

1.65) x 1014 
bits/sec 

 Cerebral Nuclei 
/ Claustrum 

6.50 x 107  
(32) 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(4.51 ± 
0.72) x 

1011  
(32) 

(8.32 ± 
1.33) x 1012 

spikes/sec, 
(1.08 ± 

0.17) x 1014 
bits/sec 

Forebrain / 

Diencephalon 

       

 Thalamus 7.88 x 106 
[Kreczmanski, 

2007] 
(16) 

38.8%  
(21) 

30.9%  
(21) 

28% 
[Steriade et 
al., 1998] 

(5.47 ± 
0.87) x 

1010  
(est.) 
(16) 

(1.43 ± 
0.23) x 1012 
spikes/sec, 

(1.63 ± 
0.26) x 1013 

bits/sec 

 Hypothalamus (2.02 ± 0.47) 
x 108  

66%  
(est.) 

30% 
[Tasker and 

4%  
(est.) 

(4.42 ± 
0.24) x 

(6.85 ± 
0.37) x 1013 
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(est.) 
(27)  

Dudek, 
1991] 

(25) 

1012  
(est.) 

(27)  

spikes/sec, 
(9.08 ± 

0.49) x 1014 
bits/sec 

 Epithalamus 6.96 x 107 
(32)  

80% 
[Weiss and 
Veh, 2011] 

8%  
[Weiss and 
Veh, 2011] 

12%  
(est.) 

(4.83 ± 
0.77) x 

1011  

(32)  

(6.95 ± 
1.11) x 1012 
spikes/sec, 

(9.29 ± 
1.48) x 1013 

bits/sec 

 Subthalamus 5.61 x 105 
(26) 

49% 
[Beurrier et 
al., 1999] 

(23) 

46%  
[Beurrier et 
al., 1999] 

(23) 
 

5%  
[Beurrier et 
al., 1999] 

(23) 
 

(3.89 ± 
0.62) x 

109  

(26) 

(7.77 ± 
1.24) x 1010 
spikes/sec, 

(9.84 ± 
1.57) x 1011 

bits/sec 

Midbrain        

Midbrain / 
Mesencephalon 

       

 Midbrain 
Tectum 

1.54 x 108  
(est.) 

(29) 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(1.07 ± 
0.17) x 

1012    

(est.) 
(29) 

(1.97 ± 
0.31) x 1013 

spikes/sec, 
(2.56 ± 

0.40) x 1014 
bits/sec 

 midbrain 

Tegmentum 

1.54 x 108 

(est.) 
(29) 

54% 

[Steriade et 
al., 1998] 
(1) (21) 

43% 

[Steriade et 
al., 1998] 
(2) (21) 

3% 

[Steriade et 
al., 1998] 
(4) (21) 

(1.07 ± 

0.17) x 
1012   

(est.) 
(29) 

(1.97 ± 

0.31) x 1013 
spikes/sec, 

(2.56 ± 
0.40) x 1014 

bits/sec 

 Pretectal 

Region 

1.54 x 108 

(est.) 
(29) 

54% 

[Steriade et 
al., 1998] 
(1) (21) 

43% 

[Steriade et 
al., 1998] 
(2) (21) 

3% 

[Steriade et 
al., 1998] 
(4) (21) 

 (1.07 ± 

0.17) x 
1012  

(est.) 
(29) 

(1.97 ± 

0.31) x 1013 
spikes/sec, 

(2.56 ± 
0.40) x 1014 

bits/sec 

Hindbrain        

Hindbrain / 
Metencephalon 
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 Pons (9.63 ± 2.12) 

x 108  

(est.) 
(30) 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(6.68 ± 
1.06) x 

1012  
(30) 

(1.23 ± 
0.20) x 1014 

spikes/sec, 
(1.60 ± 

0.25) x 1015 
bits/sec 

 Cerebellum (6.903 ± 

0.665) x 1010 
[Azevedo et 

al., 2009] 
(17) 

54% 

[Steriade et 
al., 1998] 
(1) (21) 

43% 

[Steriade et 
al., 1998] 
(2) (21) 

3% 

[Steriade et 
al., 1998] 
(4) (21) 

3.35 ± 

1.54 x 
1013 (19) 

(6.28 ± 

2.84)  x 
1014 

spikes/sec, 
(8.01 ± 
3.68)  x 

1015 

bits/sec 

Hindbrain / 
Myelencephalon 

       

 Medulla 
Oblongata 

(2.87 ±  0.63) 
108  

(est.) 
(28) 

54% 
[Steriade et 

al., 1998] 
(1) (21) 

43% 
[Steriade et 

al., 1998] 
(2) (21) 

3% 
[Steriade et 

al., 1998] 
(4) (21) 

(1.99 ± 
0.32) x 

1012 
(est.) 
(28) 

(3.67 ± 
0.59) x 1013 

spikes/sec, 
(4.76 ± 

0.76) x 1014 
bits/sec 

Total Total (9.42  ±  1.13) 
x 1010  

54%  
(est.) 

43%  
(est.) 

3%  
(est.) 

(2.42 ± 
0.29) x 

1014  

(4.31 ± 
0.86) x 1015 

spikes/sec, 
(5.52 ± 

1.13) x 1016 
bits/sec  

 
Notes:  
1.  Reported range is 51%-73% [Steriade et al., 1998, 2001] [Foehring, 1990] [Franceschetti, et al., 1995]. 

2. The 43% is divided as 28% FRB and 15% IB [Steriade et al., 1998]. The total percentage of bursting neurons 

ranges from: 4%-43% [Steriade et al., 1998, 2001]. 

3. Estimates of the number of neocortical neurons include: 17.8 x 109 [Karlsen and Pakkenberg, 2011], 20.5 x 

109 (CV = 0.13) [Bundgaard, 2001], 21.2 x 109 [Pelvig et al., 2003], 22.06 x 109 [Pakkenberg, 1993], 23 x 

109 [Pakkenberg and Gundersen, 1997] [Schumann and Amaral, 2005], 24.4 x 109 [Fischer, 1999] and ~28 

x 109 neurons [Wilson, 1999]. The total number of neocortical neurons in the right hemisphere of five 

normal 80-year-old men was estimated to be 13.7 x 109 with an inter-individual coefficient of variation of 

12% [Braendgaard et al., 1990]. Gender differences are illustrated on the estimate of 22.9 x 109 for males 

and 19.7 x 109 for females [Scorcioni et al., 2004]. To illustrate the differences between healthy and disease 

states, the number of neocortex neurons was estimated as 24.4 x 109 in healthy individuals and 18.3 x 109 in 

AIDS patients [Fischer, 1999]. The number of neurons in the neocortex also changes with gender and 
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height [Pakkenberg and Gundersen, , 1997]. The range of neocortical number of neurons is reported in the 

range of 14.7 x 109 to 32.0 x 109, with mean values of 19.3 x 109 and 22.8 x 109 for females and males, 

respectively [Pakkenberg and Gundersen, 1997]. 

4. Reported range is 3%-24%  [Steriade et al., 1998, 2001]. 

5. Some have reported that the cerebral cortex synaptic density is between 15.08 x 108/mm3 and 16.26 x 

108/mm3 [deFilipe, 1999].  The numerical density of synapses in the six layers of the human cerebral cortex 

is reported between 10-20 x 108/mm3 [deFilipe, 1999]. The frontal cerebral cortex numerical synaptic 

density was reportedly constant throughout adult human life (ages 16–72 years) with a mean of 11.05 x 108 

synapses/mm3 (± 0.41 S.E.M), but there is a slight decline in synaptic density in the brains of humans aged 

74–90 years with a mean of 9.56 x 108 synapses/mm3 (± 0.28 S.E.M) [Huttenlocher, 1979]. 

6. Others have estimated 1.5 x 1014 [Pakkenberg, 2003]. 

7. TSS (spikes/sec) = [((7.5 spikes/sec x (1.02 x 1010) neurons + 30 spikes/sec x (0.81 x 1010) neurons + 50 

spikes/sec x (0.056 x 1010) neurons) / 1.88 x 1010 ) x (1.64 x 1014) synapses] = 3.03 x 1015 spikes/sec. TSB 

(bits/sec) = 3.5 x [((5 bits x 7.5 spikes/sec x (1.02 x 1010) neurons + 3.4 bits x 30 spikes/sec x  (0.81 x 1010) 

neurons + 2.8 bits x 50 spikes/sec x (0.056 x 1010) neurons) / 1.88 x 1010 ) x (1.64 x 1014) synapses] = 5.712 

x 1016 bits/sec. 

8. The insula has two portions: the anterior insula (larger) and the posterior insula (smaller) [Türe et al., 1999]. 

The anterior insular cortex volume is: 3800 mm3 (SD=420) (left) and 3550 mm3 (SD=332) (right). The 

posterior insular cortex volume is: 1992 mm3 (SD=245) (left) and 1916 mm3 (SD=223) (right) [Nishida et 

al., 2011]. The total volume of the human insula is thus 11,258 mm3.  Assuming a synaptic density of 11.05  

x 108/mm3 (average synaptic density reported for the neocortex [Huttenlocher, 1979]), the insula would 

have 1.24 x 1013 synapses. The volume of the insula is estimated as: 17.3 ± 1.9 cm3 [Kennedy, et al., 1998]. 

As the neocortex neuron density was estimated as 50.4 x 106 / cm3 ± 11.08 x 106 (CV = 0.22) [Bundgaard, 

2001], we estimate the number of neurons of the human insula as (8.72 ± 0.33) x 108 neurons. Assuming an 

average of 6.94 x 103 synapses per neuron (as in the human cerebral cortex [Tang et al., 2003]), the insula 

would have (6.05 ± 0.23) x 1012 synapses. 

9. a) The limbic lobe is composed of the hippocampus, the parahippocampus, cingulate cortex, and the piriform 

cortex. The volume of hippocampus is 1.542 ± 1.12 cm3 [Simic et al., 1997]. The volume of the 

parahippocampus is: 4.3 ± 0.9 cm3 (anterior) and 4.1 ± 1.2 cm3 (posterior), for a total of 8.4 ± 2.1 cm3 

[Kennedy, et al., 1998]; others reported 7.1 ± 0.86 cm3 [Raz, 2004]. The volume of the male cingulate 

cortex is estimated as  9.32 ± 2.39 cm3 (left hemisphere) and 8.60 ± 2.06 cm3 (right hemisphere) [Highley et 

al., 2001], total volume 17.92 ± 4.45 cm3 [Highley et al., 2001]. The volume of the piriform cortex and 

cortical amygdala is estimated as 530 ± 59 mm3 (right cortex) and 512 ± 60 mm3 (left cortex) [Pereira, et 

al., 2005]. Total limbic lobe volume is thus estimated as: 27.6 cm3.   

b) The hippocampus has five main subdivisions (granule cell layer, hilus, CA3–2, CA1, and subiculum) 

with the following mean numbers of neurons in each subdivision: granule cell layer 15 x 106 (0.28), hilus 

2.0 x 106 (0.16), CA3-2 2.7 x 106 (0.22), CA1 16 x 106 (0.32), subiculum 4.5 x 106 (0.19) [West and 

Gundersen, 1990] [Schumann and Amaral, 2005], giving a total of 4.02 x 107 neurons. The total number of 

neurons in the hippocampus was also reported as (4.85 ± 0.84) x 107 [Simic et al., 1997].  The synaptic 

densities in the hippocampal subiculum and CA1 were reported as (11.98 ± 1.69) x 108 /mm3 (subiculum) 
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and  (14.51 ± 3.81) x 108 /mm3 (CA1) [Alonso-Nanclares et al., 2011].  The neocortex neuron density was 

estimated as (50.4 ± 11.08) x 106 / cm3 with the numerical density in each of the four neocortex lobes as 

follows: frontal lobe 40.9 x 106 / cm3  (0.30), temporal lobe 44.6 x 106 / cm3 (0.20), parietal lobe 49.8 x 106 / 

cm3 (0.18), occipital lobe 93.0 x 106 / cm3 (0.27) [Bundgaard, 2001]. 

10. The number of neurons in the cerebral cortex is estimated as 2.8 x 1010 [Bundgaard, 2001] and (1.634 ± 

2.17) x 1010 [Azevedo et al., 2009]. There seems to be no estimate for the number of neurons in the 

neocortex smaller than 1.634 x 1010 [Azevedo et al., 2009]. 

11. Others estimated 6.61 x 109 [Bundgaard, 2001], including 7.82 x 109 (0.25) (male) and 6.59 x 109 (0.24) 

(female) [Pakkenberg and Gundersen, 1997]. 

12. For the whole occipital lobe, others estimated 4.67 x 109 [Bundgaard, 2001], including 4.89 x 109 (0.22) 

(male) and 4.28 x 109 (0.28) (female) [Pakkenberg and Gundersen, 1997]. 

13. For the parietal lobe, others estimated 5.10 x 109 [Bundgaard, 2001], including 5.51 x 109 (0.28) (male) and 

4.50 x 109 (0.28) (female) [Pakkenberg and Gundersen, 1997]. 

14. For the temporal lobe, others estimated 4.13 x 109 [Bundgaard, 2001], including 4.21 x 109 (0.34) (male) 

and 3.59 x 109 (0.31) (female) [Pakkenberg and Gundersen, 1997]. 

15. There are approximately 12.21 x 106 neurons in the human amygdaloid complex with more than 50% 

residing in the lateral and basal nuclei [Schumann and Amaral, 2005]. The mean number of neurons for 

each region is 4.00 x 106 (lateral nucleus), 3.24 x 106 (basal nucleus), 1.28 x 106 (accessory basal nucleus), 

0.36 x 106 (central nucleus) and 3.33 x 106 (remaining nuclei). 

16. Total neuron numbers are reported as 32.7 x 106 (caudate nucleus), 35.4 x 106 (Putamen), 2.43 x 106 

(nucleus accumbens), 3.79 x 106 (mediodorsal nucleus of the thalamus), and 4.43 x 106 (lateral nucleus of 

the amygdala) [Kreczmanski, 2007]. Assuming the number of neurons is 7.875 x 106 [Kreczmanski, 2007]  

and assuming an average of (6.94  ± 1.11) x 103 synapses per neuron (as in the human cerebral cortex 

[Tang et al., 2003]), the thalamus would have (5.47 ± 0.87) x 1010  synapses.  

17. The number of neurons in the human cerebellum was estimated as 1.05 x 1011 [Andersen et al., 1992] with 

between 1.01-1.09 x 1011 granule cells and 28-30.5 x 106 Purkinje cells [Andersen and Pakkenberg, 2003] 

[Andersen et al., 1992], with subsequent work refining these latter estimates to 1.087 x 1011 granule cells 

and 28.6 x 106 Purkinje cells [Andersen, 2003]. However, the cerebellum was most recently estimated to 

have 0.6903 ± 0.0665 x 1011 neurons [Azevedo et al., 2009] which is the figure we adopt here. 

18. The anterior olfactory nucleus was reported to be poorly studied in the literature [Brunjes et al., 2005]. 

19. There are no published studies on synapse counts in the human cerebellum because the currently available 

stereological methods are not well suited for synapses and would not permit counting in a reasonable time 

[A.S. Karlsen, private communication, 2011]. The cerebellum (of rats) was reported to have a synaptic 

density between 3-4 x 108/mm3 [Kleim, 2002] but others report a synaptic density (also for rats) of 2 x 

108/mm3 [Black et al., 1990]. The average volume of the cerebellum has been reported from a low of 60.11 

cm3 to a high of 170.6 cm3 [Kandel, 2000] [Andreasen, 1996], and as 117.75 ± 10.7 cm3 (males) and 111.83 

± 8.0 cm3 (females). The human cerebellum white matter volume was estimated as 31.9 cm3 and the cortex 

volume as 90.8 cm3 for a total of 124.8 cm3 [Andersen et al., 2003].  Assuming a representative synaptic 

density of 4 x 108/mm3 and a cerebellum cortex volume of 90.8 cm3 yields an estimate of 0.363 x 1014 

synapses.  The total number of human cerebellum Purkinje cells and granule cells are 28 x 106 (C.V. 0.16) 
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and 109 x 109 (C.V. 0.17), respectively [Andreasen, 1996]. The number of synapses per Purkinje cell was 

early estimated as 8 x 105 neurons/cell [Black et al., 1990] but more recently as 1.74 x 105 [Napper, 2004]. 

Since the number of Purkinje cells (28 x 106) is small in relation to the number of granule cells (109 x 109), 

the high number of synapses per Purkinje cell (1.74 x 105) has minimal impact on the total number of 

synapses in the cerebellum (estimated as 0.363 x 1014 synapses). Assuming the cerebellum has 109 x 109 

neurons and 0.363 x 1014 synapses, then each cerebellum granule cell would have only 333 synapses per 

granule cell, which seems very low when compared to the average 6,940 synapses per neuron  in the human 

cerebral cortex [Tang et al., 2003]. The synapse-to-neuron ratio in rat cerebellar cortex is indeed reported 

have an average of 338 synapses per granule cell with a maximum of 707 synapses per granule cell 

[Warren and Bedi, 1989]. In rats the radical difference in the number of synapses per neuron from the 

frontal cortex to the cerebellum has been known for decades, with the frontal cortex having 22,270 ± 3,250 

synapses per neuron and the cerebellum having 495 ± 25 synapses per neuron [Bedi et al., 1980]. The 

number of neurons in the human neocortex is ~4 times smaller than the number of neurons in the human 

cerebellum [Azevedo et al., 2009], but since each cerebral cortex neuron has ~16 times more synapses per 

neuron than each cerebellum granule cell and the number of Purkinje cells is relatively low, the cerebral 

cortex seems to contribute ~four-fold more to the final estimate of the number of human brain synaptic 

processed bits per second. Taking the minimum synaptic density reported between 2-4 x 108/mm3 [Black et 

al., 1990] and the cerebellum volume of 90.8 cm3 [Andersen et al., 2003] we would obtain 1.82-3.63 x 1013 

synapses, but assuming (0.6903 ± 0.0665) x 1011 neurons [Azevedo et al., 2009] and 707 synapses per 

granulle cell [Warren and Bedi, 1989] implies 4.41-5.35 x 1013 synapses – so (3.35 ± 1.54) x 1013 synapses 

seems a reasonable midrange value to adopt.  

20. The average numbers of synapses per neuron in the cerebral cortex are estimated as 4.38 x 103 (occipital), 

7.36 x 103 (parietal), 7.52 x 103 (temporal) and 7.48 x 103 (frontal) [Tang et al., 2003]. The total neocortex 

is estimated to average 6.94 x 103 synapses per neuron [Tang et al., 2003], thus for the frontal cortex the 

number of synapses would be 5.012 x 1013 synapses, assuming 6.7 x 109 neurons [Pedersen, 2005] and 7.48 

x 103 synapses per neuron [Tang et al., 2003]), close to the 5.89 x 1013 figure from [Tang et al., 2001, 

2003]. 

21. Estimate based on neocortex percentages of the different types of electrophysiological types of neurons. 

22. Assuming 6.94 x 103 synapses per neuron (as found in the human neocortex [Tang et al., 2003]) the (1.22 ±  

0.13) x 107 neurons would correspond to (8.47 ± 0.90) x 1010 synapses. 

23. Others have reported the percentages as 60.5% (irregular), 24% (tonic) and 15.5% (oscillatory) [Rodriguez-

Oroz et al., 2001]. 

24.  Avoli [1994] estimated 63% of regular spiking neurons and 37% of bursting neurons. As no data was found 

for the percentage of fast-spiking neurons, we assumed a percentage of 3% based on the estimate of 

Steriade [1998] for the neocortex percentage of fast-spiking neurons, leaving 61% for regular spiking 

neurons and 36% for bursting neurons. 

25. The percentage of bursting neurons was estimated as (3+6 +7) / (6+28+19) = 0.30 [Tasker, 1991]. The 

percentage of regular spiking and fast spiking neurons are based on the proportions of electrophysiological 

types of neurons in the neocortex. 
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26. Value for the subthalamic nucleus. Assuming number of neurons 5.61 x 105 and assuming an average of 

6.94 x 103 synapses per neuron (as in the human cerebral cortex [Tang et al., 2003]), the subthalamus 

would have 3.89 x 109 synapses. 

27. The human hypothalamus volume was reported as 4 cm3 [Hofman, 1997]. Assuming a neuron density of 

(50.4 ± 11.08) x 106 /cm3 (similar to the neocortex), the total number of neurons in the human 

hypothalamus would be (2.02 ± 0.47) x 108 neurons. Assuming a synaptic density of 11.05 x 108 

synapses/mm3 (± 0.41 S.E.M), the hypothalamus would have 4.42 x 1012 synapses. 

28.  The human medulla oblongata volume was estimated as 5.7 cm3. Assuming a neuron density of (50.4 ± 

11.08) x 106 / cm3  (similar to the neocortex),  the total number of neurons in the human midbrain is (2.87 ± 

0.63) x 108 neurons. The medullary nuclei was estimated to have 1.3197 x 106 neurons [Porzionato et al., 

2008]. Assuming an average of (6.94 ± 1.11) x 103 synapses per neuron (as in the human cerebral cortex 

[Tang et al., 2003]) we obtain an estimate of (1.99 ± 0.32) x 1012 synapses. 

29. The average brainstem volume was estimated as 34 cm3 [Ekinci et al., 2008]. The brainstem includes the 

medulla oblongata, the pons, and the midbrain. Total brainstem volume as well as pons and medulla have 

no age-related decline and both genders have similar total or regional brainstem volumes, averaging ~4.7 

cm3 (midbrain), ~19.1 cm3 (pons), and ~5.7 cm3 (medulla).  Assuming a neuron density of (50.4 ± 11.08) x 

106 /cm3  (similar to the neocortex), the total human brainstem population would be (1.713 ± 0.376) x 109 

neurons. If we subtract the neuron counts estimated for the medulla oblongata (2.87 ± 0.63) x 108 and for 

the pons (9.63 ± 2.12) x 108, we obtain an estimate for the midbrain of 4.63 x 108 neurons;  allocating this 

latter number equally into the three midbrain subregions (tectum, tegmentum, and pretectal region) gives 

1.54 x 108 neurons for each. The midbrain thus has (3.21 ± 0.51) x 1012 synapses assuming an average of 

(6.94 ± 1.11) x 103 synapses per neuron as in the human cerebral cortex [Tang et al., 2003]), also implying 

(1.07 ± 0.17) x 1012 synapses for each of the three subregions. Taking midbrain volume to be ~4.7 cm3 and 

assuming a neuron density of (50.4 ± 11.08) x 106 /cm3  (similar to the neocortex), we obtain an estimate of  

(2.37 ± 0.52) x 108 neurons in the midbrain. 

30. The average pons volume was estimated as 19.1 cm3 [Ekinci et al., 2008]. Assuming a neuron density of 

(50.4 ± 11.08) x 106 /cm3  (similar to the neocortex),  the human pons has (9.63 ± 2.12) x 108 neurons. 

Taking a synaptic density of 11.05 x 108 synapses/mm3 (± 0.41 S.E.M), the midbrain would have  2.11 x 

1013  synapses. Assuming an average of (6.94 ± 1.11) x 103 synapses per neuron (as in the human cerebral 

cortex [Tang et al., 2003]) the pons has (6.68 ± 1.06) x 1012 synapses. 

31. The basal ganglia has an estimated (4.15 ±  0.99) x 108 neurons [Karlsen and Pakkenberg, 2011]. Assuming 

an average of 6.94 x 103 synapses per neuron (as in the human cerebral cortex [Tang et al., 2003]) the 

human basal ganglia has a total of (2.88 ± 0.69) x 1012 synapses. 

32. The volume of the claustrum is is reported as 0.025% of the cerebral cortex, thus (517 cm3)/400 = 1.29 cm3 

[Crick and Kock, 2005][Kowianski et al., 1999][Nieuwenhuys, 2008]. Assuming a neuron density of (50.4 

± 11.08) x 106 /cm3  (similar to the neocortex),  the total number of neurons in the cerebral nuclei claustrum 

would be 6.50 x 107 neurons . Taking an average of 6.94 ± 1.11 x 103 synapses per neuron (as in the human 

cerebral cortex [Tang et al., 2003]) for the clustrum implies a total of (4.51 ± 0.72) x 1011 synapses. 

33. The human cerebral nuclei has a volume between 44.7 cm3 [Pakkenberg and Gundersen, 1997] and 42.8 cm3 

(0.13)[García-Fiñana, 2003]. At a neuron density of (50.4 ± 11.08) x 106 /cm3  (similar to the neocortex) the 
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neuron count in the  human cerebral nuclei would be (2.25 ±  0.50) x 109. The estimated number of neurons 

for the anterior olfactory nucleus and the basal forebrain together is 1.76 x 109 neurons;  allocating 10% to 

the anterior olfactory nucleus and 90% to the basal forebrain yields 1.58 x 109 neurons for the basal 

forebrain and 1.76 x 108 neurons for the anterior olfactory nucleus. Assuming an average of (6.94 ± 1.11) x 

103 synapses per neuron (as in the human cerebral cortex [Tang et al., 2003]) we obtain (1.10 ± 0.18)  x 

1013 synapses for the basal forebrain and (1.22 ± 0.20) x 1012 synapses for the anterior olfactory nucleus. 

 

These results for the quantity of electrical information processed in the whole human 
brain are very roughly in accord with previous estimates by Seitz, Merkle, Kurzweil, 
Malickas, Dix, and Fiala, but diverge significantly from estimates by Thagard, Hameroff 
and Tuszinsky mostly because these latter authors consider proteins and microtubules to 
be the relevant information processing units rather than neurons and synapses. 

Note that Tss is the maximum event detection requirement for the entire embedded in 
vivo sensor system in the context of nanorobotic whole-brain monitoring. With 
population coding – an idea based on cortical lateral connections that has been used to 
implement an “ideal observer”, that is, an optimal decoding of sensory information – 
individual elements of information are represented not by the spiking activity of a single 
cell but rather by the activity of  populations or clusters of neurons that strongly interact.  
Population codes can support computations such as noise removal and nonlinear mapping 
that might reduce total sensor burden since loss of information from a single cell may not 
significantly degrade the interpretation of overall spike activity. 

5.   Conclusions 

This paper uses a novel electrophysiological approach to estimate the data rate 
requirements for acquiring, transmitting, and storing continuous real-time single-neuron 
electrical information from the human brain.  We conclude that the task of monitoring 
raw data traffic for an entire living human brain, e.g., by employing in vivo neural 
nanorobotics systems, will require a network data handling capacity of (5.52 ± 1.13) x 
1016 bits/sec, corresponding to an estimated synaptic-processed spike rate of (4.31 ± 0.86) 
x 1015 spikes/sec which is the event detection requirement for the entire embedded in vivo 
sensor system in the context of nanorobotic whole-brain monitoring.  Non-electrical 
channels must also be recorded but the data processing requirements for these additional 
channels are expected to be far less demanding. 
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