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EFFECTS OF WORKING CAPITAL MANAGEMENT ON THE
PROFITABILITY OF PORTUGUESE MANUFACTURING FIRMS

ABSTRACT

The purpose of this study is to provide empiricaldence about the effects of
working capital management on the profitabilityRdrtuguese manufacturing firms. In
accordance to this purpose, profitability was meadiy the return-on-assets ratio and
the efficiency of the working capital managementswaeasured by the aggregate
summary indicator: net trade cycle. A longitudidatabase covering the period 1996-
2006, collected fromnstituto Nacional de EstatisticéPortuguese Statistical Office),
was analyzed under panel data methodology.

In line with previous research, the empirical fimgs of this study provide evidence
that there is a negative linear relationship betwpmofitability and net trade cycle.
Moreover, a reduction in the average number of a@dysccounts receivable and in the
average number of days of inventories leads tmarease in firm’s profitability. Also a
decrease in the average number of days of accopewysble tends to increase
profitability.

In addition, our study is the first one to testoa4tinear relation between profitability
and working capital management for a sample ofugorse firms. Our results suggest
a non-linear (concave) relationship between thesevariables, which indicates there is

an optimum net trade cycle level that maximizes'rprofitability.



EFEITOS DA GESTAO DO FUNDO DE MANEIO NA RENDIBILIDA DE
DAS EMPRESAS DA INDUSTRIA MANUFACTUREIRA PORTUGUESA

RESUMO

O objectivo deste estudo é evidenciar, atravésmke analise empirica, os efeitos da
gestdo do fundo de maneio na rendibilidade das esaprda indUstria manufactureira
Portuguesa. De acordo com este objectivo, a rdidibe foi medida pelo racio
rendibilidade dos activos e a eficiéncia da ged&idundo de maneio foi medida pelo
indicador agregado: ciclo financeiro de exploragdaxa este efeito foram recolhidos,
junto do Instituto Nacional de Estatistica, dadwgitudinais durante o periodo 1996-
2006. Na analise dos dados foi aplicada a meto@otiydados em painel.

De acordo com pesquisas anteriores, os resultadpgieos deste estudo fornecem
evidéncias da existéncia de uma relacéo lineartivagantre a rendibilidade e o ciclo
financeiro de exploracdo. Além disso, uma redugéaiimero médio de dias de contas
a receber e do numero médio de dias de invent@moosiuz a um aumento na
rendibilidade das empresas. Também uma diminuigimlonero médio de dias de
contas a pagar tende a aumentar a rendibilidade.

Adicionalmente, 0 nosso estudo € o primeiro a testa relacdo ndo linear entre a
rendibilidade e o ciclo financeiro de exploracdaapama amostra de empresas
Portuguesas. Os nossos resultados sugerem umaoreidQ linear (concava) entre a
rendibilidade e o ciclo financeiro de exploracdaue indica a existéncia de um nivel

optimo do ciclo financeiro de exploracdo que mazara rendibilidade das empresas.
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1. INTRODUCTION

Most of the studies in corporate finance have fedusn long-term financial
decisions. However, short-run financial decisioreanely, working capital management
(WCM) decisions (how much to invest in inventoraasl how much trade credit extend
to customers or accept from suppliers) take up rabghe time of financial managers
(Richards and Laughlin, 1980). As noted by Gent§88), the working capitais the
connection, although sometimes neglected, betwhert-erm financial management
and strategic financial management decisions. Aswell known, the operating cycle
is the main source of a firm’s cash inflows, whadmbines three basic activities —
production, distribution and collection from custns (Richards and Laughlin, 1980).
This suggests that a significant part of firm salbake sheet is current assets and current
liabilities. In this line, Fazzari and Petersen93Ppoint out that firm’s investment in
currents assets are of the same order of magnasifi#ed assets and, in manufacturing
firms, working capital is more than half as largetlae fixed assets. Also Garcia-Teruel
and Martinez-Solano (2007) stand out that curresets of small and medium-size
enterprises (SME’s) in Spain represent, in averageg than half of its total assets.

If most firms have a large amount of cash investeavorking capital, it can be
expected that the way that working capital is madagill have a significant impact on
firm’s profitability, mainly on industrial firms wh long operating cycles (Deloof,
2003). Indeed, WCM may be crucial for the survigad growth, especially of small
firms, and an inappropriate evaluation of a firmvsrking capital needs may increase
the risk of default (Richards and Laughlin, 1980al@owsky, 1984). Thereby, the main
goal of WCM is to improve financial performance {ehminimizing the risk associated
with the reduction of the investment in currentesass This can be achieved by
identifying the main drivers of working capital, wh are accounts receivable,
inventories and accounts payable, commonly calleckiwg capital accounts. In this
line, Gitman (2006:512) suggests that the maintpafivwWCM is to manage the tradeoff

between profitability and risk, which will depena ¢the working capital policies that

* Working capital represents the net investmentuiment assets. According to Gitman (2006:511), \wuaylcapital represents
the portion of investment that circulates in onerfdo another, i.e., from cash to inventory to regleles back to cash, in order to
drive the operating cycle.

2 Horne and Wachowicz (2005:212) point out that oityi the investment in current assets may incréaken the following
ways: reducing the number of days of receivablegdctead firms to lose sales and customers, reduaiventory levels increases
the probability of a stock-out and also lost ofesahnd, for last, decreasing cash reduces thesficapacity to meet its financial
obligations.

1



firms adopt. According to Ross al. (2008:752), those working capital policies will be
reflected, at least, on two operating performanadicators: the size of firm’s
investment in current assets and the financindho$e current assets as the proportion
of short-term debt to long-term debt. Conservatn@king capital policies mean a
higher investment in working capital accounts, whiwill lead to a higher ratio of
current assets to total assets and a lower ratshatft-term debt to total debt. This kind
of short-term financial strategy means a decreaseisk but may also indicate a
decrease in profitability. Differently, aggresswerking capital policies mean a lower
investment in working capital accounts and willrelected in a lower ratio of current
assets to total assets and a higher ratio of $éort-debt to long-term debt. This type of
working capital policies may indicate an increaseiofitability but also an increase in

risk.

Some empirical studies on this subject supporatigement that aggressive working
capital policies benefit profitability and othensayree on this. In fact, several previous
studies found evidence that aggressive working talmolicies tend to enhance
profitability (Joseet al., 1996; Shin and Soenen, 1998; Wang, 2002; Delodd320
Valadas, 2005; Garcia-Teruel and Martinez-Solafif)72 However, some authors
argue that adopting some strategies of conservatiweking capital policies may
increase sales and that tends to increase prditiyal@zyzewski and Hicks, 1992; Long
et al, 1993; Deloof and Jeggers, 1996; among otheit)oAgh most of these previous
studies discuss the possibility that firms may hameoptimum working capital level
(that maximizes firm’s profitability), empirical alysis assumes almost always a linear
relationship between profitability and WCM measure.

Most recently, Bafios-Caballeret al. (2011) provide evidence of a non-linear
relation between profitability and WCM, which indies that firms have an optimum
working capital level that maximizes corporate pedfility.

In this context, the main purpose of this studipiprovide empirical evidence about
the effects of WCM on the profitability of Portuggemanufacturing firms. According
to this aim, we collected frornstituto Nacional de EstatisticNE) a longitudinal
database covering the period 1996-2006. Our enapificdings provide evidence that
there is a negative linear relationship betweenptioditability, measured by the return-

on-assets ratio (ROA), and the WCM, measured byatigregate indicator: net trade

2



cycle (NTCY. Moreover, a reduction of the investment in currassets, namely a
reduction in the average number of days of accoustsivable and in the average
number of days of inventories, increases profitlgbilAlso a decrease in the average
number of days of accounts payable increases @bdftyy and this result is opposite to
what might be expected, although consistent witmes@revious studies (Jose al.,
1996; Shin and Soenen, 1998; Wang, 2002; Delo@320aladas, 2005).

This study is the first one to provide evidenceaohon-linear relation between
profitability and WCM for a sample of Portuguesans. Such evidence suggests a non-
linear (concave) relationship between these twaakbes, which indicates there is an

optimum net trade cycle level that maximizes firqrsfitability.

The remaining of this study is organized as follo®ection 2 provides a review of
WCM literature, particularly in what concerns to king capital determinants, trade
credit theories and market imperfections. Sectiorpr8sents the hypotheses and
methodology applied. Section 4 describes the sarmaptke the variables used in this
study. Section 5 reports and discusses empirisalltee Finally, section 6 presents the

main conclusions.

3 NTC measures the working capital needs, relatitefirm’s sales, expressed in days and callechgs-dales
(NTC=[((Accounts Receivable + Inventory - AccouR@yable)/Sales)*365]).



2. LITERATURE REVIEW

Several empirical studies found evidence of a &gant impact of WCM on firm’s
profitability and this is a result of how workingamtal is managed. The corporate
managers must take into account that working cajite@stments are not transformed
into liquidity at the same time. Thereby, the maragnt’s aim must be to assure the
necessary amount of available funds to match fidig@idity needs (Richards and
Laughlin, 1980).

Liquidity ratios, such as current ratiguick ratié or even net working capifalare
generally accepted as having limitations in meagutie efficiency of the firm's WCM
because of their static nature. In this line, Rideaand Laughlin (1980) point out that a
liquidity analysis based on static balance shed¢ibgacan induce managers to
misinterpret firm's liquidity position. They argubeat liquidity, for the on-going firm,
has to be analyzed under a dynamic approach thetsisd on the operating cash flow
generated by current assets.

Given the need to find a performance indicator aZW Gitman (1974) developed
the aggregate summary indicator: cash conversiarie cCCC). The CCC is a
performance indicator of WCM’s efficiency, which asaeres the number of days that
funds are committed to inventories and accountsivable minus the number of days
that payment to suppliers is deferred. Indeed,G¥C combines data from balance
sheet and income statement into a dynamic measexertheless, Gentrgt al. (1990)
suggest a weighted cash conversion cycle (WCCCarguying that it must be taking
into account both the timing and the amount of &inded in each segment of the
operating cycle. This approach is given in termsdoflar-days and it provides an
aggregate summary measure of the amount of fundssted in working capital
accounts. However, as noted by Shin and Soener8),1&@9s hard to use the WCCC
because not all the required information is alweyailablé.

Later, Soenen (1993) introduces the NTC conceingpler and efficient WCM
measure. He points out that the CCC is an addiigasure whose denominators for the

three components of working capital accounts aralifferent, making addition not

4 Current ratio=Current Assets/Current Liabilities.

® Quick ratio=(Current Assets — Inventories)/Curriabilities.

® Net working capital is defined as the differenetvieen the firm’s current assets and its currahtiiies.
7 CCC=((Accounts Receivable/Sales) + (Inventories/Rases) — (Accounts Payable/Purchases))*365.
8 Also Deloof (2003) points out the same limitatimighe WCCC measure.



useful. The NTC measure provides an estimator forking capital financing needs,
expressed as a function of the projection of sgdesth (Shin and Soenen, 1998).

At another level, the discussion of the pros amaksoof investing in working capital
involves a tradeoff between profitability and risk., decisions that tend to maximize
profitability probably do not boost the chancesadéquate liquidity (Smith, 1980). On
the other hand, having only the focus at maximidiggidity will tend to reduce the
potential firm’s profitability. As mentioned beforthe tradeoff between profitability
and risk will depend on working capital policiesopted by firms, differentiated as
conservative or aggressive.

Conservative working capital policies imply a larggCC, which means a higher
investment in working capital accounts, such a$érdevels of inventories, extending
more trade credit to customers and reducing supglfemancing. Petersen and Rajan
(1997) argue that conservative working capital @e# may result in higher sales and,
consequently, higher profitability. In this lineliider and Maccini (1991) and also
Carpenteret al. (1994) argue that maintaining high inventories levean prevent
interruptions in operating cycle process and acida of the supply costs. They also
point out that keeping a high inventory level regkiboth the risk of losing customers
due to the product’s scarcity and the risk of pflieetuations among business cycles.

Moreover, adopting conservative working capitaligges may tend to increase
profitability because trade credit allows customterscheck if their purchases are as
agreed in quantity and quality terms (Loeigal, 1993; Deloof and Jegers, 1996). In
fact, trade credit may help improve financial periance of customers of smaller firms
and of customers of high-tech firms with larger rapieg cycles (Longt al, 1993§. As
noted by Emery (1987), trade credit also helpsditmincrease sales in periods of low
demand and to reduce transactions costs. AccotdiSgnith (1987), extend trade credit
to customers helps to ensure that the servicesametl have been carried out and it is
an investment by the seller to get repeated sedes the customer.

Finally, adopting conservative working capital pa@s reflects a reduction on the
supplier’s financin, which means taking advantage of prompt paymestodint due
to early payments. Shortening supplier’s financlsp indicates a reduction of the cost
of external financing (Net al, 1999; Wilner, 2000; Bafios-Caballebal., 2010).

9 Long et al. (1993) point out that is reasonable that custonfiens firms, which produce high-tech products (siuash
computers or electronic goods), require a longee tperiod to check quality. On the other hand, tsigé perishable goods, where
quality is observable (such as food, beveragesharcco), require a shorter time to check quality.

% This trade credit is also known in the literatasespontaneous credit (Richards and Laughlin, 1980)



According to Czyzewski and Hicks (1992), firms whidold high cash and
marketable securities balances tend to have a higB& ratio. However, their study
was restricted to the use of static liquidity rati@afios-Caballeret al. (2010) argue
that the CCC length is longer for older firms amd firms with greater cash flows,
while being shorter for firms with more growth oppmities and for firms with higher
leverage and larger investment in fixed assetschviiuggests that the cost of financing
has a negative impact on firm’s CCC.

One basic principle in finance is to collect reediles as soon as possible and
postpone payments to suppliers as long as possiileout damage the firm’s
reputation (Gentryet al, 1990). If the cost of a large CCC increases nthan its
benefits profitability will decrease because monsylocked up, as the result of
extending trade credit and maintaining high lewélswventories (Deloof, 2003). In fact,
keeping a large CCC may also have an opportungy i€the firm forgoes other more
productive investments to maintain that investnierel. In this line, Soenen (1993)
argues that a large CCC might be a primary reasonfiims go bankrupt. Also Gentry
(1988), points out that liquidity weight and it$esfts on firm’s profitability is a primary
concern of short-run financial management and theans the shorter the CCC the
more liquid the firm. According to Hager (1976)nfis that keep low cash balances
usually have better operating performance, beceasie is a low return investment.

Several previous empirical studies support theewd that decreasing CCC, with
the adoption of aggressive working capital policiemnds to increase profitability.
Aggressive working capital policies indicate lowevels of investment in inventories,
shortening trade credit and postponing paymentsufipliers. Some of those studies
used CCC to measure WCM efficiency. Jeseal. (1996), for a United States (U.S.)
sample during the period 1974-1993, provide eviden€ an inverse relationship
between CCC and profitability. Consequently, firmisich keep a shorter CCC tend to
be more profitable because they tend to minimize ¢bst of holding unproductive
assets (such as cash and marketable securitiesy. al®o find evidence that reducing
the dependency of external financing preservesinimés debt capacity since less short-
term borrowing is required to provide liquidity. fduer, those results fit better to larger
firms. Also Wang (2002), for a sample of public dapse and Taiwanese firms from
1985 to 1996, has found evidence that the reldtipndetween the CCC and
profitability, measured by ROA, is negative. Furthere, these findings indicate that

the relation between CCC and ROA is sensitive tlustry factors, such as competitive
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forces, production processes and channels of magk&eloof (2003), for a sample of
large non-financial Belgian firms during the perib@91-1996, has found evidence that
corporate managers can create value by reducinghdingber of days of accounts
receivable and inventories. This research suggestshere is a certain level of working
capital requirement which potentially maximizesurat In addition, Deloof (2003)
explains the negative relationship between prafitgband payables arguing that less
profitable firms need more time to pay their bilBmilar results were also obtained by
Garcia-Teruel and Martinez-Solano (2007), for a pamof Spanish SME’s,
representing all sectors of activity during theiperl 996-2002. This study differs from
previous ones because authors have found no s@tistsignificant impact on firm’s
profitability when payment to suppliers is deferred

Other empirical studies provide similar results hbuging NTC as a WCM
performance measure. Soenen (1993) has found, Bangple of U.S. firms across
industries, a significant negative relationshipaesn NTC and profitability. Also Shin
and Soenen (1998) provide, for a sample of nomtired U.S. firms during the period
1975-1994, evidence of a strong negative impadhefNTC on firm’s profitability.
They argue that a shorter NTC reflects more effitCM and that means lower needs
for external financing. Valadas (2005) has condii@esimilar study for a sample of
non-financial Portuguese firms, from various sextafractivity during the period 1996-
2002. The author has found that when it comes &dyamg the impact of WCM on
firm’s profitability, an increase in profitabilityill be caused, mainly, by the reduction
of the inventories in percentage of sales.

Those previous empirical results provide evidermz both the NTC and the CCC
are negatively correlated with profitability meassir In this line, Kamath (1989) has
found evidence, for a sample of U.S. large retaihg, that NTC provides the same
information as CCC and both measures are negativetyelated with profitability
measures and with quick and current liquidity mtio

In order to investigate the effects of WCM on fiewalue, Kieschniclet al. (2006)
point out that U.S. firms overinvest in working @¢ap They also found that industry
practices, firm size and future sales growth hasegaificantly influence on the WCM
efficiency. Indeed, industry practices have a gronfluence on working capital
policies adopted by the firms. Hawawigi al. (1986), using a sample of U.S. firms
during the period 1960-1979, have found evideneg there is a substantial industry

effect on working capital policies, which is stableer time. They also provide evidence
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of the existence of industries benchmarks to whichs adhere when implementing
their working capital policies. Also Weinraub and&ther (1998), using a U.S. sample
of ten different industry groups during ten yegpspvided evidence that industries
follow significantly different aggressive or congative working capital policies. They
found the existence of a strong trend that a mgggessive/conservative policy in one
working capital account is balanced by a more camasiee/aggressive policy in other
working capital account. On the other hand, Bafiaballeroet al (2010) suggest that
firms have a target CCC to which they attempt toveosge, which maximizes their
profitability. They also found evidence that whemmt are far from their CCC target
the adjustment is quick, which might be explaingdtlie fact that significant implicit
costs occur during this unbalance, due to financt@istraints under which firms
operate.

As noted, most studies provide evidence that aedser in working capital
investment tends to increase profitability. Howevealso increases the risk. In fact, the
optimum working capital investment level is a trafidbetween profitability and risk.
Most recently, Bafios-Caballest al. (2011), for a sample of Spanish SME’s, provide
evidence that the relationship between profitabiéihd CCC is non-linear (concave).
Such evidence means that the relationship betweditgbility and CCC is positive for
low levels of investment in working capital accanivhile being negative for higher
levels of investment in working capital accountkisTfinding indicates that there is an
optimum working capital level that balances besedibhd costs of investing in working
capital and maximizes corporate profitability. Aoting to Chiouet al. (2006), the
optimum level of investment in working capital agots is, mainly, determined by
firms own characteristics. In this respect, aldeeobutside factors, such as bargaining
power with its suppliers and customers, availabitif internal financing and cost of
external financing, may affect the optimum workicapital level (Bafios-Caballeswst
al., 2009}*. These outside factors are quite important becenast firms have a large
amount of cash invested in accounts receivabldrane credit is also a major source of
financing through accounts payable (Deloof and d&g#996; Petersen and Rajan,
1997; Wilner, 2000). Moreover, those outside faxtare extremely important in small
firms (Peel and Wilson, 1996).

La Portaet al. (1997) states out that most of Roman Law countnege a bank-

based financial system and a less-developed capmtaket with lower investor

 According to Bafios-Caballer al. (2009), firms with more bargaining power have artdr NTC.



protection and ownership concentration. In thiselithe main sources of firm’s
financing are net cash flows and spontaneous ceedénded by suppliers (Whited,
1992; Fazzari and Petersen, 1993). Petersen amh RE§97) point out that supplier’'s
financing is the biggest and a very important seurfcshort-term external finance and it
can be an optimal source of financing when firmtefadverse selection (Brenretral,
1988). In this line, Schwartz (1974) argues thahéi able to obtain funds at lower costs
will extend trade credit to firms facing higherdimcing costs. As noted by Lomyg al.
(1993), financial theory suggests a positive catreh between trade credit and size,
which means that larger firms extend more tradditte customers. The main reason
for suppliers to extend credit to customers thaefadverse selection is because, in a
repeated relationship with a buyer, the supplierdraimplicit equity investment (Net
al., 1999¥2 As pointed out by Emery (1984), extend trade ittedcustomers could be
a more profitable short-term investment than matiet securities.

According to Danielson and Scott (2000), previoesearch about trade credit
theories implicitly assumes that the use of tragelit is, at least partially, the result of
credit rationing. Accepting trade credit from supg is a very expensive source of
funds when discounts for early payment are notrigkég et al, 1999; Wilner, 2000;
Niskanen and Niskane2006). Petersen and Rajan (1997) point out thalitererthy
customers will find the trade credit overpriced aagay it as soon as possible and, on
the other hand, risky customers will find it worthle to borrow because trade credit
may still be cheaper than others sources of extdmancing. In this line, Bafios-
Caballercet al. (2010) have found evidence that, in Spain, sméHlers use more trade
credit from their suppliers, which can be explaifextause such firms operate under
financial constraints. Also Silva and Carreira @)¥or a sampf€ of Portuguese firms
across a wide range of industries, have found ecel¢hat firms (mainly smaller firms)
are financially constrained, as they have too nifficulties in accessing to external
financing®. In that case, supplier financing is cheaper bseaof information
asymmetry problems faced by firms when attemptm@dcess to external financing.

Indeed, firms extend trade credit because they haaye a comparative advantage in

2 An implicit equity investment could be, for instam invest in employee’s training to offer expertissistance to customer’s
business.

'3 Authors also collected data from INE.

4 Also the European Commission, in the Annual RepfrBmall and Medium Enterprises of 2009, states Htcess to
financing is a huge problem for SME’s that opefiatéhe European Union. This analysis was condubgsked on a survey to
corporate managers.
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assuring, by informal channels, that customers widly (Demirguc-Kunt and
Maksimovic, 2001).

Summarizing the state of art of WCM literature, mof previous studies provide
evidence that adopting aggressive working capit@licies enhances profitability.
However, the empirical analysis in those studies westricted to a linear relation
between profitability and WCM efficiency measureod recently, Bafios-Caballeed
al. (2011) provide evidence that the relationship leetwthose two variables is non-
linear (concave), which indicates there is an optimworking capital level that
maximizes corporate profitability.

On the other hand, accessing to external finanditgrmines the working capital
policies that firms will adopt, because it affettde credit and may be a huge problem
when firms face agency costs due to asymmetrienmdition. All these issues affect the

optimum working capital level that maximizes firnpofitability.
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3. HYPOTHESES AND METHODOLOGY

Given the fact that most firms have a large amafntash invested in working
capital accounts it can therefore be expectedW@M will have a significant impact
on firm’s profitability. The effects of such impaetill depend on working capital
policies adopted by firms, which are sensitivertduistry factors and also to financial
constraints. In sum, the aim of WCM is to achiemeoptimum level of working capital

investment that maximizes corporate profitability.

The purpose of this study is to provide empiricatlence about the effects of WCM
on the profitability of Portuguese manufacturingnf. In order to achieve that aim, we

will test empirically some hypotheses.

3.1 Hypotheses
In line with the previous empirical studies on WCbject, we will start the
empirical analysis testing hypotheses based orardimelationships. Thus, the first
hypothesis concerns the impact of WCM efficiency mwofitability. The following
hypotheses concern the relationship between pbdftiaand working capital accounts.
* Hypothesis 1There is a negative relationship between firmdiability and the
NTC length.
» Hypothesis 2A reduction of the average number of days of ant® receivable
will have a positive impact on profitability.
» Hypothesis 3A reduction of the average number of days of miwges will have
a positive impact on profitability.
* Hypothesis 4 An increase in the average number of days of wadsopayable
increases profitability.

We will also examine the existence of a non-lingancave) relationship between
profitability and WCM efficiency.
* Hypothesis 5 There is an optimum NTC level that maximizes ooape

profitability.
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3.2 Methodology applied

In order to test the effects of WCM on profitalyiie conduct two different kinds of
analysis. Firstly, we conduct a univariate analyisisfunction of the profitability
measure ROA. Secondly, we carry on a multivariatalysis based on multiple
regression analysis to test the relationship betvaEgmendent, independent and control
variables.

The first methodology, univariate analysis, is @ddpas a preliminary study of the
relationship between average values of dependaependent and control variables in
function of ROA quartiles. The aim is to test thitistical significance of the
differences between the most profitable firms (@spnted in the fourth quartile of the
ROA variable) and the less profitable firms (repréed in the first quartile of the ROA
variable).

The second methodology applied in this study istivariate analysis, based on
multiple regression analysis. This kind of analysiglves more lengthy and complex
procedures than the first one. Being this an ewgdiriongitudinal study, data is
analyzed under panel data methodology. Accordirgyémks (2008:488-9), this kind of
methodology presents important benefits: (i) gieexess to more information by
combining time-series (over time) and cross-seafi¢across different entiti€s) which
allows to address more complex issues than woufabbsible with time-series or cross-
sectional data; (ii) allows the use of a larger bemof observations, which will ensure
the asymptotic properties of the estimators antlimgrease the degrees of freedom and
that means more robust and meanindfuest andF test; (iii) reduces the risk of
multicollinearity, since the data between entitiease different structures; (iv) increases
the efficiency and stability of the estimators lmpducting adequate regression methods
and hypotheses tests that allow a safe choice batdiferent method§ (v) allows to
introduce dynamic adjustments. As pointed out byurBg2006:219), panel data also
allows controlling for unobserved cross sectionelegeneity, making it possible to
exclude biases derived from the existence of inldiai effects. That is possible because
it confines the heterogeneity to the intercept tefrthe relationship.

The identification and estimation of the panel datadels requires a previous test to
identify the correct method (Wooldridge, 2002:288-Such method implies, firstly,
analyzing the data considering Pooled Ordinary L8gsiares (OLS), in order to test if

15 In this study the entities represent the firms twenpose our dataset.
' The Hausman test is a good example of such beasfit will be seen ahead.
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there are unobserved heterogeneity effects acm#ges (in this case, across firms).
The Pooled OLS estimation provides Fistatistic test under a null hypothesis that the
constant terms are equal across entities. If thliehgpothesis is rejected it means there
are unobservable individual effects that have tproperly treated. The Hausman test is
then used to determine if the unobservable hetemigeternt’ is uncorrelated or not
with the regressors (explanatory variables), whitmntinuing to assume that the
regressors are uncorrelated with the disturbanga te each time period. The null
hypothesis of this test is that the unobservabterbgeneity term is uncorrelated with
regressors. If the null hypothesis is not rejectbdre will be random effects (RE) and
the model is then estimated by Generalized Leasti®g (GLS). If the null hypothesis
Is rejected, the effects are considered to be fexedl the model is then estimated by
fixed-effects (FE). The FE method implies that daptess through a time-demeaning
process to get “rid” of individual effects and theoefficients are estimated by OLS
(Wooldridge, 2002:267). This estimation method as=s that the unobservable
heterogeneity term captures the effects of thosalas that are particular to each firm
and that are constant over time (Wooldridge, 2002;.2Another important assumption
of the FE estimation method is that those timeilawve characteristics are unique to the
entity and should not be correlated with othertgisticharacteristics. A disadvantage of
FE methodology is that it eliminates anything tisatime-invariant from the mod#|
(Wooldridge, 2002:266).

The presence of heteroskedasticity and serial letioe'® in FE estimation requires
the adoption of clustered robust standard erro@mm@on and Triverdi; 2009:233).
Clustering is based on the reasonable assumptainothservations of the same firm
(cluster) across time are correlated with each rpthehereas uncorrelated with

observations of other firms.

As mentioned before, in FE estimation the unobddevdneterogeneity term is
correlated with the regressors and, as point ouCameron and Triverdi (2009:231),
this allows a limited form of endogeneity, while ntimuing to assume that the

regressors are uncorrelated with the disturbarree. tAccording to Garcia-Teruel and

1 this particular study, unobservable individeffects can be defined as the characteristics af &em (e.g., management
style, location, financing structure, industry,.ptc

'8 Wooldridge (2002:266) argues that if the unobdslevéeterogeneity term can be arbitrarily correlatéth the regressors,
there is no way to distinguish the time-constargenbables effects from the time-constant unobséeftects.

A modified Wald test for GroupWise heteroskedastiin FE regression model (suggested by Greene3:208) and a
Wooldridge test (Wooldridge, 2002:275) for seriakrelation must be carried on, under the null hgpsis that residuals are
homoskedastic and there is no serial correlation.
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Martinez-Solano (2007) and Bafos-Caballetoal (2010), if results of regression
analysis are affected by endogeneity it could beside that independent variables in
the estimation are being affected by the dependkmeble and not vice-versa, and this
casts doubts on the results of some previous stadieut WCM. This suggests that we
need a method to determine whether a particularesegr must be treated as
endogenous. In order to test and to deal with emdeity problems, we use panel
instrumental variables (IV) methodology. Cameron dmiverdi (2009:281) point out
that the IV methodology provides a consistent edfiilom by assuming the existence of
valid instruments. According to them, an instrunaéntariable must satisfy two
requirements: instruments must be correlated gheindogenous independent variable
but under the exogeneity assumption that they aorvelated with the disturbance
term. Given the fact that, in FE estimations, itynt#e reasonable to assume that
observations on the same firm (cluster) in twoeddht time periods are correlated, but
observations on two different firms are not, italso reasonable to assume that valid
instruments are the endogenous independent vasidatged one or more periods.
However, the use of, at least, two instruments dach endogenous independent
variable, is the only way to carry on the Hansest, tehich is based on overidentifying
restrictions. This is a test for the absence ofetation between the instruments and the
disturbance term, under the null hypothesis thatriments are valid (Cameron and
Triverdi, 2009:185).

In order to confirm the use of IV methodology, itsh be conducted a test to provide
evidence that the regressors are endogenous. Tsteamaropriate test is the Davidson-
MacKinnon test’, under the null hypothesis that regressors argenaus. If the null
hypothesis is rejected, so we may conclude thapeaddent variables are endogenous,

thus requiring and confirming the need for the afsB/ estimations.

20 The Davidson-MacKinnon test is similar to the DosWu—Hausman (DWH) test, but more appropriatepfmel data.
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4. SAMPLE DESCRIPTION

4.1 Data

This study uses a longitudinal database obtainat NE covering the 1996-2006
period. The data is obtained from an annual busisasvey conducted by INE, which
contains financial information on firms” balanceests and income statements. All
financial information is expressed in Euros at eatiprices.

Until 2003 this dataset comprises the universe ahufacturing firms operating in
Portugal with more than one hundred employees aegrasentative random sample of
firms with less than one hundred employees. Afté042 INE has changed its
procedures of collecting data. In the period 20080&2 this dataset comprises the
universe of manufacturing firffisoperating in Portugal.

The industries considered in this study are cleskiby the two-digit standard codes
of business activities (CAE Rev. 24) Appendix A displays the description of
industries by CAE.

The sample we use henceforward was constructecatsgp some criteria. The
firms which did not had information on items neededcompute the dependent,
independent and control variables were excluded.rebl@r, observations with
anomalies in their accounting values were dropped

Our final sample is an unbalanced panel data ob24b firm-year observations,
related to 7,832 different firms, during the peri#b6-2006.

4.2 Variables
All variables (except annual GDP growth rate) arm3abrized at the 1 percent level
(0.5 percent in each tail) in order to avoid profdewith outliers in the estimation

procedures.

2 Firms were identified through a code that uniqudbntifies each firm across time. The data wasearedhilable by INE
under the condition of censorship of any individudibrmation. According to INE, the sample is reggetative of the Portuguese
sector disaggregation.

22 CAE Rev. 2.1 has a high correlation with Statigti€lassification of Economic Activities in Europe&nion, Rev. 1.1
(EUROSTAT NACE 1.1).

8 Observations that exhibit negative values in figsdets, current assets, financial assets, tatatsasnventories, long-term
liabilities, current liabilities, depreciation arshles were excluded from the sample. Observatiatis agcounts receivable and
accounts payable over 1.000 days were also excludeBortugal, and according to Portuguese Accagn$tandards, those
receivables and payables will be executed in Court.
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4.2.1 Dependent variable

The main goal of this study is to analyze the dffecf WCM on the firm’s
profitability, so we use as dependent variablerédtarn-on-assets ratio: ROA = [EBIT/
(Total Assets — Financial Assets)]. The ROA is wiedi as the ratio of earnings before
interest and taxes (EBIT) to total assets minuanioml assets. In line with Deloof

(2003), the main point here is to focus on therretbtained from the operating cycle.

4.2.2 Independent variables

According to the aim of this study, the explanateayiables will be working capital
accounts individually and the aggregate summaryicatdr NTC. Thereby, the
independent variables are as follows.

« Average number of days-sales of accounts receivaBR = [(Accounts
Receivable/Sales)*365]. This variable measures aherage number of days,
relatively to firm’s sales, which the firms take twmllect payments from
customers.

» Average number of days-sales of inventories: INVY(laventories/Sales)*365].
This variable measures the average number of detsirtventories remain in
firms, relatively to firm’s sales.

e« Average number of days-sales of accounts payable: A [(Accounts
Payable/Sales)*365]. This variable measures theragee number of days,
relatively to firm’s sales, which firms take to regkayments to their suppliers;

* Net trade cycle: NTC = [((Accounts Receivable + dntories - Accounts
Payable)/Sales)*365]. The NTC variable indicates éiverage number of days,

relatively to firm’s sales, which the firm has todnce its working capital needs.

4.2.3 Control variables

In this study, the following variables are usedastrol variables.

» SIZE is measured by the logarithm of assets, as»xyf firm size.

» Sales growth (SG = [Sales Sales;)/Saleg]), which measures past growth sales.
This variable is used under the assumption thatsfirwhich present higher
growth rates so far, may lbetter prepared to continue to grow in the futlires
expected that such behavior affects positivelyfitine's profitability (Caballeraet
al., 2010).
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e Current liabilities ratio (CL = Current LiabilitiéBotal Liabilities), which
measures the proportion of current liabilities tha¢ financing current assets.
According to Rosset al. (2008:752), it is expected that this variable cfe
profitability because it indicates the degree ofjragsive/conservative working
capital policies adopted by firms.

* Fixed financial assets ratio (FFA = Fixed Financisets/Total Assets),
representing the weight of fixed financial assetstatal assets. Fixed financial
assets are, mainly, shares in other (affiliateaipdi For some (few) firms of our
sample, this kind of assets are a significant piatbtal assets.

* Current assets ratio (CA = Current Assets/Totalefsgs which measures the
firm’s investment in current assets. It is expectiedt the CA variable affects
profitability because it also indicates the degme aggressive/conservative
working capital policies, but in the opposite direa of CL variable.

* GDP indicates annual real GDP growth rate and isgbmtroduced in order to
control (for) the evolution of the economic cydle,, to capture economic factors
that may affect firm’s profitability that vary oveéme but remain constant across
firms (this variable may be seen as a substitutdifite dummy variables). This

information was obtained from Eurostat.

4.3 Descriptive Statistics

Table 1 provides descriptive statisitgor the characteristics of the dependent,
independent and control variables of the samplajnguthe period 1996-2006.
According to the requirements established by therofpean Commission’s
recommendation 2003/361/EC of" 8Mlay of 2003° 96.07 percent of firm-year
observations are SME’s and 3.93 percent of firm-y##servations are large scale
enterprises (LSE’s).

24 All the results present in this section and inrikat section were obtained using Stata StatisBo#tlvare, Version 10.1.

% The requirements established by the European Cssionis recommendation 2003/361/EC 8f May, 2003, on the
definition of medium-size firms are the followin@ number of employees less than 250; (ii) totdés less than €50 million; (iii)
total assets less than €43 million. The requiremestablished on the definition of small firms #re following: (i) number of
employees less than 50; (i) total sales less €i@nmillion; (iii) total assets less than €10 noitii
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Table 1 — Descriptive Statistics

Variable Obs. Mean SD Min. Median Max. YPerc  9BPerc
ROA 45524 0.0380 0.0971 -0.3360 0.0360 0.4100 -0.0650 0.1460

NTC 45,524 49.1200111.5300 -354.0000 39.0000 529.0000 -59.0000 172.0000

AR 45,524 128.0400 87.0600 0 111.0000 589.0000 43.0000 226.0000
INV 45,524 78.5400 89.1800 0 51.0000 582.0000 8.0000 177.0000
AP 45,524 158.2300 120.6200 0 128.0000 760.0000 46.0000 304.0000

SIZE 45,5242,771,391 41.661 59,874 3,269,017178,482,301 442,413 24,154,953
SG 37,353 0.0978 0.5139 -0.8059 0.0196 3.6973 -0.2928 0.4630
CL 45524 0.4973 0.2311 0 0.4956 0.9828 0.1876 0.8125
FFA 45524 0.0260 0.0725 0 0 0.4989 0 0.0797
CA 455524 0.6137 0.2089 0.0856 0.6243 0.9957 0.3256 0.8880
GDP 45,5524 0.0235 0.0173 -0.0090 0.0160 0.0500 0.0070 0.0440

This table reports descriptive statistics during treriod 1996-2006. Descriptive statistics are failwing:
number of Observations, Mean, Standard Deviatiomirtwuim, Median, Maximum, 10 Percentile and 90
Percentile. Variables are as follows. Return-onefssROA=[EBIT/(Total Assets - Financial Asset®gt trade
cycle: NTC=[((Accounts Receivable + Inventories ecAunts Payable)/Sales)*365]. Average number ob-day
sales of accounts receivable: AR=[(Accounts Red®®/8ales)*365]. Average number of days-sales of
inventories: INV=[(Inventories/Sales)*365]. Averagember of days-sales of accounts payable: AP=[§Aots
Payable/Sales)*365]. SIZE is measured as the vafumtal assets expressed in thousands of Eurdss Sa
growth: SG=[Salgs- Saleg,)/Sales;]. Current liabilities ratio: CL=Current Liabilit&dTotal Liabilities. Fixed
financial assets ratio: FFA=Fixed Financial AsSet$al Assets. Current assets ratio: CA=Current &séEetal
Assets. GDP indicates annual real GDP growth rafortugal.

As can be seen from statistics reported in Tabfadst of the firms in the sample are
small firms, with average assets under €3 millibime ROA is, in average, 3.8 percent
and the NTC displays a mean value of 49 days-s@lesaverage number of days-sales
of accounts receivable (AR) is around 128, daysssaf inventories (INV) is around 79
and days-sales of accounts payable (AP) is aro68dThe firm's sales grow (SG), on
average, almost 9.78 percent annually. Currenilitials (CL) are around 49.73 percent
of total liabilities and 61.34 percent of their eissare current assets (CA). These
statistics show that most firms have a large amotieash invested in working capital
accounts. Furthermore, the fixed financial assati® (FFA) is low, only 2.6 percent.
During the period 1996-2006, the GDP (in Portudgsds grown, in average, 2.35

percent per year.
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4.4 Correlation Analysis

Table 2 (below) presents the Pearson’s correlati@fficients and its significance
levels across all variables used in the subsequmediivariate analysis. Most of the
estimated coefficients are significant at the 1ceet level. Given the fact that we use
sales growth as a control variable, correlationrixaras computed covering only the
period 1997-2006.

At one hand, as we could expect, there is a negyatiation between ROA and NTC.
Moreover, there is a negative relation between R&A days-sales of accounts
receivable (AR), and also between ROA and daysssalenventories (INV). These
relationships suggest that an increase on thosepémlent variables will have a
negative impact on profitability.

On the other hand, and against to what might beeced, there is a negative
relationship between ROA and days-sales of accopat@ble (AP). One possible
explanation for that could be the fact that delgypayments to suppliers means to lose
discounts for early payments. However, if we assudisgounts as financial, and
according to Portuguese Accounting Standards, digsaeceived for prompt payment
should be booked as financial income. Hence, filgdrdiscounts should not affect
operating income. According to Deloof (2003), tmay be a sign that less profitable
firms delay payments to suppliers due to finanaahstraints. This argument is
consistent with the evidence provided by Silva &atreira (2010) that most of the
firms of their sample (composed by Portuguese firroperate under financial
constraints.

As expected, there is a positive relation betwe@ARnd control variables SIZE
and sales growth (SG). As is often argued, salewityrlooks like an ingredient for
corporate profitability. There is also a positietation between ROA and GDP growth,
which means that profitability is affected by tl@eomic cycle.

The ROA variable has a negative relationship whth ¢urrent liabilities ratio (CL),
which is consistent with the relation between ROW aays-sales of accounts payable
(AP). On the other side, there is an unexpectedtipogelation between ROA and
current assets ratio (CA). Given that previous issighrovide evidence that aggressive
working capital policies enhance profitability, weould expect that profitability
increases when investment in current assets des,gas., a negative relation between

ROA and current assets ratio (CA); however ourltesthnow otherwise.
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Regarding to the correlations between the independariables, we find positive
moderate coefficients between NTC, days-sales ajuats receivable (AR), days-sales
of accounts payable (AP) and days-sales of inveag@tNV). This correlation analysis
was taken into account to prevent multicollineagptpblems in subsequent multiple

regression analysis.

However, a shortcoming of this analysis is thatloes not allow to differentiate
causes from consequences. So, we cannot conclua@¢hevhis the WCM which
influences profitability or if it is profitabilitythat influences WCM. This issue will be

discussed and treated in section 5.
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Table 2 — Correlation Matrix

ROA NTC AR INV AP SIZE SG CL FFA CA Gb
ROA 1
NTC -0.0330*** 1
AR -0.1279**  0.3958*** 1
INV ~ -0.2699***  0.4343*** 0.1399*** 1
AP -0.2661*** -0.3236*** 0.4673**  0.4413** 1
SIZE  0.0611*** 0.0199*** 0.0909***  0.0325***  0.0714** 1
SG 0.1917** -0.0810** -0.1656*** -0.1581*** -0.1663***  0.0730*** 1
CL -0.1041*** -0.4974***  0.0571**  0.0302***  0.5341*** -0.0766*** 0.0622*** 1
FFA 0.0487** -0.0396***  0.0246*** -0.0398***  0.0253**  0.2806*** -0.0271 -0.0870*** 1
CA 0.0154**  0.3224** 0.2317**  0.1806***  0.0029 -0.1814*** -0.0735***  0.1559*** -0.1542*** 1
GDP  0.0768** -0.0262** -0.1085*** -0.0619*** -0.1014**  0.0158*** 0.1725*** -0.0390** 0.0050 -0.2493*** 1

This table shows Pearson’s correlation coefficieatering the period 1997-2006. ***, ** and * meatatistical significance at the 1 percent levgbebcent level and 10 percent level,
respectively. Total of observations are 37353. Vagables used in this analysis are as followsuRebtn-Assets: ROA=[EBIT/(Total Assets-Financialsats)]. Net trade cycle:
NTC=[((Accounts Receivable + Inventories - AccouRtsyable)/Sales)*365]. Average number of days-safl@excounts receivable: AR=[(Accounts Receivaldéds)*365]. Average
number of days-sales of inventories: INV=[(InvendserSales)*365]. Average number of days-sales obats payable: AP=[(Accounts Payable/Sales)*38HE is measured by the
logarithm of total assets. Sales growth: SG=[Sal&alegs,)/Saleg,]. Current liabilities ratio: CL=Current Liabilit&Total Liabilities. Fixed financial assets ratizA=Fixed Financial
Assets/Total Assets. Current assets ratio: CA=Qurkasets/Total Assets. GDP indicates annual r&® @rowth rate in Portugal.
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5. EMPIRICAL RESULTS

The empirical analysis is based on both univaraaié multivariate analysis (based
on multiple regression analysis). All methodologjigggocedures applied in this
empirical analysis are described in section 3.

Regression analysis is conducted taking into adcthenobservations for the period
1997-2006 (a total of 37353 observations).

5.1 Univariate analysis

The objective of this univariate analysis is toedetine if there are significant
differences between the most profitable firms dmal least profitable. Table 3 (below)
exhibits the mean values of the variables (excepthfe GDP growth) for each quartile
of the variable ROA. The quartiles are calculateduzlly?.

Finally, a parametric test of differences betweezans, based on theStatistic test,
Is used to determine whether the average valuegebatthe fourth quartile and the first

quartile are significantly different.

As can be seen in Table 3, all the mean valuedeivariables, except SIZE, are
(statistically significant) different between treufth quartile, which represents the most
profitable firms, and the first quartile, which repents the least profitable firms.
Results in Table 3 also show that the most prdétdlsms (in the fourth quartile)
present, comparing to the least profitable firmshia first quartile, a shorter number of
days-sales in all variables representing workingitah accounts (AR, INV and AP).
The most profitable firms have a shorter NTC lengtidl a higher sales growth (SG).
Moreover, the most profitable firms exhibit shortarrrent liabilities ratio (CL) than
firms in the first quartile, which means a less elggency of supplier financing. This
evidence is consistent with the argument that prséitable firms delay payments to

their suppliers because they operate under finbhoorestraints.

% The range of variation of the ROA variable is eiéint for each year.
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Table 3 — Comparison of mean values of variables iiunction of ROA quartiles
1% Quartile 2°Quartile ¥ Quartile 4" Quartile t Statistic

ROA Rang [-0.336; 0.030[ ]-0.014; 0.052[ ]0.026; 0.103[]0.068; 0.41]

ROA -0.0338 0.0214 0.0454 0.1376  224,4681
(0.0000)
NTC 53.97 50.34 46.06 44.44 -8,3861
(0.0000)
AR 138.03 135.07 130.42 111.92  -29,2668
(0.0000)
INV 103.33 84.08 70.52 48.25 -64,2755
(0.0000)
AP 188.67 169.57 155.44 115.92  -62,1330
(0.0000)
SIZE 2,709,596 2,990,138 2,931,222 2755309  1,2808
(0,2003)
SG 0.0154 0.0745 0.1112 0.2146 34,386
(0.0000)
CL 0.5073 0.5060 0.5122 0.4716  -14,4643
(0.0000)
FFA 0.0239 0.0232 0.0237 0.0305 7,4168
(0.0000)
CA 0.6122 0.6098 0.6128 0.6168 2,0316
(0,0422)

This table shows the mean values of the varialdasidering ROA quartiles, during the period 199D&0
The variables used in this analysis are as folld®eturn-on-Assets: ROA=[EBIT/(Total Assets-Finahcia
Assets)]. Net trade cycle: NTC=[((Accounts Recelgab Inventories - Accounts Payable)/Sales)*365].
Average number of days-sales of accounts receiv@e=[(Accounts Receivable/Sales)*365]. Average
number of days-sales of inventories: INV=[(Inveigsf Sales)*365]. Average number of days-sales of
accounts payable: AP=[(Accounts Payable/Sales)*36BJE is measured as the value of total assets
expressed in thousands of Euros. Sales growth: S&eg — Saleg,)/Saleg;]. Current liabilities ratio:
CL=Current Liabilities/Total Liabilities. Fixed fancial assets ratio: FFA=Fixed Financial Assetslot
Assets. Current assets ratio: CA=Current AssetalTAssets. Last column shows the results of tthe
Statistic test for the difference of means betwdenfourth quartile and the first quartile-value of thet
Statistic test in parentheses.

Curiously, the difference of the SIZE variable beén the firms in the fourth
quartile and in the first quartile is not statiatlg significant. According to some
previous studies (Jos al, 1996; Shin and Soenen, 1998; Deloof, 2003), wild/de
expected that most profitable firms were largerntiaast profitable ones. Other
unexpected result is that most profitable firmsehavhigher current assets ratio (CA),
which is opposite to the argument that larger itmest in current assets tends to
decrease profitability. The results pftatistic tests are consistent with the results of

Pearson’s correlation coefficients presented inleTé Results (provided by the
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univariate analysis) suggest that the most prdétairms are more efficient on
managing working capital accounts, which meansoatshNTC and a less dependency

on credit from suppliers.

However, this analysis is not sufficient to test effects of WCM on ROA. Hence,

we will proceed with multivariate analysis.

5.2 Multivariate Analysis: Multiple Regression Analysis

Multiple regression analysis is conducted in oretest the hypotheses set out in
section 3. This kind of analysis will help to unstand the effects on profitability
caused by a change in each independent varialdet Af control variables that impact
firm’s profitability are also included.

First, we consider multiple regression analysitesiHypotheses,12, 3 and4. Next,
we run a set of robustness tests in order to uvalidar empirical results.

Finally, we testHypothesis 5by investigating the possibility of a non-linear

(concave) relation between profitability and WCMf&ciency.

5.2.1 Multiple regression analysis: Linear relatgmps

In this stage, we seek to test empiricallypothesesl, 2, 3 and4. In order to test
each of the hypotheses, we use the methodologyoflod the econometric procedures
described in section 3.

First, regression analysis is conducted usingdtb@lLS. The null hypothesis &f
Statistic test of the Pooled OLS estimation wa®ated, which means there are
unobservable individual effects. The Hausman teshén used to determine if those
unobservable effects are considered being randgnalrnatively, fixed. The null
hypothesis of the Hausman test was rejected, sortbleservable individual effects will
have to be treated as FE. We also address hetdesslaity and serial correlation
problems adopting clustering technique that pravidebust standard errors and more
meaningfult Statistic test (robustStatistic).

The estimations using FE methodology are obtained elquations (1) to (4).
Equation (1) is estimated accordingHgpothesisl, in order to analyze the impact of
WCM on profitability. Equations (2), (3) and (4)eaestimated to test, respectively, the
Hypotheses 2, &nd 4. These estimations are carried on to analyze riy@adt of

working capital accounts on profitability.
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ROA;; = By + B1NTC;¢ + B2 SIZE;; + B3SGyt + B4CLjr + BsFFA;1+BsCA; + f7GDP, +
+ U + & (1)

ROA; = By + P1AR; + B, SIZE; + f3SG + B4CL; + BsFFA;:+B¢CA;r + B,GDP, +
+ U + & (2)

ROA; = Bo + B1INVi¢ + BoSIZE;e + B35Gie + B4CLie + BsFFA;i+BCA; + B;GDP, +

+ 'ul + Eit (3)

ROA;; = By + B1AP; + BSIZE;; + B3SGye + B4CLj + BsFFA; +BCA;: + B,GDP, +

+ 'ul_ + Eit (4)

In the equations aboveefers to firms andto time periods. The dependent variable
ROA measures return-on-assé@g.is the intercept term. The following independent
variables are considered to analyze their impacpmiitability. NTC measures the
average number of days-sales which the companydchéisance its working capital
needs (NTC = AR+INV-AP). AR measures the averagenbr of days-sales of
accounts receivable. INV measures the average nuoilolays-sales of inventories. AP
measures the average number of days-sales of ascoayable. The control variables
are the following ones: SIZE is firm’s size proxgasured by the logarithm of assets,
SG represents sales growth, CL is the currentliligsi ratio, FFA is the fixed financial
assets ratio, CA is the current assets ratio, GidRates annual real GDP growth rate
in Portugal, which varies over time but is constaatoss firms. Thg; measures the
unobservable heterogeneity of the individual speeffects of each firm and;; is the
disturbance term. Table 4 reports the results nbtafor equations (1), (2), (3) and (4),
using FE methodology.
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Table 4 — Results from regression analysis using REethodology

1) (2) 3) (4)
Observations 37,353 37,353 37,353 37,353
NTC -0.0001***
(-10.71)
AR -0.0001***
(-9.62)
INV -0.0004***
(-26.14)
AP -0.0002***
(-22.04)
SIZE -0.0274 -0.0043 0.0027* 0.0057***
(-1.61) (-0.25) (1.68) (3.42)
SG 0.0303*** 0.0281**+ 0.0222%** 0.0210%**
(24.95) (22.57) (18.77) (17.13)
CL -0.0860*** -0.0556%*** -0.0529%** 0.0110**
(-18.44) (-14.80) (-14.50) (2.24)
FFA 0.0430%** 0.0531*** 0.0345%** 0.0655***
(3.01) (3.76) (2.47) (4.67)
CA -0.0487*** -0.0467*** -0.0418%** -0.0423%**
(-7.75) (-7.44) (-6.74) (-6.80)
GDP 0.1956%*** 0.2097*** 0.1567*** 0.2221%**
(5.39) (5.80) (4.43) (6.24)
C 0.1477*** 0.1050%** 0.0715%** -0.0015
(5.78) (4.16) (2.95) (-0.06)
Hausman Te 460.65 601.38 284.74 676.52
(P-value) (0.0000) (0.000) (0.0000) (0.0000)
F test 179.52 182.42 248.09 230.60
(P-value) (0.0000) (0.0000) (0.0000) (0.0000)
R? 7.63 7.53 12.05 9.73

This table reports the regression estimates foatsops (1) to (4) using FE methodology, during pesiod
1997-2006. ***, ** and * mean statistical signifinae at the 1 percent level, 5 percent level angerBent
level, respectively. The variables used in thislysia are as follows. Net trade cycle: NTC=[((Acota
Receivable + Inventories - Accounts Payable)/S&€§)]. Average number of days-sales of accounts
receivable: AR=[(Accounts Receivable/Sales)*365]verage number of days-sales of inventories:
INV=[(Inventories/Sales)*365]. Average number of ydasales of accounts payable: AP=[(Accounts
Payable/Sales)*365]. SIZE is measured by the ltgarof total assets. Sales growth: SG=[SaleSaleg,)/
Salesg;]. Current liabilities ratio: CL=Current Liabilit&Total Liabilities. Fixed financial assets ratlFA=
Fixed Financial Assets/Total Assets. Current ass#ts: CA=Current Assets/Total Assets. GDP indisat
annual real GDP growth rate in Portugal. C is tiiercept term. RobustStatistic in parentheses. Hausman
test provides a statistical test that evaluatessibaificance of an estimator (REErsusan alternative
estimator (FE)P-value of Hausman test in parenthesetest is carried on under the null hypothesis that
constant terms are equal across entities (firmisg. full hypothesis, of both tests, must be rejeateithe 5
percent significance leveP-value ofF test in parentheses. R square expressed in pageent

We observe in Table 4 that the sign and signifieasfdhe coefficients” estimates are

similar to that found in Table 2 (correlation arsdy and in Table 3 (univariate
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analysis). Most of the coefficients” estimatessagistically significant at the 1 percent
level. The results of regression analysis exhibitegative relationship between the
WCM efficiency (measured by NTC) and firm’s prdiley (measured by ROA). It
means that if the NTC length decreases for one B&A increases 0.01 percéht
Hence, we fail to rejeddypothesis 1

A decrease in days-sales of accounts receivabl&®) (8ads to an increase in
profitability, which is consistent witklypothesis 2Thus, we do not reje¢iypothesis
2. Also a decrease in days-sales of inventories JIpdduces an increase in ROA, so
we fail to rejectHypothesis 3The relation between ROA and the number of dajesss
of accounts payable (AP) is negative what shows defaying payments to suppliers
tends to decrease profitability. Thus, we rejdgpothesis 4 According to Nget al.
(1999¥2 and Valadas (200%) delaying payments to suppliers may have an oppibyt
cost of losing prompt payment discounts. If we assufor instance, 3 percent for
prompt payment discount, invoice payment being adue€0 days and 10 days of
discount period, the effective opportunity costabout 73.02 percent (annually).
However and as already stated, prompt payment ulgsacare financial income and
should not affect operating income. In line withi@ (2003), a reasonable explanation
is that less profitable firms delay payments torteeppliers because they operate under
financial constraints. Such constraints lead fitm§ace higher costs when accessing to
external financing.

The SIZE variable is not statistically significamtxcept for equation (4), which
presents a positive relation between ROA and Sl&gsscally significant at the 1
percent level. However, this is not a stable refeghip among regression estimations.

In sum, we may conclude that corporate managenmenid focus on reducing days-
sales of accounts receivable, days-sales of inviestand also days-sales of accounts

payable, in order to increase profitability.

7 As already stated, the NTC represents the averageer of days-sales that firms need to financenitking capital needs.
All accounts of NTC are measured in days-saleslendontrol variables (except SIZE) are measurethtiss; probably we have
what we can call a scale problem. Equations (1¥Yavere re-estimated using the independent vasagkpressed as percentage of
sales. The estimates for these coefficients ateghon Table C.1 of Appendix C. According to #hossults a 1 percent change in
the NTC will change ROA by 3.68 percent.

ZAccording to Neet al. (1999), the effective discount rate is computethinfollowing way:

360

.. 100% BT TS B r— . . . .

Implicit rate = (—") #days net—#days discount — 1 - where, discount rate represents the financiatodist of prompt
100%—Discount%.

payment, days net means payment is due a speaiietber of days after invoice date, and days discoeans the discount
period.

#Valadas (2005) points out that, in Portugal, itisommon practice to offer discounts for promptrpeyt between 2 and 3
percent.
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In addition to this analysis and in order to analyhe stability of coefficients
estimates, we re-estimate equations (1) to (4)idenng time dummy variables (that
also varies over time but are constant across fimssead of the GDP variable.

Table 5 — Results from regression analysis using REethodology considering

time dummy variables

1) (2 ©)) (4)
Observations 37,353 37,353 37,353 37,353
NTC -0.0001***
(-10.55)
AR -0.0001++*
(-9.38)
INV -0.0004*+*
(-25.82)
AP -0.0002%+*
(-21.73)
SIZE -0.0010 -0.0013 0.0383** 0.0072%**
(-0.56) (-0.77) (2.31) (4.21)
SG 0.0307%* 0.0285%* 0.0226*** 0.0213%*
(25.12) (22.73) (19.00) (17.29)
CcL -0.0861++* -0.0560*** -0.0530%** 0.0098**
(-18.42) (-14.88) (-14.50) (2.00)
FFA 0.044 7% 0.0549%* 0.0355%** 0.0667**
(3.14) (3.88) (2.54) (4.75)
CA -0.0197* -0.0174** -0.0296%+* -0.0196*
(-2.25) (-1.98) (-3.42) (-2.25)
C 0.1042%** 0.0616** 0.0480* -0.0359
(3.86) (2.32) (1.87) (-1.37)
F test 92.83 93.70 123.40 115.08
(P-value) (0.0000) (0.0000) (0.0000) (0.0000)
R? 8.09 7.98 12.42 10.11

This table shows the regression estimates for emsa{1) to (4), using FE methodology and considgri
time dummy variables, during the period 1997-2008. ** and * mean statistical significance at the
percent level, 5 percent level and 10 percent Jeespectively. The variables used in this analgsésas
follows. Net trade cycle: NTC=[((Accounts Receivabt Inventories - Accounts Payable)/Sales)*365].
Average number of days-sales of accounts receiv#Re=[(Accounts Receivable/Sales)*365]. Average
number of days-sales of inventories: INV=[(InveitefSales)*365]. Average number of days-sales of
accounts payable: AP=[(Accounts Payable/Sales)*38EHE is measured by the logarithm of total assets
Sales growth: SG=[Sales- Sales;)/Saleg;]. Current liabilities ratio: CL=Current Liabilits&Total
Liabilities. Fixed financial assets ratio: FFA=Fikéinancial Assets/Total Assets. Current asseis: rat
CA=Current Assets/Total Assets. C is the interdepin. Robust Statistic in parentheseB. test is as
described beforeP-value ofF test in parentheses. Coefficients of time dummyatées not reported. R
square expressed in percentage.
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We can verify from Table 5, that the statisticagnsiicance of the coefficients”
estimates remains almost unchanged comparing Wéhrésults reported in Table 4.
The coefficients” estimates of the time dummy \J@ésa are not reported and none of

them is statistically significant.

Motivated by previous studies (Shin and Soenen,819%eloof, 2003), we re-
estimate equations (1) to (4) using Pooled OLStFand aiming to compare our results
to previous research, we run Pooled OLS considding dummy variables instead of
the GDP variable. Results are reported in Table &.lJAppendix B. Second, we
consider dummy variables for each CAE (see clasditin at Appendix A). Results are
reported in Table B.2 of Appendix B. These resphsvide evidence of the stability of

the coefficients” estimates with different estimatmethod¥.

5.2.2 Robustness checks

In order to validate the results obtained in thgression analysis, we run some
robustness tests. Firstly, we examine if the effeftthe WCM on the profitability of
audited firms are (statistically significant) diféat than in non-audited firms. This test
iIs motivated by the frequently raised suspicions tba reliability of accounting
information of non-audited companies. Secondly, &&amine the effects of the
economic cycle, measured by GDP growth, on thengite of the relationship between
the ROA and the NTC variables. Finally, we addréss endogeneity problem
(mentioned before) that may affect our results.

5.2.2.1 Comparing the effects of the WCM on thditptolity of audited firms
“versus” non-audited firms

As mentioned before, the data used in this studyatdained from INE and includes
information from balance sheet and income statemegdrted by firms. The accounting
information disclosed by firms, in most of the cgses not controlled by external
financial auditors. In order to control for the fdiences between audited and non-

audited firms, we identify which firms may be catesied as the audited firms in our

% The coefficients ‘estimates of the time dummy ahlés are not reported. However, some of thosdicieeits ‘estimates are
statistically significant at the 1 percent levelicB is the case of the dummy variables for 19989819999 and 2005, across all
estimations. In fact, the evolution of the economrycle was above average during the period 1998198l below average in
2005. On the other hand, some dummy variablesath €AE are also statistically significant at theetcent level. Namely, codes
of business activities 16, 24, 28 and 37 are sitlly significant across all estimations becatlsar profitability is significantly
above average. On the other side, code 17 is addwstiEally significant because it exhibits a sfigantly below average
profitability.
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sample. This analysis was conducted accordingdaadhquirements established by the
Cédigo das Sociedades Comerciéortuguese Commercial Companies Cotéo.

2, Article 262. According to those requirements, adel a dummy variable to identify
audited firms in previous equations (1) to (4). sSTummy variable is included
individually (DA) and also under multiplicative for (DNTC, DAR, DINV, DAP) to
each of independent variables. This regressiorysisak conducted in order to analyze
if the effects of the WCM and of each one of therkimy capital accounts on
profitability are statistically different in auddefirms. Estimates are obtained from the

following equations using FE methodology.

ROA;; = By + B1NTC;¢ + B SIZE; + B3SGye + B4CLi + BsFFA; + B CA;+B;GDP, +
+BgDA;r + BoDNTCy + u; + &1 (5)

ROA;; = By + B1AR;¢ + B2 SIZE; + B3SGyt + B4CLit + PsFFA;; + B6CA;+B,GDP; +
+BsDA;r + BoDAR;: + u; + &1 (6)

ROA;; = By + B1INVye + B2SIZE; + B3SGye + B4 CLj + BsFFA; + BsCA;+B;GDP; +
+BsDA;is + BoDINVyy + p; + €;¢ (7)

ROA;; = By + B1AP; + BoSIZE; + B3SGit + B4CLjr + BsFFA; + B¢ CA;+B7GDP; +
+BsDA;r + BoDAP;: + i + &1 (8)

Dependent, independent and control variables aeeifsgd as before. The only
difference is the introduction of those two contvatiables stated above, which are as
follows. DA* is a dummy variable that assumes the value rifsfiare audited and 0
otherwise. The variables DNTC, DAR, DINV and DAIRpresent the product of the
previous dummy variable for audited firms and eautbependent variables in the
equations (5), (6), (7) and (8), specified as f@lolIn equation (5): DNTC= DANTC.

In equation (6): DAR= DAAR. In equation (7): DINV= DAINV. In equation (8):
DAP= DAXAP.

31 The requirements established by @édigo das Sociedades Comerci@iortuguese Commercial Companies Code), n.° 2,
Art.° 262.°, on the obligation of firms to be aeditif two of the following three boundaries are @eded during two consecutive
years : (i) average number of employees aroundiib®tal sales higher than €3 million; (iii) tdtassets higher than €1,5 million.

%2 As we have mentioned before, FE methodology de¢satiow introducing dummy variables that are canstover time.
However, DA is a dummy variable that varies overeti
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As can be seen in Table 6, the sign and signifieasfcmost of the coefficients”
estimates are quite similar to those presented ablel 4. The estimates of the
coefficients of the dummy variable (DA) are nottistacally significant, which means
that profitability in audited firms is not signifiatly different from that of non-audited
firms. Also the coefficients” estimates of the DARNV and DAP variables are no
statistically significant, except for the DNTC \able in equation (5), which is
statistically significant at the 5 percent levehiS result suggests that the intensity of
relationship between the ROA and the NTC variabtedower for audited firms.
However it is noteworthy that the coefficient esdba although statistically significant,
is very smallWe also carried on a Wald test to estimate thésstally significance of
the coefficients of the additional variables. Inuaton (8), although none of the
coefficients” estimates of those variables areifsoggimt, when tested as a group, they
are statistically significant at the 5 percent levihis result also suggests that the
intensity of the relationship between ROA and aote®uwayable (AP) is lower in
audited firms.

Indeed, based on these results, we may conclud¢hihdact the firm be audited or
not, does not change the type of relationship foumngrevious regression analysis (in

results reported in Table 4).

31



Table 6 — Results from regression analysis compaugnthe effects of the WCM on

the profitability of audited firms “versus” non-aud ited firms

(5) (6) (7) (8)
Observations 37,353 37,353 37,353 37,353
NTC -0.0001***
(-10.06)
AR -0.0001***
(-6.05)
INV -0.0004***
(-20.22)
AP -0.0002***
(-17.70)
SIZE -0.0026 -0.0048 0.0025 0.0053***
(-1.55) (-0.28) (1.52) (3.19)
SG 0.0303*** 0.0281*** 0.0222*** 0.0208***
(24.91) (22.56) (18.76) (17.02)
CL -0.0866*** -0.0556*** -0.0528*** 0.0122***
(-18.58) (-14.83) (-14.49) (2.48)
FFA 0.0431*** 0.0532*** 0.0344*** 0.0653***
(3.03) (3.76) (2.46) (4.66)
CA -0.0483*** -0.0471%** -0.0418*** -0.0424***
(-7.55) (-7.47) (-6.72) (-6.79)
DA -0.0022 0.0046 0.0016 0.0025
(-0.84) (1.26) (0.51) (0.72)
Dy 2.84E-05** 3.03E-05 2.01E-05 1.82E-05
(2.28) (1.58) (0.87) (1.32)
GDP 0.1940*** 0.2112%** 0.1594*** 0.2268***
(5.33) (5.83) (4.49) (6.36)
C 0.1477*** 0.1037*** 0.0745*** 0.0028
(5.77) (4.10) (3.07) (0.11)
Wald test 2.72 1.27 1.08 3.13
(0.0600) (0.2800) (0.3400) (0.0400)
R? 7.65 7.54 12.06 9.76

This table reports the regression estimates foatsops (5) to (8) using FE methodology, during pesiod
1997-2006. ***, ** and * mean statistical signifinae at the 1 percent level, 5 percent level angerBent
level, respectively. The variables used in thislysig are as follows. Net trade cycle: NTC= [((Aoots
Receivable + Inventories - Accounts Payable)/S&€%§)]. Average number of days-sales of accounts
receivable: AR=[(Accounts Receivable/Sales)*365]vefage number of days-sales of inventories:
INV=[(Inventories/Sales)*365]. Average number of ydasales of accounts payable: AP=[(Accounts
Payable/Sales)*365]. SIZE is measured by the ltgarof total assets. Sales growth: SG=[SaleSaleg,)/
Saleg;]. Current liabilities ratio: CL=Current Liabilit®@Total Liabilities. Fixed financial assets ratio:
FFA=Fixed Financial Assets/Total Assets. Currersietss ratio: CA=Current Assets/Total Assets. DA is a
dummy variable that assumes the value 1 if firmes aurdited and O otherwise, Bepresents the variables
DNTC, DAR, DINV and DAP in the equations (5), (§7) and (8), respectively. GDP indicates annual rea
GDP growth rate in Portugal. C is the intercepmteRobustt Statistic in parentheses. Wald test is a
statistical significance test, under the null hysis that coefficients estimates of the additiormalables
(DA and D are zero. The null hypothesis of Wald test mustepected at the 5 percent significance lefel.
value of Wald test in parentheses. R square exgaiéagpercentage.

32



5.2.2.2 The effects of the economic cycle on tieasity of the relationship between
ROA and NTC

As can be seen in the previous results of regnessmalysis reported in Table 4, the
ROA and the GDP variables are positively related #mns relationship seems to be
robust to the different estimations. In order tst tthe intensity of the relation between
ROA and NTC, we identify in our sample the periokiat corresponds to the highest
GDP growth and the period reflecting the lowest G@Bwth. From 1997 to 2001,
annual GDP growth rate grew by 3.86 percent, wharesponds to the period with the
highest GDP growth rate. On the other hand, fro®220 2006, GDP growth rate grew
by 0.87 percent, which corresponds to the periotth e lowest GDP growth rate.
According to the purpose of this robustness test,attd to equation (1) a dummy
variable that assumes the value 1 for the peridh thie highest GDP growth rate and 0
otherwise. The product of that dummy variable arel N'TC variable is also included.

The estimates for the coefficients from equationaf@ obtained using FE methodology.

ROA;; = By + B1NTC;¢ + B2SIZE; + B3SGye + B4 CLi + BsFFA; + BsCA;+B;GDP; +
+BsDGit + BoDGNTCyr + p; + €¢ €)]

Dependent, independent and control variables aeeifsgd as before. The only
difference was the inclusion of control variablesfallows. DG is a dummy variable
that assumes the value 1 for the period with thghdst GDP growth rate and O
otherwise. DGNTC represents the product of prevawamy variable and NTC.

As can be seen in Table 7, the sign and signifieasfcthe coefficients” estimates
remain almost unchanged (comparing with resultSable 4). The estimate of the
coefficient of the DG variable is not statisticaflignificant. However, the coefficient
estimate of the DGNTC variable is positive andistigglly significant at the 5 percent
level, which means that the intensity of the relaghip between ROA and NTC is
lower when the economic cycle is upward. This rtesugjgests that the slowdown of the
economic cycle increases the adverse effects agedcwith the tradeoff between
profitability and risk. Some of those adverse d#eare higher storage costs, more
difficulties in collecting receivables and highessts of customers default (Valadas,
2005). Indeed, when the economic cycle is adverse reasonable to assume that
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money is locked up more time in working capital@eouts, which increases the intensity
of the relationship between ROA and NTC.

Table 7 — Results from regression analysis testirigr the effects of the economic

cycle on the intensity of the relationship betweeROA and NTC

9)
Observations 37,353
NTC -0.0001***
(-9.18)
SIZE -0.0029*
(-1.67)
SG 0.0303***
(15.50)
CL -0.0854***
(-12.90)
FFA 0.0431***
(2.88)
CA -0.0496***
(-7.45)
DG -0.0015
(-0.79)
DGNTC 2.01E-04**
(1.98)
GDP 0.2031***
(4.16)
C 0.1501***
(5.84)
Wald test 39.68
(0.0000)
R? 7.64

This table reports the regression estimates foatimu (9) using FE methodology, during the peri@92-
2006. *** ** and * mean statistical significancé the 1 percent level, 5 percent level and 10 perlavel,
respectively. The variables used in this analysisaa follows. Net trade cycle: NTC=[((Accounts Bigable

+ Inventories - Accounts Payable)/Sales)*365]. Sli&Emeasured by the logarithm of total assets.sSale
growth: SG=[Salgs— Saleg;)/Sales;]. Current liabilities ratio: CL=Current Liabilit&Total Liabilities.
Fixed financial assets ratio: FFA=Fixed Financiasgts/Total Assets. Current assets ratio: CA= @trre
Assets/Total Assets. DG is a dummy variable thatm®s the value 1 during the period 1997-2001 and 0
otherwise. DGNTC is the product of the dummy vddaland the NTC variable, as follows:
DGNTC=DGXNTC. GDP indicates annual real GDP growth ratearti®al. C is the intercept term. Robust
t Statistic in parentheses. Wald test is as destdimfore.P-value of Wald test in parentheses. R square
expressed in percentage.
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5.2.2.3 Testing for endogeneity problems

Previous empirical studies about WCM subject (DEI@®03; Garcia-Teruel and
Martinez-Solano, 2007) have shown concern about ctugsality issues between
dependent and independent variables that can lea@ntogeneity problems in
regression analysis. In this context, it is importdo test and treat endogeneity
problems. As already described in section 3, onssipte way to test and treat
endogeneity problems is to adopt the IV methodalétgnce, equations (1), (2), (3) and
(4) were re-estimated using the IV methodology. msider two instrumental
variables in order to conduct the Hansen test envilidity of the instruments. Thus,
we use as instruments the first lagged value adpeddent variables and the first lag of
average value by CAE and by year of independeralvias?®. By using just the first lag
of the instruments, we only lose one year of olseras.

We can verify from Table 8 (below), that most ofeffcients” estimates are
statistically significant at the 1 percent levebtn@paring these to the results obtained by
FE estimations (reported in Table 4), the sign atatistical significance of the
coefficients remain almost unchanged. The vari8iEE is statistically significant in
estimations (2) and (4), showing a positive refalop between ROA and SIZE.
Although this is not a consistent relation betwestimations, these results suggest that
larger firms are positively correlated with probtity.

According to the Hansen test, the null hypothesibh® validity of instruments is not
rejected. On the other hand, the rejection of tb# hypothesis of the Davidson-
MacKinnor™ test for exogeneity, indicates that endogenousessgr's effects on the
estimations are meaningful. In such case, usingm¥thodology provides more

consistent estimators than using FE methodology.

33 We assume that only the independent variablesyithes in subsection 4.2.2, could be affected kogeneity problems.
34 Although the Davidson-MacKinnon test presentsagistical significance at the 10 percent level dquation (1), we reject
the null hypothesis of exogeneity of the regressors
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Table 8 — Results from regression analysis testirigr endogeneity problems using

IV methodology

(1) (2) €)) (4)
Observations 29,300 29,300 29,300 29,300
NTC -0.0002%**
(-3.28)
AR -0.0004***
(-9.28)
INV -0.0002%***
(-3.43)
AP -0.0004***
(-5.89)
SIZE -0.0070 0.0050** 0.0007 0.0121%**
(-1.41) (2.36) (0.34) (3.87)
SG 0.0313%** 0.0211%** 0.0260%** 0.0107***
(21.25) (11.52) (11.53) (2.80)
CL -0.1041%** -0.0488*** -0.0572%** 0.0778**
(-7.71) (-11.04) (-13.64) (3.26)
FFA 0.0473%** 0.0550%** 0.0541%+* 0.0845%+*
(2.92) (3.61) (3.55) (5.47)
CA -0.0570*** -0.0387*** -0.054 2%+ -0.0375***
(-7.42) (-4.80) (-6.79) (-4.11)
GDP 0.1170%** 0.1179%** 0.1324%* 0.1872%*
(2.70) (2.86) (3.27) (4.56)
C 0.1677*** 0.0576%** 0.1040%** -0.0983**
(7.15) (2.50) (4.70) (-2.41)
Hansen Test
(P-value) (0.7640) (0.9096) (0.3536) (0.7381)
J(df) 1.000 1.0000 1.0000 1.0000
Davidson- 2.2628 69.3882 4.8400 11.4200
MacKinnon (0.1011) (0.0000) (0.0279) (0.0000)
R? 7.65 3.74 11.69 7.28

This table reports the regression estimates foatiaps (1) to (4) using IV methodology, during theriod
1997-2006. ***, ** and * mean statistical signifinae at the 1 percent level, 5 percent level angerBent
level, respectively. The variables used in thislysig are as follows. Net trade cycle: NTC= [((Aoots
Receivable + Inventories - Accounts Payable)/S&€%§)]. Average number of days-sales of accounts
receivable: AR=[(Accounts Receivable/Sales)*365]verage number of days-sales of inventories:
INV=[(Inventories/ Sales)*365]. Average number ofyd-sales of accounts payable: AP=[(Accounts
Payable/Sales)*365]. SIZE is measured by the ltgarof total assets. Sales growth: SG=[SaleSaleg,)/
Saleg;]. Current liabilities ratio: CL=Current Liabilit&Total Liabilities. Fixed financial assets ratkFA=
Fixed Financial Assets/Total Assets. Current assis: CA=Current Assets/Total Assets. GDP indisat
annual real GDP growth rate in Portugal. C is thercept term. Robust Statistic in parentheses. The
Hansen test is an overidentifying restrictions, tdtributed as a chi-square, under the null hypsis that
instruments are validP-value of Hansen test in parenthesgégdf) reports the degrees of freedom of
estimations. Davidson-MacKinnon test is an exoggneist, under the null hypothesis that regressoes
exogenous. The null hypothesis, of both tests, fesejected at the 5 percent significance leRefalue of
Davidson-MacKinnon test in parentheses. R squgpeessed in percentage.
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Following Garcia-Teruel and Martinez-Solano, 200@, re-estimate equations (1),
(2), (3) and (4) using IV methodology but considgrionly as instrument the first
lagged value of independent variables. As can lea & Table D.1 of Appendix D,
results are similar to the previous ones.

In addition, we also re-estimate equations (1)4p donsidering two instrumental
variables (specified as before) but consideringetdummy variables instead of the
GDP variable. Table D.2 of Appendix D show the hsswhich are also quite similar

to those reported in Table 8.

5.2.3 Multiple regression analysis: Non-linear rienship

Previous studies about WCM, based on linear relatioetween profitability and
WCM performance measures, point out that workingitah aggressive policies
increase profitability. Most recently, Bafios-Caballet al. (2011) provide evidence of
a non-linear relationship between profitability aWdCM that indicates there is an
optimum working capital level, which balances bé&sefnd costs of investing in
working capital. According to that, and in ordentéstHypothesis, we investigate for
a possible non-linear relation between ROA and NTGefficients” estimates were

obtained from equation (10) using FE methodology.

ROA;r = By + BiNTC;y + BoNTC?;, + B3SIZE;e + B4SGyr + BsCLir + BsFFA;+B,CA; +
+BgGDP; + u; + & (20)

Dependent, independent and control variables aeifsgd as before. The difference

is the inclusion of the square value of the NTC.

As it can be seen in Table 9, most of the coefiitsie estimates are statistically
significant at the 1 percent level. Our resultsvite evidence that the relation between
ROA and NTC is positive, which indicates that aéoworking capital investment level
has a positive impact on profitability. On the atka&le, the relation between the ROA
and the NTE variables is negative, which indicates that, freome point, higher
working capital investment level has a negativeantpn profitability. Thus, we may
conclude that there is a non-linear relation betw@®A and NTC. These results are

consistent with previous findings of Bafios-Caballkral. (2011).
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Table 9 — Results from regression analysis testirfigr a non-linear relationship
between ROA and NTC

(10)
Observations 37,353
NTC 5.86e-05***
(7.29)
NTC? -3.63e-07***
(-14.02)
SIZE -0.0017
(-1.02)
SG 0.0270***
(21.89)
CL -0.0391***
(-6.38)
FFA 0.0687***
(4.89)
CA -0.0523***
(-8.27)
GDP 0.2539***
(6.99)
C 0.0908***
(3.62)
F test 141.14
(P-value) (0.0000)
R? 6.79

This table reports the regression estimates foatimu (10) using FE methodology, during the perl®®7-
2006. *** ** and * mean statistical significancé the 1 percent level, 5 percent level and 10 perlavel,
respectively. The variables used in this analysis as follows. Net trade cycle: NTC= [((Accounts
Receivable + Inventories - Accounts Payable)/S#868]. NTC is the square value of NTC. SIZE is
measured by the logarithm of total assets. Salesthr SG=[Salgs— Saleg;)/Saleg;]. Current liabilities
ratio: CL=Current Liabilities/Total Liabilities. ked financial assets ratio: FFA=Fixed Financial &séT otal
Assets. Current assets ratio: CA=Current Assetalatsets. GDP indicates annual real GDP growth irat
Portugal. C is the intercept term. RobuStatistic in parentheseB.test is as described befofevalue ofF
test in parentheses. R square expressed in pegeenta

The quadratic function proposed in equation (1@&sents a maximum point, since
the second partial derivative of the profitabilifeasure ROA, with respect to the NTC,
is negative. Indeed, is negative, so2 3, is also negative. The maximum point of the
guadratic equation can be derived by differentgatimle ROA variable with respect to
the NTC, and making this derivative equal to z&dm solving for the NTC, the
maximum point is: NTC =+5,/28,). Replacing these by the coefficients” estimates
provided in Table 8, it will be: NTC = (-5.86e-0&2*-3.63e-07)) = 80.72 days-sales.

This result show there is an optimum NTC level wiNIC is around 81 days-sales,
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ceteris paribus In that point ROA is around 9.31 percBniThus, we fail to reject

Hypothesis 5.

According to our findings, we expect that beneéifsinvesting in working capital
will increase until the maximum point is reachediacth means profitability will rise
until that breakpoint is achieved. After reacheat threakpoint, an increase in working
capital investment level will lead to a decreasepiofitability, given the fact that

investing in working capital is a low return investnt (Bafios-Caballeret al, 2011).

In line with previous robustness tests and obsgnilre econometric procedures
stated in section 3, we re-estimate equation (HNgulV methodology to treat for
possible endogeneity problems. We consider theabl®ms NTC and NTE as
endogenous variables. The instruments are the aarhefore. In addition, we also used
the square of those instruments.

Results reported in Table 10 show that most ofdbefficients” estimates remain
statistically significant at the 1 percent levetheTonly change is the coefficient estimate
of the NTC variable, which is now statistical sigrant at the 5 percent level. These
results do not question our previous conclusiomerd is still evidence of a non-linear
relation between ROA and NTC, but the maximum pdias changed to 99 days-
saled®, ceteris paribus According to the result provided by the Hansest, tthe null
hypothesis of the validity of instruments is ngeoted. However, we must to reject the
null hypothesis of the Davidson-MacKinnon test tioe exogeneity of the independent
variables. Once more, using IV methodology providese consistent estimators than
using FE methodology.

% When the NTC length is around 81 days-sales, R@¥agsume a maximum point of 9.31 percent; thaslees correspond
2_
to the vertex point of the quadratic function, wh@an be obtained by;, ., = b/2a Yinax = _M

% The maximum point is NTC =-8,/28,), replacing by coefficients provided in Table JEGI= ( 0 0006/ (2*-3.03e-06)) = 99
days-sales. In that point, ROA will have a maximafr6.23 percent; those values correspond to thexgoint of the quadratic

—4ac

function, which can be obtained by, = _b/Za i Yoax = _sz
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Table 10 — Results from regression analysis testirigr a non-linear relationship

between ROA and NTC using IV methodology

(10)
Observations 37,353
NTC 0.0006**
(2.20)
NTC? -3.03e-06***
(-2.80)
SIZE 0.0024
(0.81)
SG 0.0117***
(2.89)
CL -0.0663***
(-3.30)
FFA 0.1009***
(4.45)
CA -0.0348***
(-2.42)
GDP 0.2196***
(3.90)
C 0.0326***
(4.80)
Hansen Test 0.8800
(P-value) (0.6441)
J(df) 1.0000
Davidson-MacKinnon 10.1447
(P-value) (0.0000)
R? 5.79

This table reports the regression estimates foatimu (10) using IV methodology during the peridabI-
2006. ***, ** and * mean statistical significancé the 1 percent level, 5 percent level and 10 perlavel,
respectively. The variables used in this analysisaa follows. Net trade cycle: NTC=[((Accounts Bigable

+ Inventories - Accounts Payable)/Sales)*365]. NT«Cthe square value of NTC. SIZE is measured ky th
logarithm of total assets. Sales growth: SG=[SaleSales;)/Saleg;]. Current liabilities ratio: CL=Current
Liabilities/Total Liabilities. Fixed financial asteratio: FFA=Fixed Financial Assets/ Total Ass&srrent
assets ratio: CA=Current Assets/Total Assets. Galcates annual real GDP growth rate in Portugdk C
the intercept term. RobugtStatistic in parentheses. Hansen test is as #esclieforeP-value of Hansen
test in parenthesed. (df) reports the degrees of freedom of estimati@evidson-MacKinnon test is as
described beforeP-value of Davidson-MacKinnon test in parenthesesq®are expressed in percentage.

This finding is perhaps the most important of stisdy. If corporate managers know
the optimum level of working capital investmentpae hand, they will not underinvest
on working capital accounts. Such WCM strategy $eta minimize the risk due to
decreasing working capital investment. On the oth&nd, managers also will not
overinvest on working capital. Hence, money isasézl and invested in higher return

assets.
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6. CONCLUDING REMARKS

Previous studies about WCM provide evidence thattrfions have a large amount
of cash invested in working capital accounts, thies expected that WCM will have a
significant impact on the firm’s profitability. Thefore, the impact of WCM on
profitability will depend on working capital poles that firms adopt, which are
sensitive to industry factors, to economic cycld amfinancial constraints. Thereby, the
aim of WCM is to achieve the optimum working capievel that maximizes corporate
profitability. According to that aim, the role of @M is to manage the tradeoff of
benefits and costs of investing in working capifdlis is (of) extremely importance in

small firms that operate under financial constmaint

Keeping in mind that the aim of this study is toyade empirical evidence about the
relationship between the WCM and profitability afrRiguese manufacturing firms, our
results, in general, are in line with previous sgadqJoseet al, 1996, Shin and Soenen,
1998; Wang, 2002; Deloof, 2003; Valadas, 2005; Gaferuel and Martinez-Solano,
2007; Bafos-Caballeret al, 2011).

To our knowledge, this study is the first one exiplg financial data available from
INE to provide evidence of the effects of WCM oroffiability of the Portuguese
manufacturing firms. In fact, we used the largeshgle of Portuguese manufacturing
firms for the period 1996-2006. Our findings pravidvidence that there is a negative
linear relation between profitability and WCM. Thkend of relation is also found
between profitability and working capital accounks.fact, an increase in working
capital investment tends to decrease profitabiktyithermore, our results suggest that
most profitable firms have a shorter NTC.

In addition, this is also the first study to testnan-linear relation between
profitability and WCM for a sample of Portuguesenis. Following Bafios-Caballeet
al. (2011), although using a different methodologyy oesults show a non-linear
(concave) relationship between profitability ané tiTC, which indicates there is an
optimum NTC level that maximizes corporate profiiap

Further research could consider examine the existef a non-linear relation

between profitability and each one of the workiagital accounts.
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However, we must mention what are, in our opingsme limitations of this study.
We only access data until 2006, therefore we camubtide in this study the most
recent years (at least, until 2008). This wouldimgortant because the most recent
years are characterized by the slowdown of the @oon cycle, so it would be
interesting to analyze further this impact on pgadfility. Another limitation is the
financial information available in INE database. tilUr2003, financial data covers
several accounts of balance sheet and income satetinfortunately, since 2004 not
all financial data from balance sheet and inconagestent were available. Given that
fact, we cannot, for instance, include informatarprompt payments discounts, which

are booked as financial discounts, in order toyaealhose effects on profitability.

Another issue for further research is conductirgyevey to corporate management,
covering a wide range of industries, in order todgtin depth the reasons of the
adoption of working capital policies, mainly, in athconcerns the connection between

working capital policies and financial constraints.
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Appendix A
Table A.1- Industry description by CAE (Rev. 2.1)

Industry Code Sector description
15 Food, beverages
16 Tobacco
17 Textiles
18 Wearing apparel (Clothing)
19 Leather and footwear
20 Wood
21 Paper and pulp
22 Printing
24 Chemicals
25 Rubber and plastic
26 Non-metallic mineral product
27 Basic metals
28 Fabricated metal products
29 Machinery
30 Office machinery and computers
31 Electrical machinery
32 TV and communication equipment
33 Medical, precision and optical instruments
34 Motor vehicles
35 Other transport equipment
36 Furniture
37 Recycling

This table describes the industries in the manufag) sector. This description is according to INE
classification of business activities.
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Appendix B
Table B.1- Results from regression analysis using Pooled QirfSidering time

dummy variables

1) (2) 3) (4)
Observations 37,353 37,353 37,353 37,353
NTC -0.0002***
(-19.06)
AR -0.0001***
(-15.63)
INV -0.0003***
(-34.32)
AP -0.0002***
(-31.58)
SIZE 0.0033*** 0.0037*** 0.0042*** 0.0046***
(5.25) (5.84) (6.76) (7.39)
SG 0.0357*** 0.0333*** 0.0291*** 0.0268***
(28.86) (26.47) (24.15) (21.50)
CL -0.0931*** -0.0487*** -0.0490*** 0.0112**
(-23.05) (-15.70) (-16.36) (3.08)
FFA 0.0497*** 0.0619*** 0.0453*** 0.0660***
(3.51) (4.34) (3.23) (4.62)
CA 0.0841*** 0.0578*** 0.0667*** 0.0290***
(18.23) (13.88) (16.61) (7.26)
C -0.0226** -0.0239** -0.0298*** -0.0332
(-2.24) (-2.32) (-2.98) (-3.29)
F test 116.09 114.52 171.49 166.32
(P-value) (0.0000) (0.0000) (0.0000) (0.0000)
R® 8.27 7.63 12.79 10.62

This table presents the regression estimates @otdim equations (1) to (4), using Pooled OLS anutliding
time dummy variables, during the period 1997-206G86, ** and * mean statistical significance at the
percent level, 5 percent level and 10 percent Jeespectively. The variables used in this analgsés as
follows. Net trade cycle: NTC=[((Accounts Receivabt Inventories - Accounts Payable)/Sales)*365].
Average number of days-sales of accounts receiva#ifR=[(Accounts Receivable/ Sales)*365]. Average
number of days-sales of inventories: INV=[(InvegfoSales)*365]. Average number of days-sales of
accounts payable: AP=[(Accounts Payable/ Sales}*38E is measured by the logarithm of total asset
Sales growth: SG=[Sales- Saleg;)/Sales;]. Current liabilities ratio: CL=Current Liabilit&Total
Liabilities. Fixed financial assets ratio: FFA=FikEinancial Assets/ Total Assets. Current asséits: IGA=
Current Assets/ Total Assets. C is the intercephtdrobust Statistic in parentheseB.test is as described
before.P-value in parentheses. Coefficients of time dumrayiables not reported. R square expressed in
percentage.
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Table B.2— Results from regression analysis using Pooled QirSidering dummy

variables for each CAE

(1) 2) 3) (4)
Observations 37,353 37,353 37,353 37,353
NTC -0.0001***
(-17.86)
AR -0.0001***
(-15.94)
INV -0.0003***
(-33.41)
AP -0.0002***
(-31.87)
SIZE 0.0027 0.0031*** 0.0038*** 0.0039%**
(4.33) (4.78) (6.18) (6.30)
SG 0.0347*** 0.0321%** 0.0281%** 0.0257***
(28.36) (25.84) (23.57) (20.89)
CL -0.0903*** -0.0489%*+ -0.0493*** 0.0119**
(-22.69) (-15.90) (-16.61) (3.30)
FFA 0.0467*** 0.0587*** 0.0424%*= 0.0640%**
(3.51) (4.41) (3.24) (4.80)
CA 0.0658**+ 0.0451**+ 0.0544*+ 0.0196%*+
(15.17) (11.41) (14.31) (5.25)
GDP 0.3692%** 0.2961%** 0.3243%** 0.2117%**
(11.52) (9.21) (10.42) (6.70)
C -0.0078 -0.0095 -0.0215** -0.0199*
(0.74) (-0.91) (-2.10) (-1.92)
F test 63.62 64.42 91.12 91.93
(P-value) (0.0000) (0.0000) (0.0000) (0.0000)
R? 8.68 9.22 13.38 11.49

This table reports the regression estimates foatsaus (1) to (4) using Pooled OLS and includingnduy
variables for each CAE, during the period 1997-2G6§ ** and * mean statistical significance atehl
percent level, 5 percent level and 10 percent Jeespectively. The variables used in this analgsésas

follows. Net trade cycle: NTC=[((Accounts Receivabt Inventories - Accounts Payable)/Sales)*365].
Average number of days-sales of accounts receivétite[(Accounts Receivable/ Sales)*365]. Average
number of days-sales of inventories: INV=[(Invemtsf Sales)*365]. Average number of days-sales of
accounts payable: AP=[(Accounts Payable/ Sales}*38IZE is measured by the logarithm of total asset
Sales growth: SG=[Sales- Saleg,)/Saleg;]. Current liabilities ratio: CL=Current Liabilits&Total
Liabilities. Fixed financial assets ratio: FFA=Fiké&inancial Assets/ Total Assets; Current assdis: ra
CA=Current Assets Total Assets. GDP indicates alnmeaz GDP growth rate in Portugal. C is the inggric
term. Robust Statistic in parentheses.test is as described befoRevalue in parentheses. Coefficients of
dummy variables not reported. R square expressperizentage.
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Appendix C
Table C.1- Results from regression analysis using FE meth@yatonsidering
independent variables in percentage of sales

1) (2) ) (4)
Observations 37,353 37,353 37,353 37,353
NTC® -0.0368***
(-10.71)
AR -0.0383***
(-9.62)
INV® -0.1351***
(-26.14)
AP -0.0790%*
(-22.04)

This table shows the coefficients estimates frogregsing equations (1) to (4), using FE methodology
during the period 1997-2006. ***, ** and * mean ssfical significance at the 1 percent level, 5cget
level and 10 percent level, respectively. The \@eis used in this analysis are as follows. Netetreytle
measures working capital needs expressed in pagenbf sales: NTC'=((Accounts receivable +
Inventories — Accounts Payable)/Sales). Ratio abants receivable to sales: AR'=(Accounts Recee/abl
Sales]. Ratio of inventories to sales: INV =(Invangs/Sales). Ratio of accounts payable to sal&s=A
(Accounts Payable/Sales). Robus$tatistic in parentheses. Table C.1 reports ohéy doefficients of
variables that have changed (the coefficientsHerdontrol variables can be seen in Table 4). Atingrto
these results, 1 percent change in the NTC wilhghaROA by 3.68 percent.
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Appendix D

Table D.1- Results from regression analysis using IV Methogyplconsidering one

instrument
(1) (2) 3) (4)
Observations 30,409 30,409 30,409 30,409
NTC -0.0002***
(-3.25)
AR -0.0004***
(-8.97)
INV -0.0003***
(-3.36)
AP -0.0004***
(-5.16)
SIZE -0.0027 0.0050** 0.0011 0.0119***
(-1.41) (2.36) (0.54) (3.59)
SG 0.0312*** 0.0211*** 0.0247*** 0.0110***
(21.25) (11.29) (9.55) (2.58)
CL -0.1039*** -0.0488*** -0.0564*** 0.0759**
(-7.67) (-10.99) (-13.20) (2.83)
FFA 0.0473*** 0.0549*** 0.0511*** 0.0842***
(2.92) (3.61) (3.29) (5.43)
CA -0.0597*** -0.0387*** -0.0524*** -0.0377***
(-7.42) (-4.80) (-6.43) (-4.06)
GDP 0.1174*** 0.1173*** 0.1227*** 0.1880***
(2.70) (2.83) (2.94) (4.58)
C 0.1674*** 0.0574*** 0.0991*** 0.0537**
(7.14) (2.49) (4.39) (2.05)
Davidson- 2.2029 66.3743 6.6367 11.43
MacKinnon (0.1010) (0.0000) (0.0100) (0.0000)
R? 7.66 3.71 12.02 9.57

This table reports the regression estimates foatious (1) to (4) using IV methodology and condiagione
instrumental variable, during the period 1997-2006, ** and * mean statistical significance at the
percent level, 5 percent level and 10 percent Jeespectively. The instrumental variable is thistfiagged
value of independent variables. The variables usedhis analysis are as follows. Net trade cycle:
NTC=[((Accounts Receivable + Inventories - AccouRtsyable)/Sales)*365]. Average number of days-sales
of accounts receivable: AR=[(Accounts Receivablale$)*365]. Average number of days-sales of
inventories: INV=[(Inventories/ Sales)*365]. Avemgnumber of days-sales of accounts payable:
AP=[(Accounts Payable/ Sales)*365]. SIZE is meadubg the logarithm of total assets. Sales growth:
SG=[Sales — Sales,)/Saleg;]. Current liabilities ratio: CL=Current Liabilit&#Total Liabilities. Fixed
financial assets ratio: FFA=Fixed Financial AsSkisal Assets. Current assets ratio: CA=Current
Assets/Total Assets. GDP indicates annual real GRth rate in Portugal. C is the intercept terrmbistz
Statistic in parentheses. Davidson-MacKinnon tests described beforB:value of Davidson-MacKinnon
test in parentheses. R square expressed in pegeenta
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Table D.2- Results from regression analysis using IV Methogglconsidering

time dummy variables

(1) (2) 3) (4)
Observations 29,300 29,300 29,300 29,300
NTC -0.0002***
(-2.84)
AR -0.0004***
(-8.55)
INV -0.0003***
(-2.96)
AP -0.0004***
(-4.02)
SIZE -0.0007 0.0066*** 0.0027 0.0119***
(-0.35) (3.10) (1.33) (3.44)
SG 0.0319*** 0.0216*** 0.0247*** 0.0135***
(21.57) (11.25) (8.14) (2.73)
CL -0.1012%** -0.0491*** -0.0563*** 0.0606**
(-7.12) (-10.97) (-12.56) (2.97)
FFA 0.0503*** 0.0563*** 0.0509*** 0.0836***
(3.07) (3.69) (3.19) (5.39)
CA -0.0248** -0.0134 -0.0324*** -0.0160*
(-2.35) (-1.36) (-2.97) (-1.62)
Hansen Test 0.1900 0.7370 1.9770
(P-value) (0.6632) (0.3906) (0.) (0.1598)
J(df) 1.000 1.0000 1.0000 1.0000
Davidson- 1.5329 63.1014 4.84 11.42
MacKinnon (0.1141) (0.0000) (0.0000) (0.0000)
R? 8.24 4.29 12.54 8.75

This table reports the regression estimates foatimps (1) to (4) using IV methodology and condiulgr
time dummy variables, during the period 1997-206G86, ** and * mean statistical significance at the
percent level, 5 percent level and 10 percent Jeespectively. The variables used in this analgsés as
follows. Net trade cycle: NTC=[((Accounts Receivabt Inventories - Accounts Payable)/ Sales)*365].
Average number of days-sales of accounts receiva#ifR=[(Accounts Receivable/ Sales)*365]. Average
number of days-sales of inventories: INV=[(InveigsfSales)*365]. Average number of days-sales of
accounts payable: AP=[(Accounts Payable/Sales)*38RJE is measured by the logarithm of total assets
Sales growth: SG=(Sales- Saleg;)/Sales;]. Current liabilities ratio: CL=Current Liabilit&Total
Liabilities. Fixed financial assets ratio: FFA=Fikd-inancial Assets/Total Assets. Current asseis:rat
CA=Current Assets/Total Assets. C is the inter¢epn. Robusk Statistic in parentheses. Hansen test is as
described before?-value of Hansen test in parentheskdf) reports the degrees of freedom of estimations.
Davidson-MacKinnon test is as described befdtaialue of Davidson-MacKinnon test in parentheses.
Coefficients of time dummy variables not reportedsquare expressed in percentage.
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